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Outline
» Background: design of vertical axis wind turbines
» Discretization through vortex formulation
» Fast multipole method...
> ...with adaptivity...

» ...and done in parallel

Joint work in part with Paul Deglaire and Anders Goude at the Division
for Electricity and Lightning Research, Uppsala University.

S. Engblom (UPMARC/TDB) PSCP, March 4, 2011 2 /20



-
Background

Pros/cons of VAWTs:
-+ Generator at ground level
Less gravitational loads

No gears

_|_
_.I_
-+ Easier maintenance
+

Less noise

- Fatigue loads
- Start-up

- Aerodynamics model P

YouTube: Vertical Wind
200kW (March 2010)

S. Engblom (UPMARC/TDB) PSCP, March 4, 2011 3/20


http://www.youtube.com/watch?v=aP9tmIVT-XU
http://www.youtube.com/watch?v=aP9tmIVT-XU

Vortex formulation (the very short version)

In 2D, let the velocity field u(z, t) solve the Navier-Stokes equations with
BCs (using the complex number z = x + iy for the space coordinate
(x,y)). Introduce the vorticity w = V x u - k and consider the two-step
formulation:

wir+u-Vw =0 (advection),
wy =vAw (diffusion).

-Hence; how do we obtain u from w?
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One can show that u = u,, + V¢ for some ¢ s.t. A¢ = 0 accounting for
the BCs. In turn,

u,(z,t) = /Q K(z — Z)w(Z, t) dZ,

where K = —i/(2nz) is the Green’s function for —A.
If the vorticity is discretized,

w(z, t) = Z 6(z — z)r;,

with zj = zj(t), then the velocity field is obtained from

u,(z,t) = Z K(z - z)r;.
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To advect, evaluate the velocity field in all vorticity points z;,
o(z:1) =) Kz
i#

an N-body problem.
To diffuse, just add a normally distributed random number,

u,(zj, t + At) = u,(z, t) + V2vAtN(0,1).

In practice, there are also redistribution-type methods such that I'; is made
time-dependent.
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Fast multipole method
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A Fast Algorithm for Particle Simulations*
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N
Fast multipole method (cont)

FIG. 1. Well-separated sets in the plane.

Figure: Found at p. 3 of Greengard and Rokhlin: “A Fast Algorithm for Particle
Simulations” J. Comput. Phys. 73(2):325-348 (1987).
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Fast multipole method (cont)

Main idea: all charges/potentials/bodies inside two well-separated sets
can interact through an operator of low effective rank.

In a nutshell: distribute the points in a recursive tree of boxes where each
box has 4 children (2D).

1. Initialize at the finest level in the tree, expanding each potential in a
multipole series around the midpoint of the box.

2. Go upwards and shift all expansions to parents, yielding a “top
expansion” for the whole enclosing box.

3. Go downwards and shift-and-convert all expansions into local
expansions (eg. polynomials). Also, shift all such expansions to
children, yielding a local field in each box.
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[[lustrations

Test: flat plate.
Production run: 3-bladed turbine.
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http://user.it.uu.se/~stefane/animations/collection/FMM/flatplate.gif
http://user.it.uu.se/~stefane/animations/collection/FMM/vortex3bladeslarger.avi

Adaptivity

Want adaptivity, but quite complicated... The “C” in O (N) can be rather
large.
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Asymmetric adaptivity

Idea: split around the median point instead of around the geometric
midpoint. Easier to get the communication localized.

i | [T
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The O-criterion

As the mesh looses regularity, it becomes important to keep track of what
sets are really well-separated.

Criterion

Let the sets Si, S» C RP be contained inside two disjoint spheres such
that ||S1 — xol| < 1 and ||S2 — wol| < rz. Given 6 € (0,1), if

d = ||xo — yol|, R =max{r, n}, and r = min{r, rn}, then the two sets
are well-separated whenever R + 0r < 0d.

In other words: any of the two sets may be expanded by a factor of 1/6
and arbitrarily rotated about its center point without touching the other
set.
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Asymmetric adaptivity (cont)

Figure: Typical shift-and-convert interaction list (0 = 1/2).
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Accurate?

Theory: the relative error for the pth order adaptive fast multipole method
under the f-criterion is bounded by a constant x §P+1 /(1 — 6)2.

——— Uniform
—oe— Non-uniform
&5’”2

&
<0

.25P

Max relative error

0 10 20 30
Order p

Figure: Errors for two different distribution of points and three distinct fs.
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N
Efficient?
Theory: O (§72log™26 - Nlog® TOL). (= fopt = exp(—1) ~ 0.368...)

Speedup
o = N W A~ OO0 O N ©

Figure: Adaptive vs. uniform FMM. Two different distribution of points.

“Normal” := N(0, o), but rejected to fit within the positive unit square.
“Layer” := the x-coordinate is U0, 1] instead.
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Robustness: does it scale?
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N
Implementation at the GPU (ongoing...)

» Started with off-loading the perfectly parallel direct evaluation at the
finest level.

» Next came the (not so expensive) local shift operation....
» ...and finally the expensive shift-and-convert operation.
What remains serial is currently the initial sorting which is the

median-of-three algorithm used in eg. quicksort. It now takes almost
60-80% of the running time!
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GPU Performance

GeForce 480 (NB @ 700MHz!)
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Conclusions

» Academic sw-project: hardly no planning or overall strategy, just a
concrete problem to be solved.

> Nice aspect: the steady and controlled growth of performance and
complexity:

ARl

6.

Stand-alone recursive C99 implementation.

Matlab-interface to a direct N-body evaluation.

First working copy; later heavily optimized (eg. BLAS L3).

Added adaptivity — took the time to investigate a novel approach.
Parallel GPU-implementation CUDA/C++ (still ongoing).

3D..7

> Increasingly sophisticated regression tests.

» In such an academic environment, clarity wrt to goals is very
important.
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