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Programming of Parallel Computers, 10hp, 2010-06-01Time: 8

00 � 13
00Help: NoneNote: There are two exams, one for the old 
ourse with 6hp and one for the new 
ourse with10hp. This is the 10hp exam. If you are taking the 6hp 
ourse you need to ask for that exam.Ea
h of the six problems below 
an give up to �ve points. For maximum points, you must givedetailed answers and motivate your assumptions.1. In OpenMP we have three di�erent dire
tives for work sharing; for, se
tions, task. Explainhow these dire
tives work and point out what their di�eren
es are. Give also an example of asituation for ea
h of the dire
tives in whi
h they are suitable.2. In the Pthreads API we have something 
alled mutexes and 
ondition variables. Explain whatthese are, how they work and what they 
an be used for.3. In MPI we have the 
on
epts of 
ommuni
ators and virtual topologies. Explain what these are,how they work and what they 
an be used for.4. Re
ently graphi
al pro
essing units (GPU) have gained popularity to be used for generalpurpose 
omputing.a) Give at least two important 
hara
teristi
s that an appli
ation must have to be reallysuitable for a GPU.b) Give at least two examples of problems (algorithms or appli
ations) that are not ideallysuited to GPU ar
hite
ture, and explain why they are not ideal.5. The Qui
k-sort algorithm 
an be des
ribed as:fun
tion qui
ksort(array, left, right)if (right>left) thenpivotIndex=left+(right-left)/2pivotNewIndex=partition(array, left, right, pivotIndex)qui
ksort(array, left, pivotNewIndex-1)qui
ksort(array, pivotNewIndex+1, right)end ifend fun
tion Figur 1: Qui
k-sort algorithm



Where the fun
tion partition reorders the array into two parts, with elements smaller re-spe
tively larger than the pivot and returns the split point pivotNewIndex. Assume that youhave the fun
tions qui
ksort and partition available. Then, sket
h a parallel implementa-tion of the Qui
k-sort algorithm using Pthreads.6. This task is to simulate Conway's Game of Life. The universe of the Game of Life is a two-dimensional orthogonal grid of square 
ells, ea
h of whi
h is in one of two possible states, liveor dead. Every 
ell intera
ts with its eight neighbors, whi
h are the 
ells that are dire
tlyhorizontally, verti
ally, or diagonally adja
ent. At ea
h step in time, the following transitionso

ur:� Any live 
ell with fewer than two live neighbours dies, as if 
aused by underpopulation.� Any live 
ell with more than three live neighbours dies, as if by over
rowding.� Any live 
ell with two or three live neighbours lives on to the next generation.� Any dead 
ell with exa
tly three live neighbours be
omes a live 
ell.A new generation is 
reated by applying the above rules simultaneously to every 
ell. Sket
ha parallel implementation of the Game of Life using MPI.Good Lu
k!


