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3.4. The Quickprop Algorithm

Back-propagation and its relatives work by calculating the partial first derivative of the overall error with respect
to each weight. Given this information we can do gradient descent in weight space. If we take infinitesimal steps
down the gradient, we are guaranteed to reach a local minimum, and it has been empirically determined that for
many problems this local minimum will be a global minimum, or at least a "good enough" solution for most
purposes.

Of course, if we want to find a solution in the shortest possible time, we do not want to take infinitesimal steps;
we want to take the largest steps possible without overshooting the solution. Unfortunately, a set of partial first
derivatives collected at a single point tells us very little about how large a step we may safely take in weight space.
If we knew something about the higher-order derivatives -- the curvature of the error function -- we could
presumably do much better.

Two kinds of approaches to this problem have been tried. The first approach tries to dynamically adjust the
learning rate, either globally or separately for each weight, based in some heuristic way on the history of the
computation. The momentum term used in standard back-propagation is a form of this strategy; so are the fixed
schedules for parameter adjustment that are recommended in [12], though in this case the adjustment is based upon
the experience of the programmer rather than that of the network. Franzini [4] has investigated a technique that
heuristically adjusts the global € parameter, increasing it whenever two successive gradient vectors are nearly the
same and decreasing it otherwise. Jacobs [5] has conducted an empirical study comparing standard backprop with
momentum to a rule that dynamically adjusts a separate learning-rate parameter for each weight, Cater [2] uses a
more complex heuristic for adjusting the learning rate. All of these methods improve the overall learning speed to
some degree.

The other kind of approach makes explicit use of the second derivative of the error with respect to each weight.
Given this information, we can select a new set of weights using Newton’s method or some more sophisticated
optimization technique. Unfortunately, it requires a very costly global computation to derive the true second
derivative, so some approximation is used. Parker [8], Watrous [17], and Becker and LeCun [1] have all been active
in this area. Watrous has implemented two such algorithms and tried them on the XOR problem. He claims some
improvement over back-propagation, but it does not appear that his methods will scale up well to much larger
problems.

I have developed an algorithm that I call "quickprop" that has some connection to both of these traditions, Itis a
second-order method, based loosely on Newton’s method, but in spirit it is more heuristic than formal. Everything
proceeds as in standard back-propagation, but for each weight I keep a copy of the dE/dw(r—1), the error derivative
computed during the previous training epoch, along with the difference between the current and previous values of
this weight. The JdE/dw(z) value for the current training epoch is also available at weight-update time.

I then make two risky assumptions: first, that the error vs, weight curve for each weight can be approximated by a
parabola whose arms open upward; second, that the change in the slope of the error curve, as seen by each weight, is
not affected by all the other weights that are changing at the same time. For each weight, independently, we use the
previous and current error slopes and the weight-change between the points at which these slopes were measured to
determine a parabola; we then jump directly to the minimum point of this parabola. The computation is very simple,
and it uses only the information local to the weight being updated:

S(®)

0= 5w

Aw(t-1)

where S(f) and S(t-1) are the current and previous values of dE/dw. Of course, this new value is only a crude
approximation to the optimum value for the weight, but when applied iteratively this method is surprisingly
effective. Notice that the old o parameter is gone, though we will need to keep € (see below).
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Using this update formula, if the current slope is somewhat smaller than the previous one, but in the same
direction, the weight will change again in the same direction. The step may be large or small, depending on how
much the slope was reduced by the previous step. If the current slope is in the opposite direction from the previous
one, that means that we have crossed over the minimum and that we are now on the opposite side of the valley. In
this case, the next step will place us somewhere between the current and previous positions. The third case occurs
when the current slope is in the same direction as the previous slope, but is the same size or larger in magnitude. If
we were to blindly follow the formula in this case, we would end up taking an infinite step or actually moving
backwards, up the current slope and toward a local maximum.

I have experimented with several ways of handling this third situation. The method that seems to work best is to
create a new parameter, which I call |1, the "maximum growth factor". No weight step is allowed to be greater in
magnitude than | times the previous step for that weight; if the step computed by the quickprop formula would be
too large, infinite, or uphill on the current slope, we instead use |l times the previous step as the size of the new step.
The idea is that if, instead of flattening out, the error curve actually becomes steeper as you move down it, you can
afford to accelerate, but within limits. Since there is some "noise" coming from the simultaneous update of other
units, we don’t want to extrapolate too far from a finite baseline. Experiments show that if U is too large, the
network behaves chaotically and fails to converge. The optimal value of U depends to some extent upon the type of
problem, but a value of 1.75 works well for a wide range of problems.

Since quickprop changes weights based on what happened during the previous weight update, we need some way
to bootstrap the process. In addition, we need a way to restart the learning process for a weight that has previously
taken a step of size zero but that now is seeing a non-zero-slope because something has changed elsewhere in the
network. The obvious move is to use gradient descent, based on the current slope and some learning rate €, to start
the process and to restart the process for any weight that has a previous step size of zero.

It took me several tries to get this "ignition" process working well. Originally I picked a small threshold and
switched from the quadratic approximation to gradient descent whenever the previous weight fell below this
threshold. This worked fairly well, but I came to suspect that odd things were happening in the vicinity of the
threshold, especially for very large encoder problems. I replaced this mechanism with one that always added a
gradient descent term to the step computed by the quadratic method. This worked well when a weight was moving
down a slope, but it led to oscillation when the weight overshot the minimum and had to come back: the quadratic
method would accurately locate the bottom of the parabola, and the gradient descent term would then push the
weight past this point.

My current version of quickprop always adds € times the current slope to the Aw value computed by the quadratic
formula, unless the current slope is opposite in sign from the previous slope; in that case, the quadratic term is used
alone.

One final refinement is required. For some problems, quickprop will allow some of the weights to grow very
large. This leads to floating-point overflow errors in the middle of a training session. 1 fix this by adding a small
weight-decay term to the slope computed for each weight. This keeps the weights within an acceptable range.

Quickprop can suffer from the same "flat spot" problems as standard backprop, so I always run it with the
sigmoid-prime function modified by the addition of 0.1, as described in the previous section.

With the normal linear error function, the following result was the best one obtained using quickprop:

Problem Trials € i r Max Min Average | S.D.
10-5-10 100 1.5 1.75 2.0 72 13 22.1 8.9

With the addition of the hyperbolic arctan error function, quickprop did better still:

AR
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Abstract

This paper discusses a method to exploit prior knowledge when
training a neural network, called Extra Output Learning. This
method makes it possible to supply hints to the network during
training through extra outputs, which can later be removed. No
changes to the learning algorithm or the error criterion are needed,
and the method is therefore easy to apply. The effects these extra
outputs have on the network are explained and tested on simple
classification and function approximation problems. The method is
also tested on a more realistic problem: Link Admission Control in
ATM telecommunication networks.

1 Introduction

One of the reasons behind the exponential growth of interest in artificial neural
networks the last decade, may be that they are trained by giving examples. In order
to teach a neural network to solve a problem, the teacher does not necessarily have
to know how to solve it herself, she only has to supply the data.

Of course, in practice the teacher always has at least some prior knowledge on the
problem, and it should be possible to exploit this knowledge when training a neu-
ral network, Many methods to do this can be found in the literature [AR91,
DGS93, 0G92, ZDS92], though most of them are only useful in a narrow applica-
tion field. A very general method, on the other hand, is one proposed by Suddarth
and others [SSH88, YS90] called ’injection of hints’ or ’extra output learning’.

The extra output learning method can be viewed as a preprocessing method,
though perhaps not in the meaning normally associated to the word. The impor-
tance of suitable preprocessing in real world applications can not be over-stressed.
Preprocessing is the most powerful method for incorporating prior knowledge in
a neural network application, and should not (as is perhaps too often the case) be
taken lightly.
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Usually, the reason for preprocessing is to reduce the amount of information in the
raw input data. Finding an appropriate preprocessing algorithm can be a difficult
task, since the designer has to identify relevant features to keep and redundant fea-
tures to discard. In other words, designing a suitable preprocessing algorithm is
to exploit prior knowledge about the data.

Why not, then, use preprocessing to add information instead to help the neural net-
work solve the problem? A trivial example is adding an extra input to a XOR net-
work which is 1 if both of the other two inputs are 1. In this case, the preprocessing
actually makes the problem linearly separable and it can therefore be solved by
a single neuron.

The drawback is that this preprocessing will have to take place also after training,
i.e. the extra inputs must be supplied also when the network is tested or used. The
method may therefore have a very bad effect on the network response time, espe-
cially if the required extra input information is hard to obtain or computationally
heavy to calculate.

The conclusion is that the hinting information should only be necessary to apply
during training. Adding extra computations during the operational phase should
be avoided.

2 Extra output learning '

One way to do this is to preprocess the targer values, i.e. supply the network with
extra outputs to be trained on targets which express some knowledge about the
problem [SSH88, YS90]. The point is that the extra outputs can be removed after
training. But perhaps the biggest advantage for real world applications is that,
unlike most other hint methods, no modification of the network algorithm or error
criterion is involved. Examples of hints which can be supplied this way are knowl-
edge on useful intermediate results [SSH88] and on monotonic regions in the tar-
get function [BH90].

It should be pointed out that the Multi Layer Perceptron (MLP) is a universal func-
tion approximator in the sense that, given a sufficient number of hidden nodes, it
can represent any function to any degree of accuracy [HSW89]. This is not the
same thing as being able to learn the function, however. The back propagation
algorithm is a gradient descent algorithm and can, as such, get caught in local
minima. Extra Output Learning can not increase the representational power of the
network, but it can increase the probability of finding a good representation.

Training a neural network on a problem is a function approximation task. The goal
is to train the network to implement a function, F, but complete information on
this function is seldom available. The network is only trained on a finite and more
or less randomly generated training set, S.

Let {F} denote the set of functions the network can implement to satisfy S. Here,
"to satisfy a set’ means that the success criterion is met for the S-set, for example
that the mean squared error is less than a certain limit or that all input vectors are
classified correctly. In other words, the functions in {F} are models of F.




The set {F) set can be quite large, but some of its members will not be good models
of F, since the training set is finite. These members correspond to points in the
error space which appear to be global minima in the limited resolution of the finite
training set, but which in reality is not.

Now, make another training set S’ by applying a function H on the same input vec-
tors asin S. Let {H} denote the set of functions which the network can implement
to satisfy S’. Since S and 8’ contain the same input vectors, a network can be
trained to approximate both functions simultaneously, by extending the output
layer to represent the output vectors of both S and S°. This corresponds to two net-
works sharing the same hidden nodes, trained on the two functions.

Set of models
obtainable by a net-
work trained on §°.

Set of models

obtainable by a Set of models obtainable

network by a network which is

trained on S. simultaneously trained on
both S and S’.

Figure 1: Model reduction through extra output learning.

The network is now forced to find an internal representation which satisfies both
training sets, which means that the set of models is reduced to {F} N {H} (see
Figure 1). Perfect generalization is obtained when a function is found which is a
sufficiently good model of the target function, F. The goal is to find a hint H which
cuts away more bad models than good ones, thus yielding a higher probability of
finding a good model in the intersection. If such a hint is found, the network will
learn faster (fewer models to choose from) and generalize better (higher probabil-
ity of finding a good model).

A poor choice of a hint, however, may even reduce generalization ability.

¢ The hint function and the target function must be correlated, in the sense
that they must have a common sub-function for the hidden nodes to find.
If there is no such sub-function, the hint is useless.

* Increasing the complexity of the functional relationship between the
inputs and the outputs may take the network to a point where it simply can-
not represent both functions due to a lack of hidden nodes. This corre-
sponds to the two sets in Figure I being disjoint.

The obvious conclusion is that hints should be relevant to the problem at hand and
not too complex. A discussion on the probability of a hint increasing the general-
ization ability of the network can be found in [SK90].




3 Classification experiments

A simple example of the effect extra output learning can have is the famous XOR
problem. A 2-2-1 MLP was trained on this problem until all four input vectors
were classified correctly (where an output value <0.4 was treated as a 0, a value
>0.6 as a 1 and all values in between as unsure, i.e. wrong). If perfect classification
had not been obtained within 1000 epochs, that session was considered to have
failed. Failed sessions were counted but not included in the averages and standard
deviation figures reported below.

On average, over 100 training sessions with different initial weights, the conven-
tional network solved the problem in 350 epochs with a standard deviation of 158
epochs (Figure 2a). The network failed to solve the problem on 4 occasions.

For the same set of 100 initial weight settings as before, the network was now
trained using AND as an extra target. This should be a relevant hint since XOR
can be defined in terms of it, The network failed on 2 occasions and, on average,
solved the problem in 155 epochs with a standard deviation of 59 epochs
(Figure 2b).

0.14 — 0.14
MSEr \INITN 1 MsE [ R 1
i | |
0.02 N 0.02 —
0 Epoch 1000 0 Epoch 1000
(a) (b)

Figure 2: History of the Mean Squared Error of the XOR output for 100
sessions of the conventional network (a) and the hinted network (b).
The initial state for each session was the same in both cases.

So, three things can be noted about extra output learning on the XOR problem:

* Training is faster by more than a factor two, on average. The hinted net-
work was actually faster in all converging cases, though on two occasions
the gain was as small as a factor 1.17.

¢ The training time is more deterministic, i.e. the number of paths to the goal
has decreased. This suggests that the error surface is more smooth.

* The probability of getting stuck in a local minima is lower in the hinted
network. This suggests better generalization, though the experiment says
nothing of this issue directly since the training set is complete,

For a more thorough analysis of the effects extra output learning has on networks
solving the XOR problem, see [SK90].



4 Function approximation experiments

XOR is a classification task. What about continuous function approximation?
[BH90] propose that extra output learning can be used to hint the network about
monotonic regions in the target function.

To test this, we generated a training set of 100 input-output pairs and a test set of
1000 pairs, using the target function in (Figure 3). The x-values in both sets were
evenly distributed in the interval [0, 1[ where there are four monotonic regions.

1
10 — 9cos(4
713 fn) = 2= 20008)
0 . .
0 x 1

Figure 3: The target function with its four monotonic regions.

First, a conventional 1-5-1 network was trained on this set 10 times from different
starting points in weight space. The result on the test set after 2000 epochs can be
seen in Figure 4a. In eight of the ten cases, the network got stuck in local minima
where the curve follows the target for a while but then flattens out to the right. That
these cases are local minima is indicated by the mean squared error history in
Figure 4b. They cannot be explained as a shortage of representational power (hid-
den nodes) either, since in two cases the network did manage to approximate the
target function very well.

0.07

0 input 1 0 Epoch 2000
(a) (b)

Figure 4: The conventional network’s response on the test set (a) and
the mean squared error history on the training set (b).

One way to do better is to add more training data and/or hidden nodes. Another
way is to hint the network about the four monotonic regions. Hopefully, this
information will convince the network early on that the flat parts of the curves in
Figure 4a are bad.




The idea is to add one extra output for each monotonic region, and train these on
targets gj(x) which are equal to f{x) within the region but constant outside it
(Figure 5).

g1(x) £2(%) 1(x) g3(x)  g4(x)

Figure 5: Using monotonic regions as hints. The gi(x) functions are
help functions representing monotonic regions in the actual target
function f{x). Each help function is equal to f within the corresponding
region and constant outside it.

The hinted network, trained from the same starting point in weight space as the
conventional network, learned much faster (Figure 6b) and never found a mali-
cious local minimum. In other words, the expected result of training such a net is
more deterministic, as is shown by the 10 approximations in Figure 6a.

I - 0.07

output

0 input 1 Epoch 2000

(a) (b)
Figure 6: The hinted network’s response on the test set (a) and the mean
squared error history on the training set (b).

There is often a wide gap between the number of hidden nodes which are required
of an MLP to represent a function, and the number of hidden nodes required in
practice to sufficiently reduce the risk of falling into malicious local minima,
Extra output learning offers a way to reduce this risk and it can therefore be said
to narrow the gap between the theoretical and practical requirements on the num-
ber of hidden nodes. This, in turn, suggests that the hinted network should require
less training data than a network without hints [BH90], though this issue is beyond
the scope of this paper.



5 A more realistic example: ATM Link Admission Control

ATM (Asynchronous Transfer Mode) is a connection oriented, packet switched,
transport mode for broadband telecommunication networks [HH91]. The idea is
to support virtually all types of communication services on the same network by
asynchronous multiplexing of fixed size packets, called cells.

Small buffers on each outgoing link from a switch take care of simultaneously
arriving cells. If a buffer saturates subsequent cells may be lost. The probability
of cell loss (Pyyss) is therefore an important quality measure in the network, and
it is up to each link to decide if a new connection can be admitted or not without
exceeding the highest acceptable cell loss probability (here 10-). This preventive
decision procedure is called Link Admission Control (LAC).

Each connection is characterized by three parameters supplied by the user on con-
nection setup. Accurate fluid-flow procedures to estimate the cell 1oss probability
on a link, given the parameters for each connection, do exist. However, they are
too complex to be used in real time. One solution to this problem is to train a Multi
Layer Perceptron to model the accurate procedure [NGA+92, GNGA93,
NGGA93]. Also hybrid solutions, where a neural network and approximations of
the exact procedures are combined, have been considered [Nord93, BNG+95].

The connection parameters of all connections already sharing the link can not be
given directly to the neural network, since it would require a dynamic size of the
input vector. Furthermore, the cell loss probability estimate should be indepen-
dent of the order in which the connections were admitted. Therefore, the connec-
tion parameters are aggregated to some permutationally invariant state vector.
Here, the 6-component state vector proposed in [NGGA93] is used.

A large set of over 100,000 random traffic situations has been generated. Each
traffic situation consists of a state vector for the traffic already sharing the link,
the new connection request and the corresponding Py, estimate, as calculated by
the accurate fluid-flow procedure. Note that this is not the same set as in our pre-
vious work [NGA+92, GNGA93, NGGA93]. The new set is larger and considered
to be closer to reality. A more detailed description of the new set can be found in
[BNG+95]. In the experiments described below, a subset of 500 situations is used
for training and another subset of 5000 situations for testing.

Four experiments are described below. First, a conventional MLP without hints
is applied to the admission control problem, Then, three different attempts to find
extra output hints are described. A summary of the results from these experiments
can be found in Table 1 at the end of this section.

5.1 Training a neural network without hints

As areference to evaluate the hint experiments, a network with 9 inputs (6 for the
state vector and 3 for the connection parameters), 5 hidden nodes and 1 linear out-
put was trained for 1000 epochs on the training set. This was repeated 10 times
for different initial weight settings. The result on the test set was a hit rate (relative
number of correct decisions) of 88.5% on average, with an absolute standard devi-
ation 0=2.0%.




But the hit rate is not the only measure of success. The effects of the bad decisions
should also be considered [GNGA93]. For example, accepting a connection with
a cell loss probability of 108, when the highest acceptable probability is 1079, is
not as serious as accepting one with probability 105, It is therefore useful to look
at how far from the acceptable probability limit the network makes mistakes.

% errors
50
40
30
20

10 —

1615 1413 121110 -9 -8 —7 -6 —5 —a [0810(Ploss)

Figure 7: Distribution of errors for the conventional neural ATM
admission controller. The length of each bar corresponds to the number
of decision errors within a target interval, as a percentage of the total
number of situations in the same interval. Errors above -9 are poten-
tially bad for the customers and errors below -9 lead to bad utilization.

The histogram in (Figure 7) shows how the decision errors for the 10 runs were
distributed. Note that the network classifies over 40% of the situations in the inter-
val [109, 10-8] incorrectly. This is not as serious as it may seem, however, since
the effect of these mistakes are small. The goal should be to reduce the number
of bad decisions without increasing the number of mistakes far from the 10~ deci-
sion border.

To evaluate this, something is needed to measure the *width’ of the histogram.
Here, the width, denoted w, is defined as the mean squared distance from the deci-
sion border for all traffic situations which lead to bad decisions:

> (10810(Prss) — 10g1o(10°)" > (l0gio(Prs) + 9)
. Verrors — Yerrors
© = N orrors N errors

where Neyrops 18 the total number of bad decisions. In this experiment, ©»=0.66.
5.2 Hinting with current Py,

In [SSH88] it is suggested that the extra output method can be used to back propa-
gate intermediate results which the teacher knows are useful when solving the
problem. For ATM Admission Control, an intuitively useful intermediate result
is the cell loss probability on the link before the decision, i.e. excluding the new
connection,

However, it turned out that hinting the network with this figure did no good at all.
10 runs with the same initial conditions as the conventional network described
above, resulted in an average hit rate of 87.1% (0=2.1%). The error distribution
was not very good either (w=0.87). The hinted network did better than the conven-
tional network in the interval [10-9, 10-8], but did worse in all other intervals. In
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particular, the hinted network introduced an error in the interval [10-3, 10-2],
which could have very serious effects on the quality of service in a real ATM net-
work.

A possible explanation is that the hint is foo correlated to the original target output.
Speaking in terms of the two model sets in (Figure I): If the two sets are about the
same size and the overlap is substantial, there will be almost no reduction in the
number of models. Therefore, adding such a hint will not help the network and
may even confuse it, as it did here.

5.3 Moving a complex input to the outputs

The 6’th component (cg) in the state vector has turned out to be important for the
network; Removing it from the input vector reduces the average hit rate to 82.9%
(0=0.9%) and the error distribution (w=2.5) is terrible. However, this component
is comparatively hard to calculate and it would therefore be nice if it only had to
be supplied during training.

Unfortunately, hinting with cg as an extra output did not work either, The hit rate
was 82.6% (0=1.3%). Though the width (w=2.3) is slightly better than a network
where the component has been removed completely, it is still far too wide. In sec-
tion 2 it was pointed out that the hint should not be too complex. Here it is even
worse: ¢g is not a function of the other 5 components in the state vector. Therefore,
using it as a hint only confuses the network.

5.4 Hinting with a sub-interval of the actual target

Though the neural network is trained as a continuous function approximator, its
estimate of the cell loss probability is intended for decision making, i.e. saying
“yes” or ”no” to the new connection. The main reason why the network is trained
as a function approximator and not as a classifier, is that its estimate of the cell
loss probability is useful in other traffic control procedures in the ATM network.
However, giving the network a hint that its output is to be used for classification
purposes might be a good idea. Such a hint should indicate to the network that
small errors in the Py, estimate are more serious near the border than far from
it, since a small estimation error far from the border is unlikely to change the deci-
sion. (Decision errors, however, are more serious far from the border than near it.)

In section 4, a function approximation network was hinted about important
(monotonic) regions in the target function, by adding extra outputs corresponding
to these regions. For the admission controller network, the important region is
"near the decision border’, say within two magnitudes from it. So, in the same
spirit as in the monotonic region example, the neural admission controller was
supplemented with an extra output, trained to be equal to the the target Py, figure
within the interval [10-11, 10-7] and constant outside it.

10 training sessions from the same 10 initial conditions as the network without
hints, resulted in a hit rate of 90.3% (0=0.5%). This is a significant improvement,
both in terms of hit rate and in standard deviation. The latter confirms what was
mentioned earlier, that a good hint should make training more deterministic in its
outcome.
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Figure 8: Distribution of errors for the network hinted with the region
(1071, 10°7) (black), compared to the network without hints (gray).

The error distribution can be seen in (Figure &8). Within the region where the net-
work got extra help [10-11, 107), the hinted network is consistently better. In the
outer regions, on the other hand, the network without hints is consistently equal
to, or even slightly better than, the hinted network. This means that the width is
slightly worse for the hinted network (w=0.74), but it is not as wide as in the other
hint experiments described above.

The conclusion is that extra output learning can be used to shift the attention of
the network to certain areas of interest. In [GNGA93] other ways to shift the atten-
tion of a neural network are discussed, also based on preprocessing of the training
set but not using extra outputs.

Table I summarizes the results of the experiments in this section. For comparison,
the best known approximation to the exact procedure (the Upp approximation
defined in [BNG+95]) yields a hit rate of 82.3% and a width of 0.59 on the same
test set. The lower width is due to the fact that all the decision errors are for traffic
situations in the interval [10-12, 10-9] which is very good. On the other hand, it
classifies 89.5% of the situations in the interval [10-10, 109] incorrectly.

Network Hit rate Absolute standard | Width
(correct decisions) | deviation ¢ w
without hints 88.5 % 2.0 % 0.66
with current Py, hint 87.1 % 2.1 % 0.87
with 6’th component hint | 82.6 % 1.3 % 2.30
with region hint 90.3 % 05 % 0.74

Table 1: Summary of results of the Admission Control experiments.

6 Conclusion

The extra output learning method consists of finding a good hint which is a func-
tion from the same input domain as the target function. The hint function is given
as an extra target during training. This forces the hidden layer to find a representa-
tion which makes it possible for the network to ’satisfy’ both targets. Thus, the
number of models the network can form of its original target is reduced.
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The main difficulty is to find good hints. What seems like a relevant hint is not
necessarily a good one, as was shown in section 5.2. Once a good hint has been
found, however, the extra output learning method has several advantages:

* Itis easy to use, since it requires no modification of the training algorithm,
nor any permanent modification of the network structure,

¢ Extra information and corresponding modifications to the structure of the
network are only needed during training. No extra work is required in the
recall phase since the extra outputs are discarded after training.

* The method reduces the risk of getting caught in local minima during train-
ing, though it cannot eliminate the risk completely. Since also the hinted
network is trained by a gradient descent algorithm, there is always a risk
of getting stuck.

¢ The experiments on simple classification and function approximation
show that the gain in speed can be substantial.

In ATM Link Admission Control, the best results have been obtained when the
network was given the critical region near 10 as a hint, where even small errors
in the cell loss probability estimate can lead to false decisions. The result is an
admission controller with a lower error rate, but the bad effects these errors may
have on the link are slightly greater. An optimal hint would reduce both the error
rate and the effects of the few errors made, but such a hint has yet to be found.
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