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Speed and Power Scaling of SRAM'’s

Bharadwaj S. Amrutur and Mark A. Horowitz

Abstract—Simple models for the delay, power, and area of a of SRAM’s of various capacities and in different technology
static random access memory (SRAM) are used to determine generations.
the optimal organizations for a SRAM and study the scaling of ~ \yith technology shrinking by a factor of 2 every 18 months
their speed and power with size and technology. The delay |st ffects stand out: the int ti ti '
found to increase by about one gate delay for every doubling of WO €efiects stan 9“ - the interconnect 1S g_e Ing worse com-
the RAM size up to 1 Mb, beyond which the interconnect delay Pared to the transistor and the threshold mismatches between
becomes an increasingly significant fraction of the total delay. transistors are not scaling with the supply voltage [15], [21].
With technology scaling, the nonscaling of threshold mismatches One expects both these effects to have a significant influence
in the sense amplifiers is found to significantly impact the total on SRAM's, since SRAM'’s require information to be broad-
delay in generations of 0.1um and below. ' .
) . . cast globally across the whole array, and part of the signal path
Index Terms—belay scaling, power scaling, scaling, speed yiin the array uses small-signal swings followed by sense am-
scaling, static random access memory (SRAM), technology .. . - - . .
scaling. plification. The paper investigates both these effects with the aid
of the analytical models.
WEe first review the organization of a typical SRAM and point
. INTRODUCTION out the essential features which influence its delay, area, and

IGH-PERFORMANCE large-capacity SRAM’s are a€nergy in Section Il. To keep the analysis tractable, we make
H crucial component in the memory hierarchy of moderfertain simplifying assumptions and discuss the main ones in
computing systems. This paper analyzes the scaling of def§ction Ill. An extensive list of all the other assumptions is pro-
and power of SRAM’s with size and technology. sramvided in the Appendix. Using these assumptions, we then de-
design requires a balancing act between delay, area, and po¥pp models for delay, area, and energy for the key components
consumption. The circuit styles for the decoders and the sei§ée SRAM. We then apply these models to estimate the delay
amps, transistor sizing of these circuits, interconnect sizir%d power for SRAM's and investigate the scaling trends with
and partitioning of the SRAM array can all be used as a trade@fnsities and technology in Section IV.
for these parameters. Exploring this large design space using
conventional SPICE circuit simulation would be extremely
time-consuming and, hence, simplified analytical models are Il. SRAM OVERVIEW

very valuable. Such models not only help in designing SRAM’s Fig. 1 shows the typical architecture of an SRAM. The SRAM
for the current generation, but can also be used to forecggkess path can be broken down into two components: the de-
trends for the future. Analytical models for delay, area, anghger, which is the portion from the address input to the word
energy have been developed separately by a number of auttigis, and the output mux, which is the portion from the cells to
[2]-[5]. Wadaet al. [2] and Wilton and Jouppi [3] develop the output. In this paper, we focus on the read access as it deter-
delay models for the decoder and the bit line path and use itifnes the critical timing for the SRAM. For the read access, the
explore the impact of various cache organizations on the accgggress input is decoded to activate a specific word line. The
time. Evans and Franzon develop analytical models in [4] agdcoder typically employs the divided word line structure [8]
[5] for the energy consumption of a SRAM as a function of it§hown in Fig. 1, where part of the address is decoded to acti-
organization. This paper extends the delay models of [2] agte the horizontal global word line and the remaining address
combines them with the energy and area models for the SRAMs activate the vertical block select line. The intersection of
The delay models are modified to include the effects of intejhese two activates the local word line. The cells connected to
connect resistance and more complex partitioning schem@gs word line transfer their data onto the bit lines. Data from a
We allow for multilevel hierarchical structures for the bit linespset of bit lines is routed by the column mux into the sense
and data line muxes [10], [11], which is an additional degregnpiifiers which amplify and drive it onto the data lines. Sig-
of freedom in the organization not considered by [2]-[5]. Thgy|s from the data lines are further amplified by the global sense
models are then used to estimate the delay, area, and engfg¥lifiers and finally driven out of the array. Energy dissipation
in an SRAM has three components: 1) the dynamic energy to
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Fig. 2. Array partitioning example.

Fig. 1. SRAM access path.
1 2 128

the complete word. The macros can be thought of as indepen-
dent RAM’s, except that they might share parts of the decoder.
Each macro is further subdivided into a number of blocks with
the accessed subword residing completely within the block. In
this paper, a block denotes an array of cells which are framed by
the local word line drivers and the local sense amps and other
column circuitry at their periphery. At the top level, any parti-
tioning can be captured by three variables: the number of macros
(nm) which comprise the array, the block wid#h() and block v
height ¢A) of each of the subblocks which make up a macro. I |
Fig. 2 shows an example of partitioning a 1024 x 1024 array of

cells of a 1-Mb SRAM for a 64-bit access. The array is broken

into four macros, all of which are accessed simultaneously, each . sense amps ¥
providing 16 bit of the accessed word. Each macro is further @)

subdivided into four blocks of 512 rows and 128 columns and

with one of the blocks furnishing the 16-bit subword. When 1 2 128
the block height is very large, it can be further partitioned to
form multilevel bit line hierarchies by using additional layers of
metal. In general, the multiplexor hierarchy can be constructed 256
in a large number of way2{~! * 2° mux designs are possible
for a2" x 2°t* block with 2" number of rows2¢ number of
columns, and an access width2¥f bit). Fig. 3 shows two pos-
sible designs for the 512 x 128 block. The schematic shows only
the nMOS pass gates for a single-ended bit line to reduce the
clutter in the figure, while the real multiplexor would use CMOS
pass gates for differential bit lines to allow for reads and writes.
Fig. 3(a) shows the single-level mux design, where two adja-
cent columns with 512 cells each are multiplexed into a single
sense amplifier. Fig. 3(b) shows a two level structure in which ;1 2__::“
the first level multiplexes two 256 high columns, the output of v'\g}?ﬁ'gles/'v

512

Wordline drivers

Wordline drivers
[
¥y
.
L ]
[y
iy

256

which are multiplexed in the second level to form the global bit
lines, feeding into the sense amplifiers. Similarly hierarchical (b)
muxing can also be done in the data line mux. This paper in-
cludes such multilevel mux hierarchies in the analysis.
Partitioning of the RAM incurs area overhead at the boun€ig. 3. Bitline mux hierarchies in a 512 x 128 block: (a) single-level mux and
aries of the partitions. For example, a partition which dissedfd two-level mux.
the bit lines requires sense amps, precharge, and write buffers
to be inserted at the boundary. Partitions which dissect the wondiltilevel bit line muxes require space to be allocated for the
lines require the use of word line drivers at the boundary, anaux transistors. Since the RAM area determines the lengths of
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the global wires in the decoder and output mux, it directly in- TABLE |
fluences their delay and energy. Hence, we estimate area as an FEATURES OF THEBASE 0.25¢2m TECHNOLOGY
integral part of the analysis. The next section details the assun-= . - - ,
. . . 1« omments
tions made for the analysis and describes the models develoj———— i
C 1.29 fF/um Unit gate capacitance of an inverter (p-width =2 x n-
for the decoder and the output mux. E width)
G 1.72 fF/pm Unit parasitic junction capacitance of an inverter
R, 4.4 KQ-pum Unit output Resistance of an inverter
[Il. M ODELING OF THESRAM g : — —
Thod 90pS@2.5v Delay of an inverter driving a load four times its size.
In order to explore the large SRAM design space in . Ml width 0.45um Minimum width of metal 1
tractable manner, we make some simplifying assumptior Mi aspect ratio | 1.5 Aspect ratio (height/width) of metal 1 cross section.
about certain aspects of the design. We outline and justify tt Mi cap 0.21 fF/um Capacitance of metall
key assumptions in the next subsection and list all the assurr Mires 0.1 Q/pm Resistance of metal!, (aluminum)

tions in the appendix. We then develop simple analytical models
for delay, area and power for the various SRAM components

) . o . TABLE I
and the verify these against HSPICE circuit simulations. These TECHNOLOGY SCALING OF SOME PARAMETERS
models are then used to explore the performance of a larae
range of SRAM orggmzatlons of various sizes and in dlfferer L ¢, | e | Supply M“lhx‘;mx asmgct Mi cap | Ml res, type
technology generations to determine optimal configuratior um) |F/mum) | @s) | V) (um) ;ﬁo (fF/um) | (Vpm)
and scaling trends and these results are discussed in '025 e — = — —
following section. : i : : ) =
018 |129 |65 |18 |0324 177 023 0.12,cu
: ) . . 18 237 {029 0.29,
A. Assumptions 010 {129 |36 [12 0.1 cu
007 |129 |25 |09 0.126 283 1033 0.49, cu

The base technology used for this analysis is a &b
CMOS process and the relevant process details are shown in
Table I. A convenient process independent unit of length calledltage gain [18]; hence, if the sense clock timing is well con-
A is used to describe geometric parameters in the papisr. trolled, they lead to the fastest implementations. They also con-
equal to half the minimum feature size for any technology. W&ime very low power since they are inherently clocked. We will
assume that all the device speeds and dimensions scale lineasisume that the sense clock timing is perfectly controlled but
with the feature size. The supply scales as in [1] and the wiredll quantify the impact of nonideal sense clock generation on
scale as in [17] with copper metallurgy from 0.48& genera- our delay estimates.
tion onwards. The key features for four different generations When the number of wiring levels is limited, space has to be
used for the analysis are shown in Table II. allocated in between blocks to route the data lines. This signif-

Mizuno et al. show in [21] that the dominant source oficantly adds to the overall memory area, especially when the
threshold variations in closely spaced transistors in deep subbiibck size is very small. Since the number of available wiring
crometer geometries is the random fluctuations of the chantalels has been steadily growing [1], we will assume in this
dopant concentrations. They also show that this portion of thaper that the data lines can be routed vertically over the array
threshold mismatch remains constant with process scaling (§eequired. Thus, extra routing space for a horizontal bus is re-
also [15]). So we assume a constant mismatch of 50 mV in thaired only once at the bottom of the array.
thresholds of the input differential pair in the sense amplifiers, Transistor sizing offers another technique to tradeoff delay,
irrespective of the process generation. area, and power. In this paper, we assume that the gates in the

We model the delay and energy of the RAM core and ignoeecess path are sized to give minimum delay to simplify the
the external loads as they are a constant independent of theainalysis. Hence, the fanout of each logic gate is chosen to yield
ternal organization. Since the read access results in the critiaalelay of that of a fanout of four loaded inverters. While this
timing path for the RAM, only the delay and power consumpassumption does not affect minimum delay solutions, it causes
tion of the read operation is modeled. the low-energy and low-area solutions to be suboptimal.

We assume a static circuit style for all the gates in the RAM A simple RC model is used for the logic gates [23]. Since the
to simplify the modeling task. The pMOS portion of the gate igate is sized to have equal rising and falling delays, a single-size
sized to yield the same delay as the nMOS portion, and hemaaameterr, which is the size of the nMOS transistor in an
the gate can be characterized by a single size parameter. Semeivalent inverter having the same output resistance, is used
high-speed SRAM’s commonly skew the transistor sizes in the represent the gate. L€f; be the input capacitance per unit
decoder gates to improve the critical path, we will quantify itwidth and R, be the output resistance for a unit width of an
impact on our delay analysis. inverter. Then the output resistance of the gate (and the equiva-

There is a large diversity in the circuits used for the sensnt inverter), of sizev, is R, = R,/w. The input capacitance
amplifiers. In this paper, we will assume a latch style amplifieaf the gate isC,; « 3w * le, wherele is the logical effort of the
which consists of a pair of cross-coupled gain stages which g&e and captures the relative input capacitance of the gate with
activated by a clock [7], [13], [19], [22]. In these structures, theespect to the inverter (whose pMOS sizg81is), due to the log-
amplifier delay is proportional to the logarithm of the requirectal function it implements (Sutherland and Sproull in [6]). The
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delay of a logic gate of size, driving a loadC, through a wire

of resistance®,, and capacitanc€,, (Fig. 4), is estimated as in
(1) by using the simple approximation proposed by Elmore in
[9]. Herep is the intrinsic

Tc,n» 2T TG
C=Cy*3w*le o
Co D
D:RO(CL+Cw)+p+Rw<7+CL> (1)

gate delay ~ Fig. 4. Delay of a logic gate driving a load through an RC line.
wire delay

delay of the gate due to its drain junction capacitance. In a predecode ine 810081 Wordline
energy-efficient SRAM design, the dynamic power dominate x3 k x8 w63 Local wordline
the total power dissipation, and so we only model the dynami ,/
energy required to switch the capacitances in the decoder a T ¢ 2 Teb Cui
the output mux. We will next discuss in detail the models for .
the decoder and the output mux. SIS ——> Mo WrMa¥sty 8182 Lty

Predecoder Global Local

word driver word driver
B. Decoder

The decoder has two components: the row decoder which §8: 5 Model of the critical path of a 12-4096 row decoder.
tivates the word lines and the column decoder which sets the _ L _
switches in the bit line and data line mux. Since the row d&3nout-of-4 inverterr.4.), their intrinsic delays, and the wire
coder lies in the critical path of the RAM access, we model ifi€lays (hereV is the number of gates in the pah,is the par-
delay, while the energy of both the row and column decodeisitic delay of gate). Let G be the loading due to inputs of all
is modeled. The decoder critical path is modeled by a strifige global

of three chains of logic gates each comprisedv@fiD gates N
and inverters, with the chains connected together by RC sec- Daecoder = N - Tfoan + Z 2i + Dyire 2)
tions. The entire decode path is driven by an inverter at the input =0

which has a minimum size a6 A for pMOS and’ A for nMOS. ) _

Fig. 5 sketches the critical path of a 12-4096 decoder from th@rd drivers connected to the predecode wire. For the slowest
address input, through the chains of the predecoder, the g|OBr£dgcode wire, ":_1” these gates are ‘?'“Ve” at th? extreme end of
word driver, and the local word driver. The global and local WorH1e wire resulting in the predecode wire delay beipg(c,/2+
driver chains consist of one 2-inpMAND gate followed by in- G). Let L be the loading due to the |n.puts of all the local word
verters, since using a fanin 2 structure for these two chains mfffivers connected to a global word line. In a real SRAM, the
imizes both the delay and power of the decoder. The predeco [ word drivers are uniformly spaced at discrete points along
chain is made of a collection of 2 or 3 inpuAND gates and the global word line, but we will model its capacitance as being
inverters, to obtain the desired fanin for the decode path wMﬁ“fO”T"y distributed across.the entire wire, making .the global
the minimum logical effort (see [6] for a table aBND gate wprd line have a net capac:|_tanceag,f+ .L. To minimize the
compositions which result in the minimum logical effort impleVire delay, the global word lines are driven from the center of
mentation of theand function). Since the local word drivers € Wire, in effect driving two segments in parallel, each having

are located at regular intervals along the global word line, thé@€Sistance of, /2 and capacitance ¢t + L)/2. The global
loading is taken into consideration by distributing their input cqvordline wire delay then i8.5:+1,/2x (¢, + L) /2. If the local
pacitance all along the global word line wire. Since the slowe&Prd line is also driven from the center of the wire segment,
predecode wire is the one which has all its global word drivelS delay is given a8.5 = r,,;/2 + c,i/2. The net wire delay is
located at its extreme end, the decoder critical path model lumiiénmarized in (3). The estimated

all the input capacitance of the global word drivers attheend of , . .

the predecode wire. The delay of each stage in the decode patf?wlre N 7},’;&1&5&{3 +6) ;01,11.“(,§fld+ Ly 81:;:1 'i‘f,lor.dc“’l/ s

is then computed using the simple delay formula shown in (2). wire line line ®3)
Each stage is sized to have the delay of a fanout-of-4 inver Zlays for the row decoder in four different SRAM's are within
to minimize the delay. When wire re3|§t§1nce of Fhe predeco 8 of HSPICE simulated delays (Fig. 6).
and the global qud Ilqes are not. neg!'g'bb%’(” in Fig. 5), Since bit line delay depends on the local word line rise time,
then extra buffering will be required in the global and local

; ) . . we estimate the edge rate at the end of the local word line. From
word driver chains to reduce the impact of gate loading of these g

) . : VR . Slrcuit simulations, the rise time was found to be 1.4 times the
chains on their respective resistive inputs. The optimum numbaeéflay of the final stage of the word driver and is summarized in
of buffer stages is easily found in a few iterations by computi

the decode delay with various numbers of buffer stages at th s%e' Since the final stage
two locations. _ N _ _ rise time= (o1 + 7ot - Cwt/8) x 1.4 (4)
The decoder delay with fanout-of-4 sizing rule is summarized
in (2) and is the sum of the extrinsic delays of each gate imsized to have a fanout of 4, the total delay of the stage is the
the path (each of which is equal to the extrinsic delay of trsum of a fanout-of-4 inverter delay(.4) and the RC delay of
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the local word line £,,; * ¢,,; /8, assuming that the word drivers 23

drive the local word line from the center of the line).

The gate and wire capacitances in the signal path are added
up to give an estimate of the decoder energy. Decoder area is
calculated by estimating the area of the local and global word
drivers and the area required for the predecode wires. The area
of the word drivers is modeled as a linear function of the total
device widths inside the drivers (Fig. 7). The constants for this
function (24.05 and 497) have been obtained by fitting it to the
areas obtained from the layout of six different word drivers [13],
[22] and have units ok?, where) is half the minimum feature — e Caloslated
size of the technology. The total device width within the driver S * ~ * HSPICE |
is estimated to be 1.25 times the size of the final buffer as the
active area of the predriver can approximated to be a quarter of
the final inverter when fanout-4 sizing is used for the gates. The 05 s .
area for running the vertical predecode and block select wires 64Kb 256Kb e amsize VP 4Mb
(Fig. 1) is also added to the total decode area. As an example, the
increase in the SRAM array width due to the 12—4096 decod#g. 6. Comparison of estimated and HSPICE simulated delay for row
of Fig. 5 is accounted for by the areas for 64 local word driverdécoders.

1 global word driver, and vertical wiring tracks for 16 predecode

201

Decoder delay (ns)
“
T

wires and 64 block select wires. ) La , <_W,
H
C. Output Mux e Dl[>k I <« memory cell
The output mux consists of the bit line mux which routes the 4 driver bp/w
cell data into the sense amplifiers, and the data line mux which "
routes data from the sense amplifiers to the output. Since the L*H = 24.05%1.25 % (w, + wy) + 497 (in 32

signal levels in both these muxes are snaliq0 mV), the input
signal source for both these muxes can be considered as id®al. Area estimation for the word drivers. The constants have been obtained

current sources. by an empirical fit on areas from actual layouts.

The degradation of the delay through a RC network for a cur-
rent source input s different from that for a voltage source input. 1 R 2 Ry 3
Consider an ideal current source driving a RQhetwork as 1@ CIT ? C; TG

shown in Fig. 8(a). The voltage waveforms of the nodes 1 and 3
are sketched in Fig. 8(b) along with the waveform when the re- P, .

sistance is 0 (dashed line). The time constagtof the network ReRIT(C)HC CI + RMCLCIHCY &)
is evaluated as in (5) and is easily generalized for an arbitrary (CrCrCy Crepcy

RC chain as the sum of the product of each resistance with a ca- a)

pacitance which is obtained by considering all the downstream t
capacitance lumped together, in series with all the upstream ca- ~
pacitance lumped together. In steady state>(mrc), nodes 1, N
2, and 3 slew at the same rate, and the delay to obtain a swing of v
V at node 3 can be approximated by (6), which is the delay when N Ny,
there is no resistance plus the time constant of the network. This
formula is used for estimating the delay of both the bit line and
data line muxes

v

~ TRC

Vi
v
voltage” (o . co+CoV

b)
(Cy+Cy+C3)-V

1

D+ + Tro- (6)

Fig. 8. (a) Current source driving a RCnetwork and (b) sketch of the node
. o . ) . . waveforms.
A single-level bit line mux is shown in Fig. 9 and is modeled

as an ideal current source driving a RC network as in Fig. 8. o . I .
- . . . n additional term to the delay equation which is proportional to
Local and global bit line wires and the mux switches contribu . . )

[93]. The proportionality constant depends on the ratio of the

. : . L
to the capacitances and resistances in the network. The bit Ifﬂreshol d voltage of the access device in the cell to the supply
M%tage, and we find it from simulations to be about 0.3 for a

delay to obtain a signal swing éf by (6) is the sum of the
delay to generate the voltage swing with no resistance and W&e range of block widths. The RC time constagt: in the

time constant of_the RC network (7). ang Iocgl word Imgs calli ine delay equation is estimated as in (5)
have slow rise times because of the line resistance. Since the

rise time affects the cell delay, we need to include it in the delay ] bv
model. The effect of the rise tim&}) can be captured by adding ¢ = (b + Jomux - (kK +1) +¢5) -

+z- T +me (7)

cell



180 IEEE TRANSACTIONS ON SOLID-STATE CIRCUITS, VOL. 35, NO. 2, FEBRUARY 2000

cp bit line capacitance;

j/— unit junction capacitance of the mux switch;

k number of columns multiplexed into a single sense
amplifier;

Cs input capacitance of the sense amplifier;

bv voltage swing at the input of the sense amplifier;

I memory cell current;

T, local word line rise time;

z proportionality constant determined from HSPICE;

TRC time constant of the bit line RC network.

Fig. 10 graphs the estimated and HSPICE measured delay
through the local word driver and the resistive word line and
bit line, up to the input of the sense amps. The estimated delay
is within 2.4% of the HSPICE delay when the bit line height
is at least 32 rows for both short word lines (16 columns) and
long word lines (1024 columns).

The sense amplifier buffer chain is shown in Fig. 11 and con-
sists of the basic cross-coupled latch followed by a chain of in-
verters and a pair of nMOS drivers [12], [22]. The latch converts
the small swing input signal to a full swing CMOS signal and is
used for both the local and global sense amplifiers. In the case
of the local sense amplifiers, the latch output is buffered by the

inverter chain and driven onto the gates of the output nMO%. 9.

drivers. These nMOS transistors create a small swing voltage
signal at their outputs by discharging previously precharged data
lines (analogous to the memory cell discharging the precharged
bit lines). The delay of the sense amplifier structure is the sum
of the delay of the latch amplifier, and the delay to buffer and
drive the outputsr, is proportional to the logarithm of the de-
sired voltage gain and the loading of the amplifier outputs [18].
For a gain of about 20 with only the self-loading of the am-
plifier, 7, is found to be aboutr;.4 by both calculations and
circuit simulations. If we assume that all the transistors of the

latch are scaled in the same proportion, then its output resistance

;
P 1 T

— P
3¢

cy/2

0
H

_-LT cy/2

T

AV

Schematic of a single-level bit line structure.

3840.0

2560.0

+ HSPICE measured
- — - Calculated b

and input capacitance can be expressed as simple functions of

delay (pS)

ne

the size of the cross-coupled nMOS in the lateh, as shown ;:j
in Fig. 11. The nMOS drivers are modeled as current sources,
with their current output proportional to their sizg,. As in 1280.0
the decoders, optimal sizes, wy, --- , w, are determined to
minimize the total output mux delay. Equation (8) captures the
relevant portions of the output mux delay needed for doing this
optimization and is the sum of the delays of the bit line mux, the
latch senseamp, the buffers, and the nMOS drivers
0.0 ' : ' - :
T =Dy(ws) + 75 + o 3Gy | Ky 3 Cyrwn T et
Wy w1
o Ry - Cy-wy 4 C-bv + other constants ®) rl;i8I.tillo(?.exirlii;Iine delay versus column height; 0,28, 1.8 V, and four columns
Wn—1 In * Wn,
R, =36 k2-\ senseamp output resistance per unit
G, - ws - v width;
Dy(w;) ~ A ) Wy size of senseamp;
h Ry, C, output resistance and input capacitance per unit
where width of a 2: 1 inverter;
Ts = 27,4, amplification delay of the latch 1, 37.5uA/X: current per unit width of nMOS;
senseamp; C capacitance of the data line mux.
G, = 3.8fF/A\: senseamp input capacitance uniTo simplify the procedure for finding the optimal sizes, impact

width in 0.254m process; of the latch senseamp size on the bit line mux time constant is
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ignore the effect of the nMOS junction capacitance on the da
line RC time constant. Both these factors have little influenc
on the optimal sizing, but we include them for the final delay Bit line Mux
calculations. The minimum delay through the sense amp stru
ture occurs when each term in (8) is equal to the extrinsic delz
of a fanout-of-4 loaded inverter. The delay of the global sens b bb
amp is estimated in a similar fashion, except that the bufferin Elb —dC
delay to drive the output load is not considered in this analysi .
With technology scaling if the transistor threshold mismatcl 5_—%4? Bquivalent
in the sense amplifier does not scale, then the delay of the outg T
mux has a component which does not scale. This component

we ] W,
the delay of the memory cell to generate the bit line swing cw, § / ol — ’ :N o*e
bvm, Which is the input offset voltage of the sense amplifier Tt

ignored and only the cell delay is considered (9). Similarly, wi - ‘—E—I Memory Cell

Ry/wg

Hence, for delay estimations in future technologies, we kee . *idk—l :
this component a constant. —_—
For low-power operation, the signals on high-capacitanc Y

nodes like the bit lines and the data lines are clamped to ha

small voltage swings [22]. Bit lines are clamped by pulsing Wa | Y
the word lines, resulting in a total signal swing of abBut 6v out out b

(the data lines are clamped in an analogous fashion to have .

similar signal swings). Hence, the energy of the bit line arld?- 11 Local sense amplifier structure.
data line mux is computed a8 * Vg * 2 * év, whereC' is W
the capacitance on the line and includes the wire, junction, >
and input gate capacitances a¥ig is the supply voltage. The =~ Memory Cell——> | JH
energy of a unit-sized sense amp is obtained from simulations
to be 12 fJ/Afor the 0.25pm process and it is scaled up hy

to obtain the sense amp energy.

The area of the switches in the bit line mux and the circuitry
of the sense amplifier, precharge, and write drivers add to the
vertical area of the SRAM array (Fig. 12). We base the area
estimates of these components on data from a previous desig
[13]. Since the write driver, precharge, and mux transistors are
not optimized, we add a fixed overhead of 4, 1, and 2 memory
cells, respectively. The area of the local sense amps is modele:
as a linear function of the total device width within the sense EF"]
amp. The parameters to the model are obtained by fitting it to

the data obtained from five different designs [13], [22] and iS gepge amplifier § 7 (2% w,* 133+ w,* 8.7) * 28.83 + 1366

Y

I 2*H

shown in Fig. 12. The total device width within the sense amp (n12)
structure is itself estimated from the size parametersw,,, Precharge |:| W*H

andw,. The sum of all the device widths within the latch is

estimated as, « 8.7, where the factor of 8.7 is obtained for the

latch design in [13]. With fanout-of-4 sizing, the active area of ~Write Driver A 4*W*H

the buffers prior to each nMOS output driver is no more than
1/3 of the driver widthw,,. Hence, the active area of two nMOSFig. 12. Area estimation of the output mux.
drivers and their respective buffers is givendy w,, * 1.33.

We will next describe the results obtained by using thesge tradeoff curves are also obtained between these by varying
models to analyze many RAM organizations of different sizege weight values: and;3 between 0 and 1.

in various technology generations. Fig. 13 plots the delay of SRAM'’s organized for minimum
delay@x = 3 = 0in(210)), with and without wire resistance,
IV. ANALYSIS RESULTS for sizes from 64 kb to 16 Mb with an access width of 64 bit, in

We enumerate all the RAM organizations and estimate tfte 0-25¢m technology. The delay of the SRAM without wire
area, delay, and energy of each using the simple models [RSiStance is aboutr,, for a 64-kb design and is proportional
scribed previously. This allows us to determine the optimal dj@ the log of the capacity as observed in [2]. The delay increases

ganizations which minimize a weighted objective function d#y @boutl.27y,4 for every doubling of the RAM size and can be
delay, area, and energy understood in terms of the delay scaling of the row decoder and

the output path. The delays for both of these are also plotted in
min (1 — 3 — «) - Delay+ « - Area+ 3 - Energy.  (10) the same graph and are almost equal in an optimally organized
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SRAM. In the case of the row decoder, each address bit selects  4*? : ' '

half the array, and, hence, the loading seen by the address bit is e——erom;dnenayl(nowire;es.)
proportionaltas/2, wheresS isthe totalnumberofbbitsinthe array. N e Outoet Path Bt (a6 wire es)

With the fanout-4 sizing rule, the number of stages inthe decoder 300 7 Total Delay (with wire res)

willbe proportionaltothe logarithmtobase 4 ofthe totalload, with
each stage having approximately the delay of ong. Hence,
eachdoublinginnumber of bitsadds about halfa delay. Inthe
case of the output path, the wire capacitance in the data line mux <
increases by about 1.4 for every doubling of the size, since itis
proportional to the perimeter of the array, and, hence, the delay of
the local sense amps increases by abd#ir ... The remaining
increase comes about due to the doubling of the multiplexor size

elay (tgoq)
[
=]
=]

forthe bitline and the dataline mux andits exactvalue dependson  *&xo 356Kb lsMb b 16Mb
the unitdrain junction capacitance and the unit saturation current e
ofthe memory cellandthe nMOS outputdrivers. Fig. 13. Delay scaling with size in the 0.26% process.

The final curve in Fig. 13 is the SRAM delay with wire re-
sistance. The global wires for this curve are assumed to hav
a width of 10X (7.52/mm). Since the wire RC delay grows as
the length of the wire, the wire delay for global wires in the
SRAM scales as the size of the SRAM and becomes dominan 300
for large-sized SRAM’s.

Wire width optimization can be done to reduce the impact of
interconnect delay. Fig. 14 shows the total delay for the 4—Mb§
SRAM for two different wire widths in four differenttechnology &
generations. It is assumed that the metallization in Q&8 250 F
and below is in copper. The lowest curve plots the delay wher
the wire resistance is assumed to be zero. Since the thresho
voltage mismatch remains constant with technology scaling, the
bit line and data line signal swing do not scale in proportion to
the supply voltage, and, hence, their delays will get worse rela: 200 ' - - .
tive to the rest of the RAM. As seen in the figure, the delay of the 00%en 010 Technology Ol ozl
RAM increases by abo@ 27,4 for the 0.1xm and by3.67 .4
for the 0.07:m, when interconnect delay is ignored. The secordp- 14. Delay versus technology for different wire widths for a 4-Mb SRAM.
curve adds the round-trip signal delays around the access path
assuming a speed of light propagation of 1 mm/6.6 pS and givEsis usually takes the form of a series pass transistor in the local
the lower bound for interconnect delay. The speed of light invord driver and will cause the delay curves to shift up by about
terconnect delay is about757¢,4 for the 4-Mb SRAM, inde- 1/2 tolrs,4. Fanouts larger than 4 in the word line driver, com-
pendent of the technology and doubles for every quadruplingrabnly done to reduce area, will also shift the delay curves up by
RAM size. The two curves above it graph the delay with wirabout 1/2 td 7 ,4. High-performance SRAM’s do not use static
resistance being nonzero for two different wire widths of 8 armrcuit style in the entire decode path but skew the gates in the
10A. Significant reduction in wire delay is possible when fapredecoders and the global word drivers to favor a fast word line
wires are used for global wiring. Going from 0.2& with alu-  activation [7], [19], causing the delay curves to shift down. In
minum wiring to 0.18um copper wiring essentially leaves theorder to estimate the speed improvements possible by skewing,
delays (in terms of.4) unchanged, but, with further shrinkslet us first consider a chain of inverters which are skewed to such
of the design, the delay for any particular wire width worsenan extreme that the input signal is connected either to the nMOS
since the wire RC delay does not scale as well as the gate detaythe pMOS gate and not to both as in Fig. 15. We assume that
However, by widening the wires in subsequent shrinks, it is pate complementary MOSFET is present, but its gate is deacti-
sible to maintain the same delay (in terms gf,) across process vated (and will be activated in a separate reset phase in an actual
generations. A wire width of 0\ brings the delay withina;,,  implementation), and it merely adds to the self loading of the
of the speed of light limit at the 0.25- and 0.L8 generations, gate. Under these assumptions and the parameters from Table I,
while wider wires are needed in the 0.1- and O;0%-genera- the average optimal fanout in the skewed chain is about 5 and
tions. The larger pitch requirements for these fat wires can thee delay of a skewed gate is about 70% that of a nonskewed
easily supported when the divided word line structure in the dgate. In the case of the decoder, the local word drivers are not
coders and column multiplexing in the bit lines are used.  skewed typically due to the excessive area overhead incurred

We will next look at some ways in which the performancéor the resetting circuitry. If the predecoder and the global word
of actual SRAM implementations might differ from those predriver are skewed, then the delay of the decoder in the 64-kb
dicted by the previous curves. Large SRAM'’s typically incorpdRAM reduces to abouir .4 instead of thedr,4 for the static
rate some form of row redundancy circuits in the decode patmplementation. Furthermore, with every doubling of the RAM

— No Wire Resistance
e—e Speed of Light

o - aWire Width=10A
o——o Wire Width=8\

Dela;
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size, the decoder delay will increase by abOtrs,4 instead 4 Diiew Dstatic .

of 0.57.4 for the static case. Finally, the sense clock for the % tycs 1% - ) 3 X

local sense amplifiers is usually padded with extra delay to e|—|j - - st o {1 - - ‘lj o

able operation over a wide range of process conditions [7], [2: ' fl 2 ﬁ ¥ T
b)

which incurs an additional delay of up 16,4, when bit lines o
are short. Thus, when all these effects are combined, the SRA
delay curve will shift up by aboutry,, in Fig. 13. Dyew=0.31 * 164 4 0.62 * Dy (10)

Partitioning allows for a tradeoff between delay, area, and
power. Tradeoff curves can be obtained by solving (10), wiffig- 15. Optimal sizing for (a) extremely skewed and (b) statically sized

. inverters.
various values for the parameterands. Wheng equals zero,
the delay-area tradeoff is obtained and the curve for a 4-Mb
SRAM in the 0.25zm process is shown in Fig. 16. Any point
on this curve represents the lowest area achievable via RAM | 60.0
organization for the corresponding delay. Starting from a mir
imum delay design which is finely partitioned, significant im-
provements in the area is possible by reducing the amount 500
partitioning and incurring a small delay penalty, while subse~
guent reduction in partitioning results in decreasing improves
ments in area for increasing delay penalty. Partitioning parar‘r%? 40.0
ters for three points A, B, and C are shown in the figure. Poin®©
A and B are in the sweet spot of the curve, with A being abot
22% slower and 22% smaller area and B being 14% slowera 300 +
20% smaller area when compared to the fastest implementati

Ofthevarious organization parameters, the RAM delay is ma
sensitive to the block height, and fast access times are obtair 594 L . .
by using smaller block heights. Fig. 17 shows the delay and ar 220 580 Areg‘};’,mz) 700 760
fora4-Mb SRAM for various block heights, while using optimal
values for the remaining organization parameters. Small block. 16. Delay versus area for a 4-Mb SRAM in the 0;25-process.
heights reduce the delay of the bit lines but increase the delay of
the global wires sincethe RAM areaincreases due to the overhe ' ' ' '
of bit line partitioning. For very large block heights, the slow bit 430
line delay limitsthe access time. Hence, an optimum block heig
exists and is 32 rows for the example above. Increasing the blo
height to 128 rows incurs a delay penalty of about 8% while th 380
areacanbereduced by 7.6%, illustrating the area—delay trade
thatare possible viapartitioning.

By settinga equal to 0 in (10), one can obtain the delay—eng'S 330
ergy tradeoff through partitioning, with no constraints on the
area, and is shown in Fig. 18. The unit used on the left-har
vertical axis is the energy consumed to switch the gate of 280
16A/32)\-sized inverter (Euni&72 £J). Partitioning allows for a
large tradeoff between energy and delay as noted in [4] and [*

The figure also indicates the optimal degree of column mult 239 32 o 18 256 512
plexing (cm) and the block height (bh) required to obtain the Block Height

corresponding delay and energy for some of the points. We fip%_ 17
that, for low-energy solutions, the column multiplexing is ongyocess.
i.e., the block width is equal to the access width, since this en-

ak_JIes only the minimum nl_Jmt_)er of blt_llr_1e_columns to SW'.tCh:i'\s a sum of two components. One is independent of the capacity,
Since we do sizing optimization to minimize delay, the fing

; . depends only on the access width, and is due to the local word
transistors in the output of the local sense amps become | é’ y

and consequently have a large capacitance associated withatﬁ%?r’ the precharge signal, local and global sense amps, etc. The
L 4 yha 9 Pax N e component scales as the square root of the capacity, as ob-
drain junction capacitance. Hence, in the low-energy de&g;g_ir

T

A: nm=2, bw=64, bh=256

B: nm=2, bw=128, bh=128 i
C:nm=4, bw=512, bh=64|

y(Tfor)

46

Delay and area versus block height for a 4-Mb SRAM in a p.26-

o . . ved in [4] and [5], is related to the power dissipation in the
it is advantageous to have large block heights, as noted in . [4] [5] P b
. . . . bal wires and the decoders.

and [5], since this allows most of the muxing to be done in t

bit line mux where the junction capacitances from the memory
cell's access transistor are very small compared to the junction
capacitances in the data line mux. We also find that the energyAnalytical models for delay, area, and energy allow one to
consumption in optimally organized SRAM'’s can be expresseaplore a range of design possibilities in a very short span of

V. CONCLUSIONS
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11000.0 T T T T 822
cm=32, bh=32

APPENDIX

We list all the assumptions not covered in Section Ill in this

9000.0 1618 appendix.

A. Technology

The base technology is assumed to be a QRECMOS
process and the relevant process details are shown in Table I. The
key features for four different generations are shown in Table II.
136 Copper metallurgy is assumed from the 0,4/8-generation on-
cm=1, bh=2048 wards.

Higher level metals are designed as “fat” wires: their heights
30009, %0 700 30 TR are also scaled along with their widths to yield a larger cross
Delay(tgq) section, but the heights are increased only by the square root of
the factor of increase of the widths [17]. For example, a higher
Fig. 18. Energy versus delay for a 4-Mb SRAM in a 0728+ process. level metal layer with twice the minimum width of the metal 1
layer has a height which is 1.4 times the metal 1 height, thus
time. These models are used to study the impact of SRAM pé&esulting in a resistance which is a factor of 3 smaller than the
titioning and it is found that a substantial tradeoff between argagtal 1 resistance. We assume that the wiring pitch is twice the
delay, and energy can be obtained via the choice of SRAM avire width for all the global wires.
ganization.

The models are also used to predict the scaling trends of deRy Architecture

with capacity and process technology. The delay of SRAM can

be broken into two components; one is due to the transistors | he SRAM is synchronous, i.e., a clock starts off the ac-
P ' . ) cgss, though the results can be easily extended to asynchronous
the technology (gate delay) and the other is due to the interc

nect (wire delay). The gate delay increases by abity,, for Ekam s, by adding the power and delay to generate the address

. X . . transition detection (ATD) signal.
every doubling ofthe RAM size, starting witlsr 1, for a 64-kb An embedded SR(AM s)tru?:ture is assumed, viz., all the data
RAM, when a static circuit style is used to design the decode o

Nonscaling of threshold mismatches with process scali Bits of the accessed word come out of the memory core in close
9 i X o proc sical proximity to each other (Fig. 1), unlike in stand-alone
causes the signal swings in the bit lines and data lines also

; - X AM’s, where the data |O port locations are optimized for ex-
to scale, leading to an increase in the gate delay of an SRAt P P

across technology generations. For an optimally organizg nal pad connections. Since this optimization adds a constant
. S ) : set to the delay and power of the SRAM core, the conclusions
4-Mb SRAM, the increase in delay is aboRty,, in the y P

0.17m ands3.67,4 in the 0.07um generations and is worseOf this study are applicable even to stand-alone SRAM’s.

for other organizations. This delay increase for most SRA The RAM cell size usgd for.the ana.IyS|51&2).\ * 3.2'8)\’ as
o C ) . . M [7], and the cell area is typical of high-density six-transistor
organizations can be mitigated by using more hlerarchlce 0S layouts
designs for the bit line and data line paths and using offse '
compensation techniques such as those used in [10] and [20].
The wire delay starts becoming important for RAM’s beyon
the 1-Mb generation. Across process shrinks, the wire delay beThe RAM is designed for high-speed operation with low-
comes worse and wire redesign has to be done to keep the vpiogver pulsed techniques which reduce energy loss without af-
delay in the same proportion to the gate delay. A divided wofdcting speed, as discussed in [22]. The local word lines are
line structure for the decoders and column muxing for the hpulsed to control the bit line swings and small swings are used
line path opens up enough space over the array for using ifathe data lines to reduce power. Since these techniques do not
wires, and these can be used to control the wire delay for 4-Mffect the speed of the RAM, our analysis results pertaining to
and smaller designs across process shrinks. The wire delagésay scaling are applicable to any speed-optimized SRAM de-
lower bounded by speed of light, which is abdut57s,4 for  sign.
the 4 —-b SRAM, and doubles with every quadrupling of ca- A latch-style sense amplifier (Fig. 11) with perfect timing
pacity. Thus, for high-performance RAM designs at the 16-Mtontrol is assumed for the sense amplifier as this consumes the
and higher level, the RAM architecture needs to be changedé¢ast power and is the fastest. Hence, our analysis results will be
use routing of address and data (see, for example, [14]), insteddelevance to both high-speed and low-power SRAM'’s. For
of the current approach where the signals are broadcast glob#tly 0.25¢:m process, the optimal input swing which minimizes
across the array. Wire delay is also directly proportional to thiee sense amp delay is found from simulations to be 100 mV, of
cell area, and, hence, cell designs with smaller area will win owhich 50 mV is the input offset.
for large RAM’s, even if the cells are weaker. Thus, the DRAM The transistors in the bit line mux have a fixed sizé@% and
cell, multivalued cells, TFT-based cells, and other novel cell dérose in the data line mux are sized to3fa wide to simplify
signs will be worth investigating for designing future high-perthe analysis. Circuit simulations indicate that the RAM delay is
formance high-capacity RAM'’s. only weakly sensitive to the sizes of these transistors.

7000.0 - 50.4

cm=2, bh=128

mW@100MHz

Energy(Eunit)

3000.0 7 cm=1, bh=128

. Circuit Style
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D. Energy Modeling [16]

The swings in the bit lines and 10 lines are limited for low- [17
power operation. While ideally they should be limited to be ex-
actly that required for optimum detection by the sense amps, iggl
practical designs, there is some slack in how tightly they can b
controlled [22] and hence are assumed to be twice the optimum
signal swing. Thus, for the 0.26m process, these swing by [1°]
about 200 mV since the optimal swing for the sense amps is
about 100 mV. [20]
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