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Abstract—The existing mixed-criticality (MC) real-time task models assume that once any high-criticality task overruns, all high-criticality jobs execute up to their most pessimistic WCET estimations simultaneously in a one-shot manner. This is very pessimistic in the sense of unnecessary resource overbooking. In this paper, we propose a more generalized mixed-critical real-time task model, called flexible MC model with multiple-shot transitions (FMC-MST), to address this problem. In FMC-MST, high-criticality tasks can transit multiple intermediate levels to handle less pessimistic overruns independently and to nonuniformly scale the deadline on each level. We develop a run-time schedulability analysis for FMC-MST under EDF-VD scheduling, in which a better tradeoff between the penalties of low-criticality tasks and the overruns of high-criticality tasks is achieved to improve the service quality of low-criticality tasks. We also develop a resource optimization technique to find resource-efficient level-insertion configurations for FMC-MST task systems under MC timing constraints. Experiments demonstrate the effectiveness of FMC-MST compared with the state-of-the-art techniques.
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I. INTRODUCTION

INTEGRATING applications with different criticality levels on a shared computing platform has increasingly become a common trend in the design of real-time embedded systems. Such a trend has been observed in the automotive [12] and avionics [17] industries and has led to the emergence of mixed-criticality (MC) systems. An MC task model was proposed by Vestal in his seminal paper [20] about ten years ago, wherein different WCETs are specified for each task on all existing criticality levels, with the one on a higher criticality level being more pessimistic. Since then, many techniques for analyzing and scheduling MC systems have been proposed in the real-time literature (see [7] for a comprehensive review). However, these approaches proposed in nearly a decade still share very impractical assumptions on MC task execution behavior. Specifically, once any high criticality task overruns, the following behaviors are assumed.

1) All low-criticality tasks are abandoned. It is pessimistic to immediately abandon all low-criticality tasks because low-criticality tasks require a certain timing performance as well [12], [19].

2) All high-criticality tasks are assumed to exhibit high criticality behaviors. It is overly pessimistic to bind the mode switches of all high-criticality tasks together in the analysis, as the mode switches of high-criticality tasks are naturally independent.

3) High-criticality tasks are directly transited to the most pessimistic level. This will result in unnecessary resource overbooking because high-criticality tasks rarely reach its most pessimistic WCET estimation during run-time.

A. Related Work

Some solutions have been proposed to partly resolve the above problems. In Table I, we summarize the existing solutions in relation to the three problems described above. These solutions can be broadly categorized into the following classes. The first category of research offers low-criticality tasks a certain degraded service quality when the system is in high-criticality mode. Assumptions of abandoning all low-criticality tasks are relaxed by reducing the dispatch frequency of jobs [19] or by reducing the execution budget of jobs [6], [15]. However, these studies still apply a pessimistic mode-switch strategy.

To address the first and second problems, the second category of studies offers solutions for improving performance for
low-criticality tasks by using group-based mode-switch strategies [10], [18]. However, these mode-switch strategies are not flexible enough because the dependencies between low-criticality and high-criticality tasks are statically determined. To relax such dependencies, a new MC model, called flexible MC (FMC) model, was recently proposed in [9], where mode-switches of high-criticality tasks are independent and the service degradation of low-criticality is dynamically updated based on the overruns of high-criticality tasks. Lee et al. [14] proposed an MC-ADAPT framework supporting online adaptive task dropping under task-level mode switch that involves using a similar technique. However, the third problem is not addressed in these two state-of-the-art work. In [9] and [14], high-criticality tasks always directly transit to the most pessimistic level, in which very pessimistic design parameters are applied.

To support multishot transitions, EDF-VD scheduling algorithm is extended to support a K-level implicit-deadline task system in [4] and [5]. However, the K-level MC task model in [4] and [5] still applies impractical assumptions. Specifically, when the system switches the mode to level $k$, all the tasks of criticality at least $k$ are assumed to exhibit $k$-level criticality behaviors (i.e., assumption $P_2$). All other tasks of criticality less than $k$ are discarded (i.e., assumption $P_1$).

To the best of our knowledge, no work to date has addressed the above three problems collectively. Compared to existing studies, the motivation of this paper is to find a more fine-grained transition scheme for overrun handling that captures the varying execution behaviors of high-criticality tasks.

Instead of always transitting to the most pessimistic level, the proposed MC system can undergo intermediate levels to handle overruns with less pessimistic design parameters, such that unnecessary resource over-booking can be avoided. By doing so, a better run-time tradeoff between the penalty of low-criticality tasks and the overruns of high-criticality tasks can be achieved to improve the service quality of low-criticality tasks.

B. Contributions

In this paper, we propose an FMC model with multiple-shot transitions (FMC-MST) operating on a uni-processor platform. Rather than always switching to the most pessimistic level (the strategy used in [9] and [14]), the new model allows each high-criticality task to progress over multiple less pessimistic intermediate levels and to scale the deadline nonuniformly on each criticality level. Since high-criticality tasks rarely reach their pessimistic WCET estimations, FMC-MST can avoid unnecessary resource overbooking for overruns by switching high-criticality tasks to less pessimistic intermediate levels.

Furthermore, FMC-MST provides a fine-grained transition scheme where mode-switches are independent with these intermediate criticality levels. The overrun of a high-criticality task only raises its own criticality level while others remain at their previous criticality levels. The minimum required low-criticality service degradation is calculated to maintain the balanced system utilization, so as to secure the additional resources requested by a level-transiting task. The contributions of this paper can be summarized as follows.

1) We propose a new EDF-VD-based scheduling for an MC model with multiple-shot transition schemes. Compared to the state-of-the-art work [9], [14], this paper provides a more generalized FMC model that allows high-criticality tasks to progress through multiple criticality levels and to scale deadlines nonuniformly.

2) We develop a run-time schedulability analysis for each independent mode-switch. To improve the service quality of low-criticality tasks, the utilization balance between low-criticality and high-criticality tasks serves as a basic principle for finding an optimal service degradation strategy for low-criticality tasks to compensate for the additional resources requested by multishot overruns of high-criticality tasks.

3) We formally prove the correctness of run-time schedulability analysis for this fine-grained transition scheme.

4) We develop a resource optimization technique that can find resource-efficient level-insertion configurations for FMC-MST task systems under MC timing constraints.

Our evaluation on randomly generated task systems shows that the performance of FMC-MST outperforms the state-of-the-art MC scheduling approaches.

II. BACKGROUND

A. FMC Implicit-Deadline Sporadic Task Model With Multiple Criticality Levels

We consider an MC sporadic task system $\gamma$ as consisting of a finite collection $\{T_1, T_2, \ldots, T_n\}$ of $n$ MC implicit-deadline sporadic tasks with multiple criticality levels. Each task $T_i$ in $\gamma$ generates an infinite sequence of jobs and can be specified by a tuple $\{T_i, \chi_i; C_i\}$, where:

1) $T_i$ is the minimum job-arrival intervals;
2) $\chi_i$ is the total number of criticality levels;
3) $C_i = (C_i(0), C_i(1), \ldots, C_i(\chi_i - 1))$ is a vector of the worst-case execution times (WCETs). We assume that $C_i(0) \leq C_i(1) \leq \cdots \leq C_i(\chi_i - 1)$.

For the classic dual-criticality system, high-criticality task has two criticality levels with $\chi_i = 2$ and low-criticality task has one criticality level with $\chi_i = 1$. In this paper, we consider an extended dual-criticality task system in which the concepts of high-criticality task and low-criticality task are presented as follows.

Definition 1: In an MC system with multiple criticality levels, tasks with $\chi_i >= 2$ and $\chi_i = 1$ are called high-criticality and low-criticality tasks, respectively.

According to Definition 1, we can divide task set $\gamma$ into low-criticality task set $\gamma_L$ and high-criticality task set $\gamma_H$. In an MC system with multiple criticality levels, high-criticality tasks are...
noted to be a criticality level whereby \( \tau_j \) stays during run-time, and we have \( l_j = \{0, 1, 2, \ldots, x_j - 1\} \). The mode-switch from level \( l_j - 1 \) to level \( l_j \) can be defined as follows.

**Definition 2 (Mode-Switch \( M_j^0 \) and \( M_j^1 \)):** When high-criticality task \( \tau_j \) executes for its \( C_j(l_j - 1) \) time units without signaling completion, high-criticality task \( \tau_j \) immediately switches from level \( l_j - 1 \) to level \( l_j \). This procedure is denoted as mode-switch \( M_j^0 \). The closest mode-switch\(^1\) occurring before \( M_j^0 \) is denoted as \( M_j^1 \). For the special case of \( l_j = 0 \), \( M_j^0 \) denotes high-criticality task \( \tau_j \) executes at level 0.

In FMC-MST, each mode-switch \( M_j^0 \) is independent. Mode-switch \( M_j^0 \) does not require other high-criticality tasks to exhibit high-criticality behavior. For low-criticality tasks, their execution budget is updated dynamically in accordance with \( M_j^0 \). To model the degradation of low-criticality tasks on the point of mode-switch \( M_j^0 \), we now introduce the concept of the service level as follows.

**Definition 3 (Service Level \( z_l(M_j^0) \)):** When the system has undergone mode switch \( M_j^0 \), up to \( z_l(M_j^0) \cdot C_j(0) \) time units can be used for the execution of \( \tau_j \) in one period \( T_i \).

In this paper, we consider implicit-deadline task systems with task period being equal to the relative deadline (i.e., \( T_i = d_j \)). The utilization of a task denotes the ratio of its WCET to its period. We define the utilization of task \( \tau_j \) at level \( l_j \) as

\[
\gamma_l(l_j) = \frac{C_l(l_j)}{T_j}, \quad l_j = \{0, 1, 2, \ldots, x_j - 1\}.
\]

The total utilization of low-criticality task set in the initial mode (i.e., all high-criticality tasks stay at criticality level 0) is defined as \( u_l(0) = \sum_{\tau_j \in \gamma} \gamma_l(l_j) \). According to Definition 3, the degraded utilization of low-criticality tasks on mode-switch \( M_j^0 \) can be defined as \( u_l(M_j^0) = \sum_{\tau_j \in \gamma} z_l(M_j^0) \cdot u_l(0) \).

In this paper, we assume that the condition of \( z_l(M_j^0) \leq \gamma_l(M_j^0) \) should hold to accommodate the resource overbooking of mode-switch \( M_j^0 \). Correspondingly, the system utilization reduction \( \Delta u_l(M_j^0) \) of low-criticality tasks on mode-switch \( M_j^0 \) can be computed as \( u_l(M_j^0) - u_l(M_j^0) \). Since \( z_l(M_j^0) \leq \gamma_l(M_j^0) \), we have \( \Delta u_l(M_j^0) \leq 0 \).

**Remark 1:** Note that, in FMC-MST, \( \Delta u_l(M_j^0) \) is off-line determined to guarantee a schedulable MC system (see Section III-C). In general, we do not need to specify the settings of \( z_l(M_j^0) \) during off-line stage. Any on-line strategy on tuning \( z_l(M_j^0) \) can be applied as long as it can achieve the required utilization reduction \( \Delta u_l(M_j^0) \).

**B. EDF-VD Scheduling With Nonuniform Virtual Deadlines**

In this paper, we study the schedulability for FMC-MST tasks model under EDF-VD scheduling. The main idea of EDF-VD is to use reduced virtual deadlines to obtain extra slack time for jobs and further decrease the workload of high-criticality tasks after mode-switch.

In EDF-VD \([3]\), the virtual deadlines are uniformly scaled by a single deadline scaling factor \( x \) and can be defined uniformly by \( d_j^0 = x \cdot d_j \). In FMC-MST, we allow non-uniform deadline scaling factor \( x_j^l \), where \( x_j^l \in (0, 1) \) is a task and criticality level dependent scaling parameter, to nonuniformly set the virtual deadline as \( d_j^l(l_j) = x_j^l \cdot d_j \).

**C. Execution Semantics**

The execution semantics of a high-criticality task is illustrated in Fig. 1. Compared to the classic MC execution model, FMC-MST model allows independent mode-switches for high-criticality tasks and dynamic service tuning for low-criticality tasks. As shown in Fig. 1, the system initially operates at level 0 (i.e., \( \Psi \)). An overrun of a high-criticality task only triggers itself to shift its criticality level (i.e., \( \Psi \)) and degrades low-criticality service to accommodate this overrun (i.e., \( \Psi \)). A sequence of overruns trigger the system to proceed through multiple criticality levels one by one independently (i.e., \( \Psi \) and \( \Psi \)) until the condition for transiting back is satisfied (i.e., \( \Psi \)). The execution semantics can be summarized as follows.

1. **Initial Mode:** All tasks in \( \Psi \) start in level 0 (i.e., \( \forall \tau_j, l_j = 0 \)). As long as no high-criticality task violates its \( C_j(0) \), the system remains in level 0. All tasks are scheduled with \( C_j(0) \).

2. **Transition:** When one job of a high-criticality task \( \tau_j \) that is being executed in level \( l_j - 1 \) overruns its \( C_j(l_j - 1) \) without signaling completion, \( \tau_j \) only triggers itself to switch into level \( l_j \) and update virtual deadline as \( d_j^l(l_j) \). However, all other high-criticality tasks still stay in the same criticality level as before.

3. **Updates:** To balance the additional resource demand caused by mode-switch \( M_j^0 \), a new service level \( z_l(M_j^0) \) is determined and updated to provide degraded service for low-criticality tasks \( \tau_j \). At this updating instant, if any low-criticality jobs have completed more than \( z_l(M_j^0) \cdot C_j(0) \) time units of execution, those jobs will be suspended immediately and wait for the budget to be renewed in the next period. Otherwise, low-criticality jobs can continue to use the remaining time budget for their execution.

4. **Return to Low-Criticality Mode:** When the system detects an idle interval \([6]\), the system transits back to the low-criticality mode.
D. Illustrative Example

Now, we give an example to illustrate the related concepts and execution semantics of FMC-MST. Table II gives three tasks, one low-criticality task ($\chi_1 = 1$) and two high-criticality tasks ($\chi_2 = 3$ and $\chi_3 = 3$). For high-criticality tasks, each criticality level $l_j$ ($j = 2, 3$) associates with one virtual deadline $d_j^l(i)$, where $l \in \{0, 1, 2\}$. Table III gives the required utilization degradation $\Delta u_L(M_j^{l_j})$ for each mode switch to guarantee a schedulable MC system.\(^2\) Fig. 2 depicts the scheduling of MC tasks under execution semantics of FMC-MST, where the symbol $\forall$ is used to indicate mode-switch occurrence. In Fig. 2, the jobs are operated under the following rules:

1) Low-criticality task is scheduled with their real deadlines. In Fig. 2, $\tau_1$ is scheduled with $d_1 = 6$.

2) At each mode switch point $\triangledown$, operation $\Box$ is triggered to update the virtual deadline while operation $\circ$ is triggered to update the execution budget. Now we take the first mode switch as example for illustration. At $t = 1$, the first mode-switch $M_1^1$ occurs. $\tau_3$ switches its criticality level from $l_3 = 0$ to $l_3 = 1$ with extending virtual deadline as $d_3^1(1) = 8$, while $\tau_2$ stay in the same criticality level as before (i.e., $\Box$). This deadline extension (i.e., $d_3^1(1) = 8$) simultaneously results in the pre-emption of $\tau_1$ at $t = 1$. The execution budgets of low-criticality task $\tau_1$ are decreased from 3 to 2.5 to achieve the required $\Delta u_L(M_1^{l_1})$. $\tau_1$ completes its execution at time instant 3.5 due to using up the budget (i.e., $\circ$).

3) During a busy interval in which multiple overruns occur, the effects of the overruns on budget reduction are independent. For example, during $[0, 15]$, three mode switches ($M_1^{l_1}$,$M_1^{l_2}$,$M_2^{l_3}$) occur sequentially. By Table III, the required budget reduction can be simply calculated as the sum of the one of these three mode switches,

\[ \Delta u_L(M_j^{l_j}) = \frac{1}{l_j} - \frac{1}{l_j^2} - \frac{1}{l_j^3} \]

\[ \text{Budget Reduction} = -1 - \frac{1}{2} - \frac{1}{3} = -2.5 \]

that is $-2.5$. Therefore, $\tau_1$ only has 0.5 time unit for execution.

Table II: Example Task Set

<table>
<thead>
<tr>
<th>$x_i$</th>
<th>$T_i$</th>
<th>$C_i(0)/d_i(0)$</th>
<th>$C_i(1)/d_i(1)$</th>
<th>$C_i(2)/d_i(2)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\tau_1$</td>
<td>2</td>
<td>3</td>
<td>6</td>
<td>15</td>
</tr>
<tr>
<td>$\tau_2$</td>
<td>3</td>
<td>15</td>
<td>3</td>
<td>10</td>
</tr>
<tr>
<td>$\tau_3$</td>
<td>3</td>
<td>10</td>
<td>1.5</td>
<td>8</td>
</tr>
</tbody>
</table>

Table III: Degraded Utilization

<table>
<thead>
<tr>
<th>Mode Switch</th>
<th>$M_1^2$</th>
<th>$M_1^3$</th>
<th>$M_2^1$</th>
<th>$M_2^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta u_L(M_j^{l_j})$</td>
<td>$-\frac{1}{2}$</td>
<td>$-\frac{1}{3}$</td>
<td>$-\frac{1}{5}$</td>
<td>$-\frac{1}{7}$</td>
</tr>
<tr>
<td>Budget Reduction</td>
<td>$-1$</td>
<td>$-1$</td>
<td>$-0.5$</td>
<td>$-0.5$</td>
</tr>
</tbody>
</table>

2 The derivations for determining $\Delta u_L(M_j^{l_j})$ are illustrated in Ex 1.

III. Schedulability Analysis and Resource Optimization

Our FMC-MST model is a more generalized model that allows multiple less pessimistic criticality levels and nonuniform deadline scaling. In this section, we present a utilization-based schedulability analysis for FMC-MST scheduling algorithm. We first analyze online schedulability for a single mode switch $M_j^{l_j}$, by which the minimum low-criticality service degradation can be derived to accommodate the resource overbooking of a mode switch. In Section III-A, we provide a high-level overview for this online schedulability analysis and attempt to communicate the intuition behind the algorithm design by means of an example. We then provide a more comprehensive description in Section III-B to prove the correctness of Theorem 1. In Section III-C, we check whether a task set is schedulable by FMC-MST under arbitrary sequences of mode switches. In Section III-D, we develop an intermediate level insertion technology and attempt to solve the problem of how to determine intermediate levels for high-criticality tasks to minimize the penalties of low-criticality tasks without sacrificing MC schedulability. We finally prove some important properties of FMC-MST. Table IV shows the notation used throughout this paper.

Table IV: Table of Notations

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Meaning in the paper</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x_i$</td>
<td>Virtual deadline factor of task $\tau_i$ at level $l_j$</td>
</tr>
<tr>
<td>$u_L(i_j)$</td>
<td>Utilization of task $\tau_i$ at level $l_j$</td>
</tr>
<tr>
<td>$u_L(M_j^{l_j})$</td>
<td>Total utilization of low-criticality tasks after (before) mode switch $M_j^{l_j}$</td>
</tr>
<tr>
<td>$\Delta u_L(M_j^{l_j})$</td>
<td>Utilization reduction of low-criticality tasks required to accommodate mode switch $M_j^{l_j}$</td>
</tr>
<tr>
<td>$\gamma_{M_j^{l_j}}$</td>
<td>Mode-switched task set $\gamma_{M_j^{l_j}} = {\tau_i \in \gamma_{M_j^{l_j}}</td>
</tr>
<tr>
<td>$\gamma_{M_j^{l_j}}$</td>
<td>Non-mode-switched task set $\gamma_{M_j^{l_j}} = {\tau_i \in \gamma_{M_j^{l_j}}</td>
</tr>
<tr>
<td>$a_j^{l_j}$</td>
<td>Absolute release time (deadline) of the job of high-criticality $\tau_j$ that switches to $M_j^{l_j}$</td>
</tr>
</tbody>
</table>

A. Sufficient Schedulability Test on Transition Case $M_j^{l_j}$

In this section, we provide a high-level overview of online schedulability analysis for one mode switch, and introduce the derived schedulability test condition in Theorem 1. With these conditions, we can adaptively determine how much of execution budget can be reserved for low-criticality tasks to handle each intermediate overrun while ensuring a schedulable...
system during run-time. Without loss of generality, we consider a general transition case $M_{lj}^1$ where high-criticality task $\tau_j$ switches from level $l_j - 1$ to $l_j$, and assume the system is MC-schedulable on level $l_j - 1$. To accommodate $M_{lj}^1$, the minimum required utilization reduction $\Delta u_L(M_{lj}^1)$ can be determined by Theorem 1.

**Theorem 1:** For mode-switch $M_{lj}^1$ with $l_j \geq 1$, when high-criticality task $\tau_j$ overruns its $C_j(l_j - 1)$, the system is schedulable when the following conditions are satisfied:

\[
\Delta u_L(M_{lj}^1) + \frac{u_j(l_j)}{x_j^j} - \frac{u_j(l_j - 1)}{x_j^{j-1}} \leq 0 \quad \text{(1)}
\]

\[
\Delta u_L(M_{lj}^1) + \frac{u_j(l_j) - u_j(l_j - 1) + p_j(l_j)}{1 - x_j^{j-1}} \leq 0 \quad \text{(2)}
\]

\[
\Delta u_L(M_{lj}^1) \leq 0 \quad \text{(3)}
\]

\[
\frac{u_j(l_j)}{x_j^j} \leq u_j(\chi_j - 1) \quad \text{(4)}
\]

where $p_j(l_j)$ are constrained by

\[
p_j(l_j) \leq 0 \quad \text{for } x_j^{j-1} \leq 0
\]

\[
\sum_{j=1}^{d_j} p_j(l_j) = u_L(0) - \frac{u_j(0)}{x_j^j}
\]

with the initial utilization condition on criticality level 0

\[
u_L(0) + \sum_{\tau_j \in \gamma_k} \frac{u_j(0)}{x_j^j} \leq 1 \quad \text{(7)}
\]

\[
\frac{u_j(0)}{x_j^j} \leq u_j(\chi_j - 1). \quad \text{(8)}
\]

**Intuition:** The intuition behind Theorem 1 is to maintain balanced system utilization during the transitions. The conditions can be explained as follows. Equation (7) ensures MC schedulability when the system stays in initial mode [3]. An event of overrun of high-criticality task normally results in an increase in virtual and overrun utilization due to resource overbooking. By analyzing the difference in virtual and overrun utilization, (1) and (2) serve as an efficient way to maintain the resource balance between the penalty of low-criticality tasks and the overrun of high-criticality tasks. Via (1) and (2), the minimum required utilization reduction $\Delta u_L(M_{lj}^1)$ can be determined to maintain the balanced system utilization, so as to secure the additional resources requested by a level-transiting task. According to [14], high-criticality task with $u_j(l_j)/x_j^j \geq u_j(\chi_j - 1)$ will produce schedulability loss. Therefore, additional constraints (4), (8) are imposed to avoid the performance loss during transitions. In order to provide an intuition of how the proposed analysis works, we apply Theorem 1 on a simple task set and calculate the required utilization degradation for guaranteeing MC schedulability of a single mode switch.

### TABLE V: FEASIBLE SETTINGS

<table>
<thead>
<tr>
<th>Mode Switch</th>
<th>$M_{lj}^1$</th>
<th>$M_{lj}^2$</th>
<th>$M_{lj}^3$</th>
<th>$M_{lj}^4$</th>
<th>$M_{lj}^5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p_j(l_j)$</td>
<td>$\frac{1}{2}$</td>
<td>$\frac{1}{2}$</td>
<td>$\frac{1}{2}$</td>
<td>$\frac{1}{2}$</td>
<td>$\frac{1}{2}$</td>
</tr>
</tbody>
</table>

**Example 1:** Consider a task set in Table II. Feasible settings on $p_j(l_j)$ and $x_j^j$ are listed in Table V, so that conditions (4)–(8) are satisfied. In the following, we take the mode switch $M_{lj}^2$ as an example to illustrate the derivation process of the required utilization degradation $\Delta u_L(M_{lj}^2)$. According to (1)–(3) in Theorem 1, utilization degradation $\Delta u_L(M_{lj}^2)$ should satisfy the following conditions to accommodate a feasible mode switch $M_{lj}^2$:

\[
\Delta u_L(M_{lj}^2) \leq \min \left( \left( \frac{u_2(1)}{x_2^j} - \frac{u_2(0)}{x_2^j} \right), \left( \frac{u_2(1) - u_2(0) + p_2(1)}{1 - x_2^j} \right) \right), \quad \text{virtual utilization}
\]

\[
\Delta u_L(M_{lj}^2) \leq \min \left( \left( \frac{u_2(1)}{x_2^j} - \frac{u_2(0)}{x_2^j} \right), \left( \frac{u_2(1) - u_2(0) + p_2(1)}{1 - x_2^j} \right) \right), \quad \text{overrun utilization}
\]

The similar derivation can be operated to obtain utilization degradation for other mode switches, as presented in Table III.

### B. Proof of the Correctness

We now prove the correctness of the schedulability test condition presented in Theorem 1. The proof process involves three steps. We first determine the initial conditions to ensure the schedulability of tasks in initial mode (7) and to satisfy the necessary boundary constraints (3), (4), and (8). In the second step, we prove the correctness of the sufficient condition [i.e., (1)] to ensure MC schedulability after mode switch $M_{lj}^j$. In the third step, we propose a sufficient schedulability condition [i.e., (2)] to maintain balanced overrun utilization as the system undergoes mode transition $M_{lj}^j$.

1) **Initial Conditions:** The basic assumption $Z_j(M_{lj}^j) \leq Z_j(M_{lj}^j)$ implies (3). According to [3], we can use (7) to ensure MC schedulability of in level 0. Equations (4) and (8) restrict resource utilization to levels less than those achieved in the most pessimistic level (i.e., level $\chi_j - 1$). Otherwise, tasks can directly execute in level $\chi_j - 1$ for efficient resource use [14].

2) **Virtual Utilization Balance Equation:** We now show how to ensure MC schedulability after mode switch $M_{lj}^j$ occurs. This is achieved via virtual utilization balance analysis before and after mode switch $M_{lj}^j$. By replacing the period as virtual deadline, virtual utilization of each high-criticality task $\tau_j$ on level $l_j$ is computed as $u_j(l_j)/x_j^j$. $u_v(M_{lj}^j)$ and $u_v^s(M_{lj}^j)$ denote the virtual utilization of task set $\gamma$ before and after mode switch $M_{lj}^j$, respectively. To ensure the correctness of system

---

3 Feasible settings can be off-line determined by formulated CSP problem presented in Section III-C.
behaviors after mode switch \( M_j^j \), system virtual utilization 
\[ u_v^j(M_j^j) \) must meet the following condition: 
\[ u_v^j(M_j^j) = u_v(M_j^j) + \sum_{\tau_j \in \gamma_j} u_j (l_j) \leq 1. \] (9)

After mode switch \( M_j^j \), high-criticality task \( \tau_j \) overruns 
\( C_j(l_j - 1) \) and shifts from level \( l_j - 1 \) to level \( l_j \). With the 
exception of high-criticality task \( \tau_j \), all other high-criticality 
tasks remain at their respective criticality levels without 
changing the utilization. Therefore, an increase in the virtu-
tual utilization of high-criticality tasks can be determined as 
\( (u_j(l_j)/x_j) - [(u_j(l_j-1))x_j^{j-1}] \). For low-criticality tasks, low-
criticality utilization is degraded from \( u_L(M_j^j) \) to \( u_L(M_j^j) \) due 
to resource overbooking of overruns. Therefore, the difference 
in system virtual utilization can be formulated as 
\[ u_v^j(M_j^j) - u_v^j(M_j^j) = u_L(M_j^j) - u_L(M_j^j) + \frac{u_j(l_j)}{x_j} - \frac{u_j(l_j-1)}{x_j^{j-1}} \] 
\[ + \frac{u_j(l_j-1)}{x_j^{j-1}}. \] (10)

As the system is schedulable before mode switch \( M_j^j \), we 
have \( u_v^j(M_j^j) \leq 1 \). Hence, we find that (1) ensures the correct-
ness of the virtual utilization \( u_v^j(M_j^j) \) \leq 1 to guarantee MC schedulabi-
ility after the mode-switch.

3) Overrun Utilization Balance Equation: As the third step, 
we prove that the condition presented in (2) is sufficient to 
ensure the MC schedulability during the transition phase. We 
adopt the similar proof strategy based on (4) and (9) and prove 
it by contradiction. Suppose that there is a time interval \([0, \tau_j] \) 
such that the system undergoes mode switch \( M_j^j \) and the first 
deadline miss occurs at \( \tau_j \). Let \( J \) denote the minimal set 4 of 
jobs released from task set \( \gamma \) for which a deadline is missed. 
\( \eta_j^j(t_1, t_2) \) denotes cumulative execution time of task \( \tau_j \) when 
the system undergoes the mode-switch \( M_j^j \) during the interval 
\( (t_1, t_2) \). \( N_j^j \) denotes the sum of \( \eta_j^j(t_1, t_2) \) for all tasks in \( \gamma \). 
Since the first deadline miss occurs at \( \tau_j \), we have \( N_j^j \) \leq \( \eta_j^j \).
In the following, we will show the upper bound of \( N_j^j \) is less 
than \( \tau_j \), which leads to a contradiction.
To calculate the upper bound of \( N_j^j \), we start the proof 
by introducing auxiliary lemmas to analyze the upper bound 
of cumulative execution time for high-criticality tasks (i.e., 
Lemmas 1 and 2) and low-criticality tasks (i.e., Lemma 3). 

High Criticality Tasks: Since the mode switches are inde-
pendent, high-criticality tasks can be divided into mode-
switched task set \( \gamma_H^j \) and nonmode-switched task set \( \gamma_{H'}^j \). Now,
we derive upper bounds of the cumulative execution time for 
both types of high-criticality tasks.

Lemma 1: For high-criticality task \( \tau_j \) of task set \( \gamma_H^j \), the 
cumulative execution time \( \eta_j^j(0, \tau_j) \) can be bounded by 
\[ \frac{a_j^1}{x_j} \cdot u_j(0) + \sum_{j=1}^{l_j} \left( a_j^1 - a_j^2 \right) \Delta u_j(\tau_j) \] (11)
where \( \Delta u_j(\tau_j) = u_j(\tau_j) - u_j(\tau_j^j). \)

Proof: Recall that \( a_j^1 \) is the absolute release time of the job 
executed on level \( \tau_j \). High-criticality task \( \tau_j \) progresses through 
levels. Therefore, the analysis duration can be divided into 
\( \tau_j + 1 \) time segments, as shown in Fig. 3. During time segment 
\( [a_j^1, a_j^1+1] \), the execution requirement per job is bounded by 
\( c_j(r_j) \). For ease of presentation, we use \( a_j^1 + 1 = \tau_j \). Considering 
\( \tau_j \) time segments shown in Fig. 3, the cumulative execution 
time \( \eta_j^j(0, \tau_j) \) can be bounded as
\[ \eta_j^j(0, \tau_j) \leq \frac{a_j^1}{x_j} \cdot u_j(0) + \sum_{j=1}^{l_j} \left( a_j^1 - a_j^2 \right) u_j(1) \]
\[ \leq \frac{a_j^1}{x_j} u_j(0) + (a_j^1 - a_j^2) u_j(1) \]
\[ + \sum_{j=2}^{l_j} \left( a_j^1 - a_j^2 \right) u_j(\tau_j). \] (12)

Since \( u_j(\tau_j) = \sum_{k=2}^{\tau_j} (u_j(k) - u_j(k-1)) + u_j(1) \), we have
\[ \sum_{j=2}^{l_j} \left( a_j^1 - a_j^2 \right) u_j(\tau_j) \]
\[ = \left( a_j^1 - a_j^2 \right) u_j(1) + \sum_{j=2}^{l_j} \left( a_j^1 - a_j^2 \right) u_j(1) \]
\[ \times \left( u_j(k) - u_j(k-1) \right) \]
\[ = \left( a_j^1 - a_j^2 \right) u_j(1) + \sum_{j=2}^{l_j} \left( a_j^1 - a_j^2 \right) u_j(1) \]
\[ \times \left( u_j(k) - u_j(k-1) \right) \]
\[ = \left( a_j^1 - a_j^2 \right) u_j(1) + \sum_{j=2}^{l_j} \left( a_j^1 - a_j^2 \right) u_j(k) - u_j(k-1)). \] (13)

Substituting the marked item in (12) with (13), \( \eta_j^j(0, \tau_j) \) can 
be reformulated as
\[ \frac{a_j^1}{x_j} u_j(0) + \left( a_j^1 - a_j^2 \right) u_j(1) \]
\[ + \sum_{j=2}^{l_j} \left( a_j^1 - a_j^2 \right) (u_j(k) - u_j(k-1)). \] (14)

Therefore, \( \eta_j^j(0, \tau_j) \) can be bounded as (11) by replacing \( a_j^1 \) 
and \( k \) with \( \tau_j \) and \( r_j \), respectively.

---

4This minimality means that if any job is removed from \( J \), the remainder 
of \( J \) will be schedulable.
Lemma 2 (From [9]): High-criticality task $\tau_j$ in task set $\gamma^L_H$ has
\[
\eta^L_j(0, \tau_j) \leq \frac{t_f}{x_j^H} u_j(0).
\]

Low Criticality Tasks: We now derive an upper bound on the cumulative execution time before and after mode-switch $M^H_j$ in [9], we analyze the difference of the cumulative execution difference term $\eta^L_j(0, \tau_j)$ for low-criticality tasks using a proof strategy similar to that used in [9].

Lemma 3: For low-criticality task $\tau_i$, the cumulative execution time $\eta^L_i(0, \tau_f)$ can be upper bounded by
\[
t_f \cdot u_i(0) + \sum_{\tau_j \in \gamma^H_H} \sum_{r_j=1}^l t_j - a_j^i \leq \eta^L_i(0, \tau_f).
\]

with difference term $\psi^L_j = (t_f - a_j^i)(1 - x_j^{r_j-1}) \Delta u_i(M^H_j)$.

Proof: We will only sketch the proof here as it is similar to the proof in [9]. The detailed proof is presented in Appendix A in the supplementary material. Following the proof strategy in [9], we analyze the difference of the cumulative execution time before and after mode-switch $M^H_j$ and prove that the difference can be uniformly upper bounded by difference term $\psi^L_j$. By visiting all mode switches $M^H_j$, the upper bound of $\eta^L_i(0, \tau_f)$ can be obtained.

Total Cumulative Requirements: Now, we sum the cumulative requirements over all tasks given as (17) and prove the sufficient condition (2). The complete derivation of $N^H_j$ is given in Appendix B in the supplementary material
\[
N^H_j = \sum_{\tau_i \in \gamma^L_L} \eta^L_i(0, \tau_f) + \sum_{\tau_i \in \gamma^H_H} \eta^L_i(0, \tau_f) + \sum_{\tau_i \in \gamma^H_H} \eta^L_i(0, \tau_f) \\
\leq t_f + \sum_{\tau_j \in \gamma^H_H} \left( t_f - a_j^i \right) \left( 1 - x_j^{r_j-1} \right) \Delta u_i(M^H_j) + \Delta u_j(1) + u_j(0) - \frac{u_j(0)}{x_j^H} \\
+ \sum_{\tau_j \in \gamma^H_H} \sum_{r_j=2}^l \left( t_f - a_j^i \right) \left( 1 - x_j^{r_j-1} \right) \Delta u_i(M^H_j) + \Delta u_j(r_j) \\
= t_f + \sum_{\tau_j \in \gamma^H_H} \left( t_f - a_j^i \right) \left( 1 - x_j^L \right) \Delta u_i(M^H_j) + \Delta u_j(1) + x_j^{r_j-1} \sum_{i=1}^l p_i(l_j) \\
+ \sum_{\tau_j \in \gamma^H_H} \sum_{r_j=2}^l \left( t_f - a_j^i \right) \left( 1 - x_j^{r_j-1} \right) \Delta u_i(M^H_j) + \Delta u_j(r_j)
\]

Since $a_j^i \leq a_j^2 \leq \cdots \leq a_j^l < t_f$ and $p_j(r_j) \leq 0$
\[
t_f + \sum_{\tau_j \in \gamma^H_H} \left( t_f - a_j^i \right) \left( 1 - x_j^{r_j-1} \right) \Delta u_i(M^H_j) + \Delta u_j(1) + \Delta u_j(r_j) + p_j(r_j). \]

The assumed deadline miss implies $N_{\tau_f} > t_f$. That is,
\[
\sum_{\tau_j \in \gamma^H_H} \left( t_f - a_j^i \right) \left( 1 - x_j^{r_j-1} \right) \Delta u_i(M^H_j) + \Delta u_j(1) + \Delta u_j(r_j) + p_j(r_j) > 0.
\]

Taking the contrapositive, we have
\[
\sum_{\tau_j \in \gamma^H_H} \left( t_f - a_j^i \right) \left( 1 - x_j^{r_j-1} \right) \Delta u_i(M^H_j) + \Delta u_j(1) + \Delta u_j(r_j) \leq 0.
\]

Since $t_f - a_j^i > 0$, it is sufficient to ensure the system schedulability of task set $\gamma$ by guaranteeing (2) holds for each mode switch $M^H_j$. In (18), the constraints imposed on each mode switch $M^H_j$ are consistent to each other. Based on this property, the constraints imposed on current mode switch $M^H_j$ imply the condition (2), guaranteeing MC schedulability during the transition phase.

C. Feasibility of Algorithm

Theorem 1 gives an online schedulability test condition only for a single transition. It is yet unclear how to off-line determine whether a task set is schedulable by FMC-MST under arbitrary sequences of mode switches. In this section, we present the off-line schedulability test conditions for a task set with specified criticality levels. To guarantee schedulability, we must ensure that FMC-MST can successfully schedule the task set under any execution scenario during run-time. Therefore, to show that the task set is MC-schedulable, we need to satisfy the following two conditions.

**Condition A:** We need to guarantee the feasibility of each mode-switch. Therefore, constraints (1)–(8) for each mode-switch must be satisfied.

**Condition B:** We must ensure the system-wide feasibility. As shown in Theorem 1, each overrun will result in a decreased low-criticality utilization. For low-criticality tasks, we must show remaining low-criticality utilization should not fall below a level of 0 under the worst-case overrun scenario, that is each high-criticality task $\tau_j$ reaches criticality level $x_j - 1$. Therefore, we require
\[
\sum_{\tau_j \in \gamma^H_H} \sum_{r_j=1}^l \Delta u_i(M^H_j) + u_i(0) \geq 0.
\]
For condition A, constraints (1)–(5) must be subjected to all mode switches with \( \forall t_j \in \gamma_H \) and \( l_j = 1, \ldots, \chi_j - 1 \), while constraint (6) should be subjected to all high tasks with \( \forall t_j \in \gamma_H \). By combining all of these conditions, we can formulate the offline schedulability problem as a constraint satisfaction problem (CSP). Any insertion solution of intermediate levels whose states satisfy a number of constraints in the derived CSP problem can guarantee a feasible scheduling system. We use the following example to illustrate how to evaluate the schedulability of the given insertion solution.

**Example 2:** Consider the example task set with the dedicated insertion solution given in Table II and the settings listed in Table V. We have already demonstrated condition A is satisfied, as illustrated in Example 1. For condition B, we know it is also satisfied by simply checking:

\[
\sum_{t_j \in \gamma_H} \sum_{l_j = 1}^{2} \Delta u_L(M^j_{l_j}) + u_L(0) = -\frac{1}{6} - \frac{1}{6} - \frac{1}{12} - \frac{1}{12} + \frac{3}{6} = 0.
\]

Therefore, the example task set in Table II is MC-schedulable.

**D. Resource Optimization**

Above, we prove a metric for evaluating the schedulability of an MC task set with specified level-insertion configurations. However, for an MC task set with two bounded criticality levels [i.e., \( C_j(0) \) and \( C_j(\chi_j - 1) \) are known], how to specify a reasonable level-insertion configuration for each high-criticality task is still not known yet. In this section, we will study the off-line resource optimization problem (ROP) with the aim of finding the resource-efficient level-insertion configuration for the FMC-MST task system within MC timing constraints.

In general, the probability that the execution time of high-criticality task reaches its most pessimistic WCET estimation is quite low. However, in EDF-VD scheduling, high-criticality tasks always transit from low-criticality level to the most pessimistic level once an overrun occurs. To avoid unnecessary resource over-booking, we can insert several intermediate levels to handle the less pessimistic overruns. The intermediate level to take depends on the real execution time of high-criticality tasks. In this paper, we use the distribution of the execution time of high-criticality task \( t_j \) to compute the probability of overruns. The cumulative distribution function \( F_j(t) \) is used to model the diversity of execution time of high-criticality task \( t_j \) during run-time. Hence, the probability of the overrun \( M^j_{l_j} \) that the execution time of high-criticality task \( t_j \) falls in \([c_j(l_j), c_j(l_j + 1)]\) can be represented as:

\[
F_j(c_j(l_j + 1)) - F_j(c_j(l_j)).
\]

When high-criticality task reaches criticality level \( l_j \), the utilization of low-criticality tasks require to decrease \(- \sum_{r_j = 0}^{l_j} \Delta u_L(M^j_{r_j})\). In the off-line stage, we introduce a QoS function (20) with the aim to minimize the average low-criticality utilization decrease. Based on this objective and the aforementioned constraints, the ROP is formulated as:

\[
\text{ROP: min} \quad - \sum_{t_j \in \gamma_H} \sum_{l_j = 1}^{\chi_j - 1} (F_j(c_j(l_j + 1)) - F_j(c_j(l_j)))
\]

\[
\sum_{r_j = 0}^{l_j} \Delta u_L(M^j_{r_j})
\]

s.t. \[
\begin{align*}
\text{Condition A:} & \quad \text{Equation (1) – (8)} \\
\text{Condition B:} & \quad \text{Equation (19)}
\end{align*}
\]

The objective function shown above is subjected to the constraints listed in the CSP formulation (conditions A and B). Given an MC task set where two bounded execution times \([C_j(0), C_j(\chi_j - 1)]\) are specified for each high-criticality task, the resource optimization formulation can automatically generate a feasible level-insertion configuration with intermediate execution time \( c_j(l_j) \) and deadline scaling factor \( x_j^l \) for each high-criticality task.

**Complexity:** Due to nonlinear items in the constraints, the ROP (20) is a nonlinear optimization problem (NLP). For a task set with \( M \) high-criticality tasks and \( L \) criticality levels, then NLP problem has \( 4M(L - 1) + M + 2 \) constraints and \( 4M(L - 2) + 3 \) real variables. Hence, the number of variables and constraints is polynomially bounded to the size of the input problem, and it can be solved by a polynomial-time heuristic [11].

**Properties:** We now provide important properties to show the efficiency of FMC-MST.

**Property 1:** Criticality level insertions operated by ROP do not degrade the schedulability of FMC-MST.

**Proof:** We consider a general case that a task set is MC-schedulable by FMC-MST with \( L \) criticality levels. ROP formulation generates level-insertion configuration \([\Delta u_L(M^j_{l_j}), u_j(l_j), x_j^l, p_j(l_j)]\) for each criticality level \( l_j \) of high-criticality task \( t_j \). In general, without changing the previous configurations of \( L \) levels, one can insert \( L + 1 \)th level with the following configuration:

\[
\Delta u_L(M^j_{l_j + 1}) = 0, \quad u_j(l_j + 1) = u_j(l_j), \quad x_j^{l_j + 1} = x_j^l, \quad p_j(l_j + 1) = 0.
\]

The new configuration still satisfies the CSP. Therefore, the task set is still MC-schedulable.

**Property 2:** FMC-MST with two criticality levels dominates EDF-AD-E [14] in terms of MC schedulability.

**Proof:** For FMC-MST with two criticality levels (i.e., \( \chi_j = 2 \)), \( u_j(0) \) and \( u_j(1) \) are equivalent to low-criticality and high-criticality utilization in EDF-AD-E, respectively. For task set \( \gamma \), the high-criticality task set \( \gamma_H \) can be divided into HI-mode-preferred task set \( \gamma_H^F = \{ t_j \in \gamma_H | u_j(0)/x_j^0 \geq u_j(1) \} \) and non-HI-mode-preferred task set \( \gamma_H - \gamma_H^F \), respectively. Assume task set \( \gamma \) is MC-schedulable by EDF-AD-E [14]. Therefore, the following conditions must be satisfied to ensure
MC schedulability according to [14]
\[ u_L(0) + \min_{\gamma \in \gamma_H} \left( \frac{u_i(0)}{x}, u_j(1) \right) \leq 1 \quad (22) \]
\[ x \cdot u_L(0) + u_H(1) \leq 1. \quad (23) \]

In general, we can always find a lower-bound factor \( \tilde{x} \) that satisfies \( u_L(0) + \min_{\gamma \in \gamma_H} \left( \frac{u_i(0)}{\tilde{x}}, u_j(1) \right) = 1 \) and (23).

To achieve equivalent behavior, we assign \( x^0 = (u_i(0)/u_j(1)) \) for HI-mode-preferred tasks and \( \tilde{x} \) for non-HI-mode-preferred tasks when applying FMC-MST. By this equivalence transformation, we can make the following observations for the CSP formulation.

1) Equations (7) and (22) are equivalent.
2) \( \Delta u_L(M^H_i) = 0 \) holds for HI-mode-preferred tasks.
3) For non-HI-mode-preferred tasks, the constraints (1)-(6) can be equivalently merged as (2).

Based on above observations, by (2) and (19), one can derive (23) and guarantee a feasible CSP problem for FMC-MST

\[ -u_L(0) \leq \sum_{\gamma \in \gamma_H} \Delta u_L(M^H_i) \leq \sum_{\gamma \in \gamma_H} \frac{u_i(0)}{\tilde{x}} - u_j(1) \]
\[ = -u_L(0) \leq \sum_{\gamma \in \gamma_H} \frac{u_i(0)}{\tilde{x}} - u_j(1) \]
\[ \leq \tilde{x} \cdot u_L(0) + u_H(1) \leq u_L(0) + \sum_{\gamma \in \gamma_H} u_j(1) \]
\[ + \sum_{\gamma \in \gamma_H} u_j(1). \]

From the definition of \( \gamma_H^F \) and \( \gamma_H - \gamma_H^F \)
\[ \leq \tilde{x} \cdot u_L(0) + u_H(1) \leq u_L(0) + \min_{\gamma \in \gamma_H} \left( \frac{u_i(0)}{\tilde{x}}, u_j(1) \right) \]
\[ \leq \tilde{x} \cdot u_L(0) + u_H(1) \leq 1. \]

IV. EVALUATION

A. Experiment Setup

In this section, we conduct the simulation experiments to evaluate the effectiveness of FMC-MST by an extensive comparison to state-of-the-art approaches: EDF-AD-E [14], EDF-AD [9], IMC [15], and EDF-VD [3]. Our experiments were conducted based on randomly generated MC task systems. We adopt the same workload generation algorithm as that used in [3], [8], and [10] to randomly generate task sets with two criticality levels. In FMC-MCL, two criticality levels act as the lowest and highest criticality levels (i.e., \( l_j = 0 \) and \( l_j = \chi_j - 1 \)).

The resource optimization approach presented in Section III-D will automatically insert the intermediate levels between these two levels. For ease of presentation, we denote these two criticality levels as LO and HI levels during the generation process. In particular, the various parameters \( \gamma \) of each task are generated in the following ways.

1) For each task \( \tau_i \), low-criticality utilization \( u_L^{\gamma} \) is a real number drawn at random from \([0.05, 0.15] \).
2) \( R_i \) denotes the ratio of \( u_L^{\gamma} / u_H^{\gamma} \) for every high-criticality task, which is a real number drawn uniformly at random from \([1, 5]\).
3) Task period \( T_i \) of each task is an integer drawn uniformly at random from \([100, 1000]\).
4) p\text{Cri} denotes the probability that a task \( \tau_i \) is a high-criticality task, and we set it as 0.5. When \( \tau_i \) is a low-criticality task, then set \( C_i^{\gamma} = \lfloor u_L^{\gamma} \cdot T_i \rfloor \). Otherwise, set \( C_i^{\gamma} = \lfloor u_H^{\gamma} \cdot R_i \cdot T_i \rfloor \).

One task is generated at a time until \( u_B - 0.05 \leq \max\{ u_L^{\gamma}, u_H^{\gamma} \} \leq u_B \).

As stated in Remark 1, FMC-MST provides a generalized degradation strategy. For the evaluation, we adopt dropping-off strategy where low-criticality tasks are partly dropped by assigning \( z_i(M^H_i) = 0 \) for dropped tasks. We quantitatively compare FMC-MST with above state-of-the-art approaches in terms of offline schedulability and online performance. Following [9] and [10], online low-criticality performance is measured by the percentage of finished LC jobs (PFJ). PFJ defines the ratio of the number of finished jobs of LO-critical tasks over the total number of jobs released in a given time interval. During the simulation, the execution distribution in [16], which is a straight line on \([C_i(0), C_i(\chi_j - 1)]\) with probabilities given on a log scale, is used to generate the overrun execution time for jobs of high-criticality tasks. The system takes the intermediate level according to the actual execution time. To ensure fair comparisons, we generate a job trace for each generated task set in off-line and use this unified job trace to obtain the PFJ for all compared schemes during run-time.

B. Results

We first demonstrate the effectiveness of FMC-MST compared with state-of-the-art approaches: EDF-AD-E [14], FMC [9], EDF-AD [15], and EDF-VD [3], in which high-criticality tasks always directly enter the most pessimistic execution mode once overrun occurs. We vary utilization bounds \( u_B \) from 0.7 to 0.95 with step size of 0.05, to evaluate offline schedulability and online performance. For FMC-MST, each high-criticality task is inserted with three intermediate levels. Each data-point was obtained by randomly generating 1000 task sets. Fig. 4 shows the acceptance ratio and average PFJ for the compared approaches. The left-axis shows PFJ values achieved for low-criticality tasks represented by the bar.
of insertion levels \( L \) shown in Fig. 5, the average PFJ increases with the number of low-criticality performance under different settings on \( u_B \). In this experiment, varying \( L \) from 2 to 11, we conduct the simulation on random MC task sets with \( u_R = 0.85 \). Fig. 5 shows online low-criticality performance under different settings on \( L \). As shown in Fig. 5, the average PFJ increases with the number of insertion levels \( L \). The reason for this trend is that the more insertion levels generally imply more opportunities for handling the less pessimistic overruns during run-time, which can avoid overbooking unnecessary resources.

We finally evaluate the computation time for deriving automatic intermediate level insertion by solving the formulated optimization problem presented in Section III. According to the parameters of task sets presented above, we can automatically generate an optimization problem and use the APMonitor optimization suite [2] to solve it. For all task sets tested above, the selected optimization tool can generate results within 8.5 s. The results show that the formulated optimization problem can be solved efficiently.

V. CONCLUSION

We present a generalized FMC model that enables independent multiple-shot transitions for high-criticality tasks. A run-time schedulability test condition is successfully derived, which serves as a basis principle to find an optimal service degradation strategy for low-criticality tasks. We develop a resource optimization formulation to maximize the run-time low-criticality service quality without sacrificing MC schedulability. Experimental results illustrate the efficiency of the proposed approach.
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Abstract—The existing mixed-criticality (MC) real-time task models assume that once any high-criticality task overruns, all high-criticality jobs execute up to their most pessimistic WCET estimations simultaneously in a one-shot manner. This is very pessimistic in the sense of unnecessary resource overbooking. In this paper, we propose a more generalized mixed-critical real-time task model, called flexible MC model with multiple-shot transitions (FMC-MST), to address this problem. In FMC-MST, high-criticality tasks can transit multiple intermediate levels to handle less pessimistic overruns independently and to nonuniformly scale the deadline on each level. We develop a run-time schedulability analysis for FMC-MST under EDF-VD scheduling, in which a better tradeoff between the penalties of low-criticality tasks and the overruns of high-criticality tasks is achieved to improve the service quality of low-criticality tasks. We also develop a resource optimization technique to find resource-efficient level-insertion configurations for FMC-MST task systems under MC timing constraints. Experiments demonstrate the effectiveness of FMC-MST compared with the state-of-the-art techniques.

Index Terms—EDF-VD scheduling, flexible mixed-criticality (FMC) system, multiple-shot transitions.

I. INTRODUCTION

INTEGRATING applications with different criticality levels on a shared computing platform has increasingly become a common trend in the design of real-time embedded systems. Such a trend has been observed in the automotive [12] and avionics [17] industries and has led to the emergence of mixed-criticality (MC) systems. An MC task model was proposed by Vestal in his seminal paper [20] about ten years ago, wherein different WCETs are specified for each task on all existing criticality levels, with the one on a higher criticality level being more pessimistic. Since then, many techniques for analyzing and scheduling MC systems have been proposed in the real-time literature (see [7] for a comprehensive review). However, these approaches proposed in nearly a decade still share very impractical assumptions on MC task execution behavior. Specifically, once any high criticality task overruns, the following behaviors are assumed.

1) All low-criticality tasks are abandoned. It is pessimistic to immediately abandon all low-criticality tasks because low-criticality tasks require a certain timing performance as well [12], [19].

2) All high-criticality tasks are assumed to exhibit high criticality behaviors. It is overly pessimistic to bind the mode switches of all high-criticality tasks together in the analysis, as the mode switches of high-criticality tasks are naturally independent.

3) High-criticality tasks are directly transited to the most pessimistic level. This will result in unnecessary resource overbooking because high-criticality tasks rarely reach its most pessimistic WCET estimation during run-time.

A. Related Work

Some solutions have been proposed to partly resolve the above problems. In Table I, we summarize the existing solutions in relation to the three problems described above. These solutions can be broadly categorized into the following classes. The first category of research offers low-criticality tasks a certain degraded service quality when the system is in high-criticality mode. Assumptions of abandoning all low-criticality tasks are relaxed by reducing the dispatch frequency of jobs [19] or by reducing the execution budget of jobs [6], [15]. However, these studies still apply a pessimistic mode-switch strategy.

To address the first and second problems, the second category of studies offer solutions for improving performance for
low-criticality tasks by using group-based mode-switch strategies [10], [18]. However, these mode-switch strategies are not flexible enough because the dependencies between low-criticality and high-criticality tasks are statically determined. To relax such dependencies, a new MC model, called flexible MC (FMC) model, was recently proposed in [9], where mode-switches of high-criticality tasks are independent and the service degradation of low-criticality is dynamically updated based on the overruns of high-criticality tasks. Lee et al. [14] proposed an MC-ADAPT framework supporting online adaptive task dropping under task-level mode switch that involves using a similar technique. However, the third problem is not addressed in these two state-of-the-art work. In [9] and [14], high-criticality tasks always directly transit to the most pessimistic level, in which very pessimistic design parameters are applied.

To support multishot transitions, EDF-VD scheduling algorithm is extended to support a K-level implicit-deadline task system in [4] and [5]. However, the K-level MC task model in [4] and [5] still applies impractical assumptions. Specifically, when the system switches the mode to level $k$, all the tasks of criticality at least $k$ are assumed to exhibit $k$-level criticality behaviors (i.e., assumption $P_2$). All other tasks of criticality less than $k$ are discarded (i.e., assumption $P_1$).

To the best of our knowledge, no work to date has addressed the above three problems collectively. Compared to existing studies, the motivation of this paper is to find a more fine-grained transition scheme for overrun handling that captures the varying execution behaviors of high-criticality tasks.

Instead of always transiting to the most pessimistic level, the proposed MC system can undergo intermediate levels to handle overruns with less pessimistic design parameters, such that unnecessary resource over-booking can be avoided. By doing so, a better run-time tradeoff between the penalty of low-criticality tasks and the overruns of high-criticality tasks can be achieved to improve the service quality of low-criticality tasks.

### B. Contributions

In this paper, we propose an FMC model with multiple-shot transitions (FMC-MST) operating on a uni-processor platform. Rather than always switching to the most pessimistic level (the strategy used in [9] and [14]), the new model allows each high-criticality task to progress over multiple less pessimistic intermediate levels and to scale the deadline nonuniformly on each criticality level. Since high-criticality tasks rarely reach their pessimistic WCET estimations, FMC-MST can avoid unnecessary resource overbooking for overruns by switching high-criticality tasks to less pessimistic intermediate levels.

Furthermore, FMC-MST provides a fine-grained transition scheme where mode-switches are independent with these intermediate criticality levels. The overrun of a high-criticality task only raises its own criticality level while others remain at their previous criticality levels. The minimum required low-criticality service degradation is calculated to maintain the balanced system utilization, so as to secure the additional resources requested by a level-transiting task. The contributions of this paper can be summarized as follows.

1) We propose a new EDF-VD-based scheduling for an MC model with multiple-shot transition schemes. Compared to the state-of-the-art work [9], [14], this paper provides a more generalized FMC model that allows high-criticality tasks to progress through multiple criticality levels and to scale deadlines nonuniformly.

2) We develop a run-time schedulability analysis for each independent mode-switch. To improve the service quality of low-criticality tasks, the utilization balance between low-criticality and high-criticality tasks serves as a basic principle for finding an optimal service degradation strategy for low-criticality tasks to compensate for the additional resources requested by multishot overruns of high-criticality tasks.

3) We formally prove the correctness of run-time schedulability analysis for this fine-grained transition scheme.

4) We develop a resource optimization technique that can find resource-efficient level-insertion configurations for FMC-MST task systems under MC timing constraints.

Our evaluation on randomly generated task systems shows that the performance of FMC-MST outperforms the state-of-the-art MC scheduling approaches.

### II. BACKGROUND

#### A. FMC Implicit-Deadline Sporadic Task Model With Multiple Criticality Levels

We consider an MC sporadic task system $\gamma$ as consisting of a finite collection $\{T_1, T_2, \ldots, T_n\}$ of $n$ MC implicit-deadline sporadic tasks with multiple criticality levels. Each task $T_i$ in $\gamma$ generates an infinite sequence of jobs and can be specified by a tuple $\{T_i, \chi_i, C_i\}$, where:

1) $T_i$ is the minimum job-arrival intervals;

2) $\chi_i$ is the total number of criticality levels;

3) $C_i = (C_i(0), C_i(1), \ldots, C_i(\chi_i - 1))$ is a vector of the worst-case execution times (WCETs). We assume that $C_i(0) \leq C_i(1) \leq \cdots \leq C_i(\chi_i - 1)$.

For the classic dual-criticality system, high-criticality task has two criticality levels with $\chi_i = 2$ and low-criticality task has one criticality level with $\chi_i = 1$. In this paper, we consider an extended dual-criticality task system in which the concepts of high-criticality task and low-criticality task are presented as follows.

**Definition 1:** In an MC system with multiple criticality levels, tasks with $\chi_i = 2$ and $\chi_i = 1$ are called high-criticality and low-criticality tasks, respectively.

According to Definition 1, we can divide task set $\gamma$ into low-criticality task set $\gamma_L$ and high-criticality task set $\gamma_H$. In an MC system with multiple criticality levels, high-criticality tasks are...
allowed to have several overrun scenarios during run-time. We denote $l_i$ as the criticality level whereby $\tau_i$ stays during run-time, and we have $l_i = \{0, 1, 2, \ldots, \chi_i - 1\}$. The mode-switch from level $l_j - 1$ to level $l_j$ can be defined as follows.

**Definition 2 (Mode-Switch $M^j_l$ and $\hat{M}^j_l$):** When high-criticality task $\tau_j$ executes for its $C_j(l_j - 1)$ time units without signaling completion, high-criticality task $\tau_j$ immediately switches from level $l_j - 1$ to level $l_j$. This procedure is denoted as mode-switch $M^j_l$. The closest mode-switch\(^1\) occurring before $M^j_l$ is denoted as $\hat{M}^j_l$. For the special case of $l_j = 0$, $M^0_l$ denotes high-criticality task $\tau_j$ executes at level 0.

In FMC-MST, each mode-switch $M^j_l$ is independent. Mode-switch $M^j_l$ does not require other high-criticality tasks to exhibit high-criticality behavior. For low-criticality tasks, their execution budget is updated dynamically in accordance with $M^j_l$. To model the degradation of low-criticality tasks on the point of mode-switch $M^j_l$, we now introduce the concept of the service level as follows.

**Definition 3 (Service Level $z_i(M^j_l)$):** When the system has undergone mode switch $M^j_l$, up to $z_i(M^j_l) \cdot C_i(0)$ time units can be used for the execution of $\tau_i$ in one period $T_i$.

In this paper, we consider implicit-deadline task systems with task period being equal to the relative deadline (i.e., $T_i = d_j$). The utilization of a task denotes the ratio of its WCET to its period. We define the utilization of task $\tau_i$ at level $l_j$ as

$$u_i(l_j) = \frac{C_i(l_j)}{T_i}, \quad l_j = \{0, 1, 2, \ldots, \chi_i - 1\}.$$  

The total utilization of low-criticality task set in the initial mode (i.e., all high-criticality tasks stay at criticality level 0) is defined as $u_L(0) = \sum_{\tau_i \in \gamma} u_i(0)$. According to Definition 3, the degraded utilization of low-criticality tasks on mode-switch $M^j_l$ can be defined as $u_L(M^j_l) = \sum_{\tau_i \in \gamma} z_i(M^j_l) \cdot u_i(0)$.

In this paper, we assume that the condition of $z_i(M^j_l) \leq \chi_i$ should hold to accommodate the resource overbooking of mode-switch $M^j_l$. Correspondingly, the system utilization reduction $\Delta u_L(M^j_l)$ of low-criticality tasks on mode-switch $M^j_l$ can be computed as $u_L(M^j_l) - u_L(\hat{M}^j_l)$. Since $z_i(M^j_l) \leq \chi_i$, we have $\Delta u_L(M^j_l) \leq 0$.

**Remark 1:** Note that, in FMC-MST, $\Delta u_L(M^j_l)$ is off-line determined to guarantee a schedulable MC system (see Section III-C). In general, we do not need to specify the settings of $z_i(M^j_l)$ during off-line stage. Any on-line strategy on tuning $z_i(M^j_l)$ can be applied as long as it can achieve the required utilization reduction $\Delta u_L(M^j_l)$.

### B. EDF-VD Scheduling With Nonuniform Virtual Deadlines

In this paper, we study the schedulability for FMC-MST tasks model under EDF-VD scheduling. The main idea of EDF-VD is to use reduced virtual deadlines to obtain extra slack time for jobs and further decrease the workload of high-criticality tasks after mode-switch.

In EDF-VD [3], the virtual deadlines are uniformly scaled by a single deadline scaling factor $x$ and can be defined uniformly by $d^*_j = x \cdot d_j$. In FMC-MST, we allow non-uniform deadline scaling factor $x^*_j$, where $x^*_j \in (0, 1)$ is a task and criticality level dependent scaling parameter, to nonuniformly set the virtual deadline as $d^*_j(l_j) = x^*_j \cdot d_j$.

**C. Execution Semantics**

The execution semantics of a high-criticality task is illustrated in Fig. 1. Compared to the classic MC execution model, FMC-MST model allows independent mode-switches for high-criticality tasks and dynamic service tuning for low-criticality tasks. As shown in Fig. 1, the system initially operates at level 0 (i.e., ①). An overrun of a high-criticality task only triggers itself to shift its criticality level (i.e., ②) and degrades low-criticality service to accommodate this overruns (i.e., ③). A sequence of overruns trigger the system to proceed through multiple criticality levels one by one independently (i.e., ② and ③) until the condition for transiting back is satisfied (i.e., ④). The execution semantics can be summarized as follows.

① **Initial Mode:** All tasks in $\gamma$ start in level 0 (i.e., $\forall \tau_i, l_i = 0$). As long as no high-criticality task violates its $C_i(0)$, the system remains in level 0. All tasks are scheduled with $C_i(0)$.

② **Transition:** When one job of a high-criticality task $\tau_j$ that is being executed in level $l_j - 1$ overruns its $C_i(l_j - 1)$ without signaling completion, $\tau_j$ only triggers itself to switch into level $l_j$ and update virtual deadline as $d^*_j(l_j)$. However, all other high-criticality tasks still stay in the same criticality level as before.

③ **Updates:** To balance the additional resource demand caused by mode-switch $M^j_l$, a new service level $z_i(M^j_l)$ is determined and updated to provide degraded service for low-criticality tasks $\tau_i$. At this updating instant, if any low-criticality jobs have completed more than $z_i(M^j_l) \cdot C_i(0)$ time units of execution, those jobs will be suspended immediately and wait for the budget to be renewed in the next period. Otherwise, low-criticality jobs can continue to use the remaining time budget for their execution.

④ **Return to Low-Criticality Mode:** When the system detects an idle interval [6], the system transits back to the low-criticality mode.
D. Illustrative Example

Now, we give an example to illustrate the related concepts and execution semantics of FMC-MST. Table II gives three tasks, one low-criticality task \((\chi_1 = 1)\) and two high-criticality tasks \((\chi_2 = 3 \text{ and } \chi_3 = 3)\). For high-criticality tasks, each criticality level \(l_j \,(j = 2, 3)\) associates with one virtual deadline \(d^*_j(l_j)\), where \(l_j \in \{0, 1, 2\}\). Table III gives the required utilization degradation \(\Delta u_L(M_{lj}^j)\) for each mode switch to guarantee a schedulable MC system.\(^2\) Fig. 2 depicts the scheduling of MC tasks under execution semantics of FMC-MST, where the symbol \(V\) is used to indicate mode-switch occurrence point. In Fig. 2, the jobs are operated under the following rules:

1) Low-criticality task is scheduled with their real deadlines. In Fig. 2, \(\tau_1\) is scheduled with \(d_1 = 6\).

2) At each mode switch point \(V\), operation \(\text{②}\) is triggered to update the virtual deadline while operation \(\text{③}\) is triggered to update the execution budget. Now we take the first mode switch as example for illustration. At \(t = 1\), \(M_1^3\) occurs. \(\tau_3\) switches its criticality level from \(l_3 = 0\) to \(l_3 = 1\) with extending virtual deadline as \(d^*_3(1) = 8\), while \(\tau_2\) stay in the same criticality level as before (i.e., \(\text{②}\)). This deadline extension (i.e., \(d^*_3(1) = 8\)) simultaneously results in the pre-emption of \(\tau_1\) at \(t = 1\). The execution budgets of low-criticality task \(\tau_1\) are decreased from \(3\) to \(2.5\) to achieve the required \(\Delta u_L(M_{lj}^1)\). \(\tau_1\) completes its execution at time instant 3.5 due to using up the budget (i.e., \(\text{③}\)).

3) During a busy interval in which multiple overruns occur, the effects of the overruns on budget reduction are independent. For example, during \([0, 15]\), three mode switches \((M_1^3>M_1^1>M_2^1)\) occur sequentially. By Table III, the required budget reduction can be simply calculated as the sum of the one of these three mode switches,

\[\Delta u_L(M_{lj}^j) = -\frac{1}{3} - \frac{1}{3} = -\frac{1}{3}\]

\[\text{Budget Reduction} = -1 - 1 = -0.5\]

that is \(-2.5\). Therefore, \(\tau_1\) only has 0.5 time unit for execution.

III. Schedulability Analysis and Resource Optimization

Our FMC-MST model is a more generalized model that allows multiple less pessimistic criticality levels and nonuniform deadline scaling. In this section, we present a utilization-based schedulability analysis for FMC-MST scheduling algorithm. We first analyze online schedulability for a single mode switch \(M_{lj}^j\), by which the minimum low-criticality service degradation can be derived to accommodate the resource overbooking of a mode switch. In Section III-A, we provide a high-level overview for this online schedulability analysis and attempt to communicate the intuition behind the algorithm design by means of an example. We then provide a more comprehensive description in Section III-B to prove the correctness of Theorem 1. In Section III-C, we check whether a task set is schedulable by FMC-MST under arbitrary sequences of mode switches. In Section III-D, we develop an intermediate level insertion technology and attempt to solve the problem of how to determine intermediate levels for high-criticality tasks to minimize the penalties of low-criticality tasks without sacrificing MC schedulability. We finally prove some important properties of FMC-MST. Table IV shows the notation used throughout this paper.

A. Sufficient Schedulability Test on Transition Case \(M_{lj}^j\)

In this section, we provide a high-level overview of online schedulability analysis for one mode switch, and introduce the derived schedulability test condition in Theorem 1. With these conditions, we can adaptively determine how much of execution budget can be reserved for low-criticality tasks to handle each intermediate overrun while ensuring a schedulable

\[\Delta u_L = \text{utilization reduction of low-criticality tasks required to accommodate mode switch } M_{lj}^j\]

\[\gamma_{lj}^j = \text{mode-switched task set } \gamma_{lj}^j = \{\tau_j \in \gamma_H | l_j > 1\}\]

\[\gamma_{lj}^j = \text{non-mode-switched task set } \gamma_{lj}^j = \{\tau_j \in \gamma_H | l_j = 0\}\]

\[a_{lj}^j(d_{lj}^j) = \text{absolute release time (deadline) of the job of high-criticality } \tau_j \text{ that switches to } M_{lj}^j\]
system during run-time. Without loss of generality, we consider a general transition case \(M^j_l\) where high-criticality task \(\tau_j\) switches from level \(l_j - 1\) to \(l_j\), and assume the system is MC-schedulable on level \(l_j - 1\). To accommodate \(M^j_l\), the minimum required utilization reduction \(\Delta u_L(M^j_l)\) can be determined by

\[\Delta u_L(M^j_l) = \frac{u_j(l_j) - u_j(l_j - 1)}{x_j^l - 1} \leq 0\]  
\[\Delta u_L(M^j_l) = \frac{u_j(l_j) - u_j(l_j - 1) + p_j(l_j)}{1 - x_j^l} \leq 0\]  
\[\Delta u_L(M^j_l) \leq 0\]  
\[\frac{u_j(l_j)}{x_j^l} \leq u_j(\chi_j - 1)\]

where \(p_j(l_j)\) are constrained by

\[p_j(l_j) \leq 0\]
\[\sum_{j=1}^{n} p_j(l_j) = u_j(0) - \frac{u_j(0)}{x_j^0}\]

\[u_L(0) + \sum_{j \in \gamma} \frac{u_j(0)}{x_j^0} \leq 1\]
\[\frac{u_j(0)}{x_j^0} \leq u_j(\chi_j - 1)\]

Intuition: The intuition behind Theorem 1 is to maintain balanced system utilization during the transitions. The conditions can be explained as follows. Equation (7) ensures MC schedulability when the system stays in initial mode [3]. An event of over-run of high-criticality task normally results in an increase in virtual and overrun utilization due to resource overbooking. By analyzing the difference in virtual and overrun utilization, (1) and (2) serve as an efficient way to maintain the resource balance between the penalty of low-criticality tasks and the overruns of high-criticality tasks. Via (1) and (2), the minimum required utilization reduction \(\Delta u_L(M^j_l)\) can be determined to maintain the balanced system utilization, so as to secure the additional resources requested by a level-transiting task. According to [14], high-criticality task with \(u_j(l_j)/x_j^l \geq u_j(\chi_j - 1)\) will produce schedulability loss. Therefore, additional constraints (4), (8) are imposed to avoid the performance loss during transitions. In order to provide an intuition of how the proposed analysis works, we apply Theorem 1 on a simple task set and calculate the required utilization degradation for guaranteeing MC schedulability of a single mode switch.

Theorem 1: For mode-switch \(M^j_l\) with \(l_j \geq 1\), when high-criticality task \(\tau_j\) overruns its \(C_j(l_j - 1)\), the system is schedulable when the following conditions are satisfied:

\[\Delta u_L(M^j_l) = \frac{u_j(l_j) - u_j(l_j - 1)}{x_j^l - 1} \leq 0\]  
\[\Delta u_L(M^j_l) = \frac{u_j(l_j) - u_j(l_j - 1) + p_j(l_j)}{1 - x_j^l} \leq 0\]  
\[\Delta u_L(M^j_l) \leq 0\]  
\[\frac{u_j(l_j)}{x_j^l} \leq u_j(\chi_j - 1)\]

where \(p_j(l_j)\) are constrained by

\[p_j(l_j) \leq 0\]
\[\sum_{j=1}^{n} p_j(l_j) = u_j(0) - \frac{u_j(0)}{x_j^0}\]

with the initial utilization condition on criticality level 0

\[u_L(0) + \sum_{j \in \gamma} \frac{u_j(0)}{x_j^0} \leq 1\]
\[\frac{u_j(0)}{x_j^0} \leq u_j(\chi_j - 1)\]

\[\Delta u_L(M^j_l) = \frac{u_j(l_j) - u_j(l_j - 1)}{x_j^l - 1} \leq 0\]  
\[\Delta u_L(M^j_l) = \frac{u_j(l_j) - u_j(l_j - 1) + p_j(l_j)}{1 - x_j^l} \leq 0\]  
\[\Delta u_L(M^j_l) \leq 0\]  
\[\frac{u_j(l_j)}{x_j^l} \leq u_j(\chi_j - 1)\]

Intuition: The intuition behind Theorem 1 is to maintain balanced system utilization during the transitions. The conditions can be explained as follows. Equation (7) ensures MC schedulability when the system stays in initial mode [3]. An event of over-run of high-criticality task normally results in an increase in virtual and overrun utilization due to resource overbooking. By analyzing the difference in virtual and overrun utilization, (1) and (2) serve as an efficient way to maintain the resource balance between the penalty of low-criticality tasks and the overruns of high-criticality tasks. Via (1) and (2), the minimum required utilization reduction \(\Delta u_L(M^j_l)\) can be determined to maintain the balanced system utilization, so as to secure the additional resources requested by a level-transiting task. According to [14], high-criticality task with \(u_j(l_j)/x_j^l \geq u_j(\chi_j - 1)\) will produce schedulability loss. Therefore, additional constraints (4), (8) are imposed to avoid the performance loss during transitions. In order to provide an intuition of how the proposed analysis works, we apply Theorem 1 on a simple task set and calculate the required utilization degradation for guaranteeing MC schedulability of a single mode switch.

Example 1: Consider a task set in Table II. Feasible settings\(^3\) on \(p_j(l_j)\) and \(x_j^l\) are listed in Table V, so that conditions (4)–(8) are satisfied. In the following, we take the mode switch \(M^j_1\) as an example to illustrate the derivation process of the required utilization degradation \(\Delta u_L(M^j_1)\). According to (1)–(3) in Theorem 1, utilization degradation \(\Delta u_L(M^j_1)\) should satisfy the following conditions to accommodate a feasible mode switch \(M^j_2\):

\[\Delta u_L(M^j_2) \leq \min\left(\frac{u_2(1) - u_2(0) + p_2(1)}{1 - \frac{u_2(0)}{x_2^0}}, \frac{u_2(1) - u_2(0)}{1 - \frac{u_2(0)}{x_2^0}}\right)\]

\[= - \frac{1}{2}\]

The similar derivation can be operated to obtain utilization degradation for other mode switches, as presented in Table III.

B. Proof of the Correctness

We now prove the correctness of the schedulability test condition presented in Theorem 1. The proof process involves three steps. We first determine the initial conditions to ensure the schedulability of tasks in initial mode (7) and to satisfy the necessary boundary constraints (3), (4), and (8). In the second step, we prove the correctness of the sufficient condition [i.e., (1)] to ensure MC schedulability after mode switch \(M^j_1\). In the third step, we propose a sufficient schedulability condition [i.e., (2)] to maintain balanced overrun utilization as the system undergoes mode transition \(M^j_1\).

1) Initial Conditions: The basic assumption \(z_l(M^j_l) \leq z_l(M^j_l)\) implies (3). According to [3], we can use (7) to ensure MC schedulability of in level 0. Equations (4) and (8) restrict resource utilization to levels less than those achieved in the most pessimistic level (i.e., level \(\chi_j - 1\)). Otherwise, tasks can directly execute in level \(\chi_j - 1\) for efficient resource use [14].

2) Virtual Utilization Balance Equation: We now show how to ensure MC schedulability after mode switch \(M^j_1\) occurs. This is achieved via virtual utilization balance analysis before and after mode switch \(M^j_1\). By replacing the period as virtual deadline, virtual utilization of each high-criticality task \(\tau_j\) on level \(l_j\) is computed as \(u_j(l_j)/x_j^l\). \(u_j^e(M^j_1)\) and \(u_j^e(M^j_2)\) denote the virtual utilization of task set \(\gamma\) before and after mode switch \(M^j_1\), respectively. To ensure the correctness of system

\[\text{TABLE V}
\begin{tabular}{|c|c|c|c|c|c|}
\hline
Mode Switch & \(M^j_1\) & \(M^j_2\) & \(M^j_3\) & \(M^j_4\) & \(M^j_5\) \\
\hline
\hline
\end{tabular}
\]

\(^3\)Feasible settings can be off-line determined by formulated CSP problem presented in Section III-C.
behaviors after mode switch $M_j^\delta$, system virtual utilization $u_j^\gamma(M_j^\delta)$ must meet the following condition:

$$u_j^\gamma(M_j^\delta) = u_L(M_j^\delta) + \sum_{\tau_j \in \gamma_j} \frac{u_j(l_j)}{x_j} \leq 1.$$  

(9)

After mode switch $M_j^\delta$, high-criticality task $\tau_j$ overruns $C_j(l_j - 1)$ and shifts from level $l_j - 1$ to level $l_j$. With the exception of high-criticality task $\tau_j$, all other high-criticality tasks remain at their respective criticality levels without changing the utilization. Therefore, an increase in the virtual utilization of high-criticality tasks can be determined as $u_L(M_j^\delta)$ to $u_L(M_j^\delta)$ due to resource overbooking of overruns. Therefore, the difference in system virtual utilization can be formulated as

$$u_j^\gamma(M_j^\delta) - u_j^\gamma(M_j^\delta) = u_L(M_j^\delta) - u_L(M_j^\delta) + \frac{u_j(l_j)}{x_j} - \frac{u_j(l_j - 1)}{x_j}. \quad \text{Utilization Reduction}$$

$$\Delta u_L = \sum_{\tau_j \in \gamma_j} \frac{u_j(l_j)}{x_j} - \frac{u_j(l_j - 1)}{x_j}. \quad \text{(10)}$$

As the system is schedulable before mode switch $M_j^\delta$, we have $u_j^\gamma(M_j^\delta) \leq u_j^\gamma(M_j^\delta) \leq 1$. Hence, we find that (1) ensures the correctness of $u_j^\gamma(M_j^\delta)$ to $u_j^\gamma(M_j^\delta)$ to guarantee MC schedulability after the mode-switch.

3) Overrun Utilization Balance Equation: As the third step, we prove that the condition presented in (2) is sufficient to ensure the MC schedulability during the transition phase. We adopt the similar proof strategy based on [4] and [9] and prove it by contradiction. Suppose that there is a time interval $[0, \tau_f]$ such that the system undergoes mode switch $M_j^\delta$ and the first deadline miss occurs at $\tau_f$. Let $J$ denote the minimal set$^4$ of jobs released from task set $\gamma$ for which a deadline is missed. $\eta_j^\gamma(t_1, t_2)$ denotes cumulative execution time of task $\tau_j$ when the system undergoes the mode-switch $M_j^\delta$ during the interval $(t_1, t_2)$. $N_j^\gamma$ denotes the sum of $\eta_j^\gamma(0, \tau_f)$ for all tasks in $\gamma$.

Since the first deadline miss occurs at $\tau_f$, we have $N_j^\gamma > \tau_f$. In the following, we will show the upper bound of $N_j^\gamma$ is less than $\tau_f$, which leads to a contradiction.

To calculate the upper bound of $N_j^\gamma$, we start the proof by introducing auxiliary lemmas to analyze the upper bound of cumulative execution time for high-criticality tasks (i.e., Lemmas 1 and 2) and low-criticality tasks (i.e., Lemma 3).

High Criticality Tasks: Since the mode switches are independent, high-criticality tasks can be divided into mode-switched task set $\gamma_H^\delta$ and nonmode-switched task set $\gamma_H^\delta$. Now, we derive upper bounds of the cumulative execution time for both types of high-criticality tasks.

Lemma 1: For high-criticality task $\tau_j$ of task set $\gamma_H^\delta$, the cumulative execution time $\eta_j^\delta(0, \tau_f)$ can be bounded by

$$a_j^1 \frac{u_j(0)}{x_j} + (a_j^1 - a_j^0) u_j(1) + \sum_{r_j = 2}^{l_j} (a_j^0 - a_j^{r_j}) \Delta u_j(r_j) \quad \text{(11)}$$

where $\Delta u_j(r_j) = u_j(r_j) - u_j(r_j - 1)$.

Proof: Recall that $a_j^0$ is the absolute release time of the job executed on level $r_j$. High-criticality task $\tau_j$ progresses through $l_j$ levels. Therefore, the analysis duration can be divided into $l_j + 1$ time segments, as shown in Fig. 3. During time segment $[a_j^0, a_j^{r_j}+1]$, the execution requirement per job is bounded by $c_j(r_j)$. For ease of presentation, we use $a_j^{r_j+1} = \tau_f$. Considering $l_j$ time segments shown in Fig. 3, the cumulative execution time $\eta_j^\delta(0, \tau_f)$ can be bounded as

$$a_j^1 \frac{u_j(0)}{x_j} + \sum_{r_j = 1}^{l_j} (a_j^{r_j+1} - a_j^0) u_j(1) + \sum_{r_j = 2}^{l_j} (a_j^{r_j+1} - a_j^0) u_j(r_j). \quad \text{(12)}$$

Substituting the marked item in (12) with (13), $\eta_j^\delta(0, \tau_f)$ can be reformulated as

$$\eta_j^\delta(0, \tau_f) = \sum_{k=2}^{l_j} u_j(1) + \sum_{r_j = 2}^{l_j} (a_j^{r_j+1} - a_j^0) u_j(k) - u_j(k-1)) \quad \text{(13)}$$

Therefore, $\eta_j^\delta(0, \tau_f)$ can be bounded as (11) by replacing $a_j^{r_j+1}$ and $k$ with $\tau_f$ and $r_j$, respectively.
Fig. 3. Time segments.

**Lemma 2 (From [9]):** High-criticality task $\tau_j$ in task set $\gamma_H^L$ has
\[
\eta_j^0(0, t_f) \leq \frac{t_f}{\chi_j} u_j(0). \tag{15}
\]

**Low Criticality Tasks:** We now derive an upper bound on the cumulative execution time $\eta_j^0(0, t_f)$ for low-criticality tasks using a proof strategy similar to that used in [9].

**Lemma 3:** For low-criticality task $\tau_i$, the cumulative execution time $\eta_i^j(0, t_f)$ can be upper bounded by
\[
t_f \cdot u_i(0) + \sum_{j \in \gamma_i} \psi_i^j \tag{16}
\]
with difference term $\psi_i^j = (t_f - a_i^j)(1 - x_i^{-1}) \Delta u_i(M_j^f)$.

**Proof:** We will only sketch the proof here as it is similar to the proof in [9]. The detailed proof is presented in Appendix A in the supplementary material. Following the proof strategy in [9], we analyze the difference of the cumulative execution time before and after mode-switch $M_j^f$ and prove that the difference can be uniformly upper bounded by difference term $\psi_i^j$. By visiting all mode switches $M_j^f$, the upper bound of $\eta_i^j(0, t_f)$ can be obtained.

**Total Cumulative Requirements:** Now, we sum the cumulative requirements over all tasks as given in (17) and prove the sufficient condition (2). The complete derivation of $N^L_j$ is given in Appendix B in the supplementary material.

\[
N^L_j = \sum_{\tau_j \in \gamma^L} \eta_j^0(0, t_f) + \sum_{\tau_j \in \gamma^H} \eta_j^0(0, t_f) + \sum_{\tau_j \in \gamma^H} \eta_j^0(0, t_f)
\]
\[
\leq t_f + \sum_{\tau_j \in \gamma^H} (t_f - a_j^0) \left( \frac{1 - x_j^{-1}}{\Delta u_j(M_j^f)} + \Delta u_j(1) + u_j(0) - \frac{u_j(0)}{\chi_j} \right) \tag{17}
\]
\[
+ \sum_{\tau_j \in \gamma^H} \sum_{r=2}^l (t_f - a_j^r) \left( (1 - x_j^{-1}) \Delta u_j(M_j^r) + \Delta u_j(r) \right) \tag{18}
\]
\[
= t_f + \sum_{\tau_j \in \gamma^H} (t_f - a_j^0) \left( (1 - x_j^{-1}) \Delta u_j(M_j^f) + \Delta u_j(1) + \chi_j^{-1} \sum_{j=1}^{l_j} p_j(l_j) \right) \tag{19}
\]
\[
+ \sum_{\tau_j \in \gamma^H} \sum_{r=2}^l (t_f - a_j^r) \left( (1 - x_j^{-1}) \Delta u_j(M_j^r) + \Delta u_j(r) \right) \tag{20}
\]

Since $a_j^1 \leq a_j^2 \leq \cdots \leq a_j^l < t_f$ and $p_j(r) \leq 0$
\[
\leq t_f + \sum_{\tau_j \in \gamma^H} \sum_{r=1}^l (t_f - a_j^r) \left( (1 - x_j^{-1}) \Delta u_j(M_j^r) + \Delta u_j(r) + p_j(r) \right). \tag{21}
\]

The assumed deadline miss implies $N^L_j > t_f$. That is,
\[
\sum_{\tau_j \in \gamma^H} \sum_{r=1}^l (t_f - a_j^r) \left( (1 - x_j^{-1}) \Delta u_j(M_j^r) + \Delta u_j(r) + p_j(r) \right) > 0. \tag{22}
\]

Taking the contrapositive, we have
\[
\sum_{\tau_j \in \gamma^H} \sum_{r=1}^l (t_f - a_j^r) \left( (1 - x_j^{-1}) \Delta u_j(M_j^r) + \Delta u_j(r) + p_j(r) \right) \leq 0. \tag{23}
\]

Since $t_f - a_j^r > 0$, it is sufficient to ensure the system schedulability of task set $\gamma$ by guaranteeing (2) holds for each mode switch $M_j^r$. In (18), the constraints imposed on each mode switch $M_j^r$ are consistent to each other. Based on this property, the constraints imposed on current mode switch $M_j^r$ imply the condition (2), guaranteeing MC schedulability during the transition phase.

**C. Feasibility of Algorithm**

Theorem 1 gives an online schedulability test condition only for a single transition. It is yet unclear how to off-line determine whether a task set is schedulable by FMC-MST under arbitrary sequences of mode switches. In this section, we present the off-line schedulability test conditions for a task set with specified criticality levels. To guarantee schedulability, we must ensure that FMC-MST can successfully schedule the task set under any execution scenario during run-time. Therefore, to show that the task set is MC-schedulable, we need to satisfy the following two conditions.

**Condition A:** We need to guarantee the feasibility of each mode-switch. Therefore, constraints (1)–(8) for each mode-switch must be satisfied.

**Condition B:** We must ensure the system-wide feasibility. As shown in Theorem 1, each overrun will result in a decreased low-criticality utilization. For low-criticality tasks, we must show remaining low-criticality utilization should not fall below a level of 0 under the worst-case overrun scenario, that is each high-criticality task $\tau_j$ reaches criticality level $x_j - 1$. Therefore, we require
\[
\sum_{\tau_j \in \gamma^H} \sum_{r=1}^l \Delta u_j(M_j^r) + u_j(0) \geq 0. \tag{24}
\]
For condition A, constraints (1)–(5) must be subjected to all mode switches with \( \forall \tau_j \in \gamma_H \) and \( l_j = 1, \ldots, \chi_j - 1 \), while constraint (6) should be subjected to all high tasks with \( \forall \tau_j \in \gamma_H \). By combining all of these conditions, we can formulate the offline schedulability problem as a constraint satisfaction problem (CSP). Any insertion solution of intermediate levels whose states satisfy a number of constraints in the derived CSP problem can guarantee a feasible scheduling system. We use the following example to illustrate how to evaluate the schedulability of the given insertion solution.

**Example 2:** Consider the example task set with the dedicated insertion solution given in Table II and the settings listed in Table V. We have already demonstrated condition A is satisfied, as illustrated in Example 1. For condition B, we know it is also satisfied by simply checking

\[
\sum_{\tau_j \in \gamma_H} \sum_{l_j = 1}^{2} \Delta u_L(M_j^{l_j}) + u_L(0) = -1 - \frac{1}{6} - \frac{1}{12} - \frac{1}{12} + \frac{3}{6} = 0.
\]

Therefore, the example task set in Table II is MC-schedulable.

### D. Resource Optimization

Above, we prove a metric for evaluating the schedulability of an MC task set with specified level-insertion configurations. However, for an MC task set with two bounded criticality levels [i.e., \( C_j(0) \) and \( C_j(\chi_j - 1) \) are known], how to specify a reasonable level-insertion configuration for each high-criticality task is still not known yet. In this section, we will study the off-line resource optimization problem (ROP) with the aim of finding the resource-efficient level-insertion configuration for the FMC-MST task system within MC timing constraints.

In general, the probability that the execution time of high-criticality task reaches its most pessimistic WCET estimation is quite low. However, in EDF-VD scheduling, high-criticality tasks always transit from low-criticality level to the most pessimistic level once an overrun occurs. To avoid unnecessary resource over-booking, we can insert several intermediate levels to handle the less pessimistic overruns. The intermediate level to take depends on the real execution time of high-criticality tasks. In this paper, we use the distribution of the execution time of high-criticality task \( \tau_j \) to compute the probability of overruns. The cumulative distribution function \( F_j(t) \) is used to model the diversity of execution time of high-criticality task \( \tau_j \) during run-time. Hence, the probability of the overrun \( M_j^{l_j} \) that the execution time of high-criticality task \( \tau_j \) falls in \( [c_j(l_j), c_j(l_j + 1)] \) can be represented as

\[
F_j(c_j(l_j + 1)) - F_j(c_j(l_j)).
\]

When high-criticality task reaches criticality level \( l_j \), the utilization of low-criticality tasks require to decrease \( - \sum_{l_j = 0}^{l_j} \Delta u_L(M_j^{l_j}) \). In the off-line stage, we introduce a QoS function (20) with the aim to minimize the average low-criticality utilization decrease. Based on this objective and the aforementioned constraints, the ROP is formulated as:

\[
\text{ROP: min } \sum_{\tau_j \in \gamma_H} \sum_{l_j = 1}^{\chi_j - 1} (F_j(c_j(l_j + 1)) - F_j(c_j(l_j))) + \sum_{\tau_j \in \gamma_H} \Delta u_L(M_j^{l_j}) \text{ s.t. }
\]

\[
\begin{align*}
\text{Condition A: } & \text{ Equation (1) – (8)} \\
\text{Condition B: } & \text{ Equation (19).}
\end{align*}
\]

The objective function shown above is subjected to the constraints listed in the CSP formulation (conditions A and B). Given an MC task set where two bounded execution times \( [C_j(0), C_j(\chi_j - 1)] \) are specified for each high-criticality task, the resource optimization formulation can automatically generate a feasible level-insertion configuration with intermediate execution time \( c_j(l_j) \) and deadline scaling factor \( x_j \) for each high-criticality task.

**Complexity:** Due to nonlinear items in the constraints, the ROP (20) is a nonlinear optimization problem (NLP). For a task set with \( M \) high-criticality tasks and \( L \) criticality levels, then NLP problem has \( 4M(L - 1) + M + 2 \) constraints and \( 4M(L - 2) + 3 \) real variables. Hence, the number of variables and constraints is polynomially bounded to the size of the input problem, and it can be solved by a polynomial-time heuristic [11].

**Properties:** We now provide important properties to show the efficiency of FMC-MST.

**Property 1:** Criticality level insertions operated by ROP do not degrade the schedulability of FMC-MST.

**Proof:** We consider a general case that a task set is MC-schedulable by FMC-MST with \( L \) criticality levels. ROP formulation generates level-insertion configuration \([\Delta u_L(M_j^{l_j}), u_l(l_j), x_j, p_j(l_j)]\) for each criticality level \( l_j \) of high-criticality task \( \tau_j \). In general, without changing the previous configurations of \( L \) levels, one can insert \( L + 1 \)th level with the following configuration:

\[
\Delta u_L(M_j^{l_j + 1}) = 0, u_l(l_j + 1) = u_l(l_j), x_j^{l_j + 1} = x_j^l, p_j(l_j + 1) = 0.
\]

The new configuration still satisfies the CSP. Therefore, the task set is still MC-schedulable.

**Property 2:** FMC-MST with two criticality levels dominates EDF-AD-E [14] in terms of MC-schedulability.

**Proof:** For FMC-MST with two criticality levels (i.e., \( \chi_j = 2 \)), \( u_l(0) \) and \( u_l(1) \) are equivalent to low-criticality and high-criticality utilization in EDF-AD-E, respectively. For task set \( \gamma \), the high-criticality task set \( \gamma_H \) can be divided into high-mode-preferred task set \( \gamma^F_H = \{ \tau_j \in \gamma_H | u_l(l_j) \geq u_l(0) \} \) and non-HI-mode-preferred task set \( \gamma_H - \gamma^F_H \), respectively. Assume task set \( \gamma \) is MC-schedulable by EDF-AD-E [14]. Therefore, the following conditions must be satisfied to ensure
MC schedulability according to [14]
\[ u_L(0) + \min_{x \in [u_H(1) - x]} \left( \frac{u_L(0) - u_L(1)}{x} \right) \leq 1 \]  
\[ x \cdot u_L(0) + u_H(1) \leq 1. \]  

In general, we can always find a lower-bound factor \( \hat{x} \) that satisfies \( u_L(0) + \min_{x \in [u_H(1) - \hat{x}]} \left( \frac{u_L(0) - u_L(1)}{\hat{x}} \right) \leq 1 \) and (23).

To achieve equivalent behavior, we assign \( u_0 = (u_L(0)/u_H(1)) \) for HI-mode-preferred tasks and \( \hat{x} \) for non-HI-mode-preferred tasks when applying FMC-MST. By this equivalence transformation, we can make the following observations for the CSP formulation.

1) Equations (7) and (22) are equivalent.
2) \( \Delta u_L(M_j^0) = 0 \) holds for HI-mode-preferred tasks.
3) For non-HI-mode-preferred tasks, the constraints (1)-(6) can be equivalently merged as (2). Based on above observations, by (2) and (19), one can derive (23) and guarantee a feasible CSP problem for FMC-MST

\[ u_L(0) \leq \sum_{\gamma \in \gamma_L} \Delta u_L(M_j^0) \leq \sum_{\gamma \in \gamma_L} \frac{\left( u_L(0) - u_L(1) \right)}{1 - \hat{x}} \]

\[ \Rightarrow u_L(0) \leq x \cdot u_L(0) + u_H(1) \leq u_L(0) + \sum_{\gamma \in \gamma_L} \frac{u_L(0)}{\hat{x}} \]

\[ \Rightarrow \hat{x} \cdot u_L(0) + u_H(1) \leq u_L(0) + \min_{\gamma \in \gamma_L} \left( \frac{u_L(0)}{\hat{x}} \right). \]

From the definition of \( \gamma_L^0 \) and \( \gamma_L - \gamma_L^0 \)

\[ \Rightarrow \hat{x} \cdot u_L(0) + u_H(1) \leq u_L(0) + \sum_{\gamma \in \gamma_L} \frac{u_L(0)}{\hat{x}} u_L(1). \]

From the definition of \( \hat{x} \)

\[ \Rightarrow \hat{x} \cdot u_L(0) + u_H(1) \leq 1. \]

Therefore, we can conclude when any task set \( \gamma \) is MC-schedulable by EDF-AD-E [14], it is also MC-schedulable by FMC-MST with two criticality levels.


Proof: This can be directly proved by Properties 1 and 2.

IV. EVALUATION

A. Experiment Setup

In this section, we conduct the simulation experiments to evaluate the effectiveness of FMC-MST by an extensive comparison to state-of-the-art approaches: EDF-AD-E [14], FMC [9], IMC [15], EDF-VD [3]. Our experiments were conducted based on randomly generated MC task systems. We adopt the same workload generation algorithm as that used in [3], [8], and [10] to randomly generate task sets with two criticality levels. In FMC-MCL, two criticality levels act as the lowest and highest criticality levels (i.e., \( l_j = 0 \) and \( l_j = \chi_j - 1 \)). The resource optimization approach presented in Section III-D will automatically insert the intermediate levels between these two levels. For ease of presentation, we denote these two criticality levels as LO and HI levels during the generation process. In particular, the various parameters of each task are generated in the following ways.

1) For each task \( \tau_i \), low-criticality utilization \( u_{LO}^i \) is a real number drawn at random from [0.05, 0.15].
2) \( R_i \) denotes the ratio of \( u_{HI}^i / u_{LO}^i \) for every high-criticality task, which is a real number drawn uniformly at random from [1, 5].
3) Task period \( T_i \) of each task is an integer drawn uniformly at random from [100, 1000].
4) \( p_{CRI} \) denotes the probability that a task \( \tau_i \) is a high-criticality task, and we set it as 0.5. When \( \tau_i \) is a low-criticality task, then set \( C_{LO}^i = \left( u_{LO}^i \cdot T_i \right) \). Otherwise, set \( C_{LO}^i = \left( u_{HI}^i \cdot T_i \right) \) and \( C_{HI}^i = \left( u_{LO}^i \cdot R_i \cdot T_i \right) \). One task is generated at a time until \( u_B - 0.05 \leq \max \{ u_{LO}^i + u_{HI}^i \} \leq u_B \).

As stated in Remark 1, FMC-MST provides a generalized degradation strategy. For the evaluation, we adopt dropping-off strategy where low-criticality tasks are partly dropped by assigning \( z_i(M_j^0) = 0 \) for dropped tasks. We quantitatively compare FMC-MST with above state-of-the-art approaches in terms of offline schedulability and online performance. Following [9] and [10], online low-criticality performance is measured by the percentage of finished LC jobs (PFJ). PFJ defines the ratio of the number of finished jobs of LO-critical tasks over the total number of jobs released in a given time interval. During the simulation, the execution distribution in [16], which is a straight line on \( C_i(0), C_i(\chi_i - 1) \) with probabilities given on a log scale, is used to generate the overrun execution time for jobs of high-criticality tasks. The system takes the intermediate level according to the actual execution time. To ensure fair comparisons, we generate a job trace for each generated task set in off-line and use this unified job trace to obtain the PFJ for all compared schemes during run-time.

B. Results

We first demonstrate the effectiveness of FMC-MST compared with state-of-the-art approaches: FMC [9], EDF-AD-E [14], IMC [15], and EDF-VD [3], in which high-criticality tasks always directly enter the most pessimistic execution mode once overrun occurs. We vary utilization bounds \( u_B \) from 0.7 to 0.95 with step size of 0.05, to evaluate offline schedulability and online performance. For FMC-MST, each high-criticality task is inserted with three intermediate levels. Each data-point was obtained by randomly generating 1000 task sets. Fig. 4 shows the acceptance ratio and average PFJ for the compared approaches. The left-axis shows PFJ value achieved for low-criticality tasks represented by the bar.
graphs, and the right-axis shows acceptance ratios represented by line graphs.

As shown in Fig. 4, FMC-MST can provide more low-criticality service without sacrifice in the MC schedulability. We can observe the following trends.

1) FMC-MST outperforms all the compared approaches in terms of support for low-criticality execution. This is expected because one-shot transition scheme-based approaches always switch to the level with applying the most pessimistic design parameters. In contrast, FMC-MST can capture the varying execution behavior of high-criticality tasks and can penalize low-criticality tasks more precisely according to the overrun demands of high-criticality tasks.

2) FMC-MST dominates all the EDF-VD-based scheduling algorithms with one-shot transition scheme. This schedulability performance gain is attributed to the fact that FMC-MST provides a generalized MC model where a nonuniform deadline scaling is a relaxation of EDF-VD-based schedulings [9], [14] and might cause more task sets to be deemed schedulable.

Next, we will show how the number of intermediate levels $L$ will impact the effectiveness of FMC-MST. In this experiment, varying $L$ from 2 to 11, we conduct the simulation on random MC task sets with $\mu_B = 0.85$. Fig. 5 shows online low-criticality performance under different settings on $L$. As shown in Fig. 5, the average PFJ increases with the number of insertion levels $L$. The reason for this trend is that the more insertion levels generally imply more opportunities for handling the less pessimistic overruns during run-time, which can avoid overbooking unnecessary resources.

We finally evaluate the computation time for deriving automatic intermediate level insertion by solving the formulated optimization problem presented in Section III. According to the parameters of task sets presented above, we can automatically generate an optimization problem and use the APMonitor optimization suite [2] to solve it. For all task sets tested above, the selected optimization tool can generate results within 8.5 s. The results show that the formulated optimization problem can be solved efficiently.

V. CONCLUSION

We present a generalized FMC model that enables independent multiple-shot transitions for high-criticality tasks. A run-time schedulability test condition is successfully derived, which serves as a basis principle to find an optimal service degradation strategy for low-criticality tasks. We develop a resource optimization formulation to maximize the run-time low-criticality service quality without sacrificing MC schedulability. Experimental results illustrate the efficiency of the proposed approach.
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