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Torsten Söderström, Petre Stoica
Printing errors in System Identification

1. p 12, eq. (2.7) should read

\[ \hat{h}(k) = \frac{1}{N} \sum_{t=k+1}^{N} y(t)u(t-k) \]
\[ \frac{1}{N} \sum_{t=1}^{N} u^2(t) \]

2. p 113, line 9-. should read ‘even if \( u(t) \) is not’.

3. p 248. In (C7.6.4) change ‘=’ to ‘\{ =’.
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To reach its twofold goal of being both a basic and an advanced text on system identification, which addresses both the student and the researcher, the book is organized as follows. The chapters contain a main text that should fit the needs for graduate and advanced undergraduate courses. For most of the chapters some additional (often more detailed or more advanced) results are presented in extra sections called complements. In a short or undergraduate course many of the complements may be skipped. In other courses, such material can be included at the instructor’s choice to provide a more profound treatment of specific methods or algorithmic aspects of implementation. Throughout the book, the important general results are included in solid boxes. In a few places, intermediate results that are essential to later developments, are included in dashed boxes. More complicated derivations or calculations are placed in chapter appendices that follow immediately the chapter text. Several general background results from linear algebra, matrix theory, probability theory and statistics are collected in the general appendices A and B at the end of the book. All chapters, except the first one, include problems to be dealt with as exercises for the reader. Some problems are illustrations of the results derived in the chapter and are rather simple, while others are aimed to give new results and insight and are often more complicated. The problem sections can thus provide appropriate homework exercises as well as challenges for more advanced readers. For each chapter, the simple problems are given before the more advanced ones. A separate solutions manual has been prepared which contains solutions to all the problems.
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Notations

\( \mathcal{D} \) : set of parameter vectors describing models with stable predictors
\( \mathcal{D}_T(\mathcal{F}, \mathcal{M}) \) : set of models, \( \mathcal{M} \) describing the true system, \( \mathcal{F} \)
\( E \) : expectation operator
\( e(t) \) : white noise (a sequence of independent random variables)
\( F(q^{-1}) \) : data prefilter
\( G(q^{-1}) \) : transfer function operator
\( \hat{G}(q^{-1}) \) : estimated transfer function operator
\( H(q^{-1}) \) : noise shaping filter
\( \hat{H}(q^{-1}) \) : estimated noise shaping filter
\( \mathcal{F} \) : identification method
\( I \) : identity matrix
\( I_n \) : \((n|n)\) identity matrix
\( k_c(t) \) : reflection coefficient
\( \log \) : natural logarithm
\( \mathcal{M} \) : model set, model structure
\( \mathcal{M}(\theta) \) : model corresponding to the parameter vector \( \theta \)
\( (m|n) \) : matrix dimension is \( m \) by \( n \)
\( \mathcal{N} \) : null space of a matrix
\( \mathcal{N}(m, P) \) : normal (Gaussian) distribution of mean value \( m \) and covariance matrix \( P \)
\( N \) : number of data points
\( n \) : model order
\( nu \) : number of inputs
\( ny \) : number of outputs
\( n_\theta \) : dimension of parameter vector
\( O_n \) : \((n|n)\) matrix with zero elements
\( O(x) \) : \( O(x)/x \) is bounded when \( x \to 0 \)
\( p(x|y) \) : probability density function of \( x \) given \( y \)
\( \mathcal{R} \) : range (space) of a matrix
\( \mathcal{R}^n \) : Euclidean space
\( \mathcal{F} \) : true system
\( A^T \) : transpose of the matrix \( A \)
\( \text{tr} \) : trace (of a matrix)
\( t \) : time variable (integer-valued for discrete time models)
\( u(t) \) : input signal (vector of dimension \( nu \))
\( V \) : loss function
\( \text{vec}(A) \) : a column vector formed by stacking the columns of the matrix \( A \) on top of each other
\( \mathcal{E} \) : experimental condition
\( y(t) \) : output signal (vector of dimension \( ny \))
\( \hat{y}(t|t-1) \) : optimal (one step) predictor
\( z(t) \) : vector of instrumental variables

xv
Glossary

\( \gamma(t) \) gain sequence
\( \delta_{s,t} \) Kronecker delta (= 1 if \( s = t \), else = 0)
\( \delta(\tau) \) Dirac function
\( \varepsilon(t, \theta) \) prediction error corresponding to the parameter vector \( \theta \)
\( \theta \) parameter vector
\( \hat{\theta} \) estimate of parameter vector
\( \theta_0 \) true value of parameter vector
\( \Lambda \) covariance matrix of innovations
\( \lambda^2 \) variance of white noise
\( \lambda \) forgetting factor
\( \sigma \) variance or standard deviation of white noise
\( \phi(\omega) \) spectral density
\( \phi_u(\omega) \) spectral density of the signal \( u(t) \)
\( \phi_{yu}(\omega) \) cross-spectral density between the signals \( y(t) \) and \( u(t) \)
\( \psi(t) \) vector formed by lagged input and output data
\( \Phi \) regressor matrix
\( \chi^2(n) \) \( \chi^2 \) distribution with \( n \) degrees of freedom
\( \psi(t) \) negative gradient of the prediction error \( \varepsilon(t, \theta) \) with respect to \( \theta \)
\( \omega \) angular frequency

Abbreviations

ABCE asymptotically best consistent estimator
adj adjoint (or adjugate) of a matrix, adj(\( A \)) = \( A^{-1} \)det\( A \)
AIC Akaike's information criterion
AR autoregressive
AR(\( n \)) AR of order \( n \)
ARIMA autoregressive integrated moving average
ARMA autoregressive moving average
ARMA(\( n_1, n_2 \)) ARMA where AR and MA parts have order \( n_1 \) and \( n_2 \), respectively
ARMAX autoregressive moving average with exogenous variables
ARX autoregressive with exogenous variables
BLUE best linear unbiased estimator
CARIMA controlled autoregressive integrated moving average
cov covariance matrix
dim dimension
deg degree
ELS extended least squares
FIR finite impulse response
FFT fast Fourier transform
FPE final prediction error
GLS generalized least squares
iid independent and identically distributed
IV instrumental variables
LDA Levinson–Durbin algorithm
LIP linear in the parameters
LMS least mean squares
LS least squares
MA moving average
MA(\( n \)) MA of order \( n \)
MAP maximum a posteriori
MFD  matrix fraction description
mgf  moment generating function
MIMO multi input, multi output
ML  maximum likelihood
mse mean square error
MVE minimum variance estimator
ODE ordinary differential equation
OEM output error method
pdf probability density function
pe  persistently exciting
PEM prediction error method
PI  parameter identifiability
PLR pseudolinear regression
PRBS pseudorandom binary sequence
RIV recursive instrumental variable
RLS recursive least squares
RPEM recursive prediction error method
SA  stochastic approximation
SI  system identifiability
SISO single input, single output
SVD singular value decomposition
var variance
w.p.1 with probability one
w.r.t with respect to
WWRA Whittle–Wiggins–Robinson algorithm
YW  Yule–Walker

Notational conventions

\[
H^{-1}(q^{-1}) = [H(q^{-1})]^{-1}
\]
\[
q^T(t) = [q(t)]^T
\]
\[
A^{-T} = [A^{-1}]^T
\]
\[
Q^{1/2} \quad \text{matrix square root of a positive definite matrix } Q: (Q^{1/2})^T Q^{1/2} = Q
\]
\[
Q^{T2} = [Q^{1/2}]^T
\]
\[
\|x\|_Q^2 \quad x^T Q x \text{ with } Q \text{ a symmetric positive definite weighting matrix}
\]
\[
\Delta \in \text{the difference matrix } (A - B) \text{ is nonnegative definite (here } A \text{ and } B \text{ are nonnegative definite matrices)}
\]
\[
A > B \quad \text{the difference matrix } (A - B) \text{ is positive definite}
\]
\[
\hat{a} \quad \text{defined as}
\]
\[
\sim \quad \text{assignment operator}
\]
\[
\otimes \quad \text{distributed as}
\]
\[
\oplus \quad \text{Kronecker product}
\]
\[
\oplus \quad \text{modulo 2 summation of binary variables}
\]
\[
\oplus \quad \text{direct sum of subspaces}
\]
\[
\Sigma \quad \text{modulo 2 summation of binary variables}
\]
\[
V' \quad \text{gradient of the loss function } V
\]
\[
V'' \quad \text{Hessian (matrix of second order derivatives) of the loss function } V
\]
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Chapter 1

INTRODUCTION

The need for modeling dynamic systems

System identification is the field of modeling dynamic systems from experimental data. A dynamic system can be conceptually described as in Figure 1.1. The system is driven by input variables $u(t)$ and disturbances $v(t)$. The user can control $u(t)$ but not $v(t)$. In some signal processing applications the inputs may be missing. The output signals are variables which provide useful information about the system. For a dynamic system the control action at time $t$ will influence the output at time instants $s > t$.

![Figure 1.1](image)

**Figure 1.1** A dynamic system with input $u(t)$, output $y(t)$ and disturbance $v(t)$, where $t$ denotes time.

The following examples of dynamic systems illustrate the need for mathematical models.

**Example 1.1 A stirred tank**

Consider the stirred tank shown in Figure 1.2, where two flows are mixed. The concentration in each of the flows can vary. The flows $F_1$ and $F_2$ can be controlled with valves. The signals $F_1(t)$ and $F_2(t)$ are the inputs to the system. The output flow $F(t)$ and the concentration $c(t)$ in the tank constitute the output variables. The input concentrations $c_1(t)$ and $c_2(t)$ cannot be controlled and are viewed as disturbances.

Suppose we want to design a regulator which acts on the flows $F_1(t)$ and $F_2(t)$ using the measurements of $F(t)$ and $c(t)$. The purpose of the regulator is to ensure that $F(t)$ or $c(t)$ remain as constant as possible even if the concentrations $c_1(t)$ and $c_2(t)$ vary considerably. For such a design we need some form of mathematical model which describes how the input, the output and the disturbances are related.

**Example 1.2 An industrial robot**

An industrial robot can be seen as an advanced servo system. The robot arm has to perform certain movements, for example for welding at specific positions. It is then natural to regard the position of the robot arm as an output. The robot arm is controlled by electrical motors. The currents to these motors can be regarded as the control inputs. The movement of the robot can also be influenced by varying the load on the arm and by
friction. Such variables are the disturbances. It is very important that the robot will move in a fast and reliable way to the desired positions without violating various geometrical constraints. In order to design an appropriate servo system it is of course necessary to have some model of how the behavior of the robot is influenced by the input and the disturbances.

Example 1.3 Aircraft dynamics
An aircraft can be viewed as a complex dynamic system. Consider the problem of maintaining constant altitude and speed – these are the output variables. Elevator position and engine thrust are the inputs. The behavior of the airplane is also influenced by its load and by the atmospheric conditions. Such variables can be viewed as disturbances. In order to design an autopilot for keeping constant speed and course we need a model of how the aircraft's behavior is influenced by inputs and disturbances. The dynamic properties of an aircraft vary considerably, for example with speed and altitude, so identification methods will need to track these variations.

Example 1.4 Effect of a drug
A medicine is generally required to produce an effect in a certain part of the body. If the drug is swallowed it will take some time before the drug passes the stomach and is absorbed in the intestines, and then some further time until it reaches the target organ, for example the liver or the heart. After some metabolism the concentration of the drug decreases and the waste products are secreted from the body. In order to understand what effect (and when) the drug has on the targeted organ and to design an appropriate schedule for taking the drug it is necessary to have some model that describes the properties of the drug dynamics.

The above examples demonstrate the need for modeling dynamic systems both in technical and non-technical areas.
Many industrial processes, for example for production of paper, iron, glass or chemical compounds, must be controlled in order to run safely and efficiently. To design regulators, some type of model of the process is needed. The models can be of various types and degrees of sophistication. Sometimes it is sufficient to know the crossover frequency and the phase margin in a Bode plot. In other cases, such as the design of an optimal controller, the designer will need a much more detailed model which also describes the properties of the disturbances acting on the process.

In most applications of signal processing in forecasting, data communication, speech processing, radar, sonar and electrocardiogram analysis, the recorded data are filtered in some way and a good design of the filter should reflect the properties (such as high-pass characteristics, low-pass characteristics, existence of resonance frequencies, etc.) of the signal. To describe such spectral properties, a model of the signal is needed.

In many cases the primary aim of modeling is to aid in design. In other cases the knowledge of a model can itself be the purpose, as for example when describing the effect of a drug, as in Example 1.4. Relatively simple models for describing certain phenomena in ecology (like the interplay between prey and predator) have been postulated. If the models can explain measured data satisfactorily then they might also be used to explain and understand the observed phenomena. In a more general sense modeling is used in many branches of science as an aid to describe and understand reality.

Sometimes it is interesting to model a technical system that does not exist, but may be constructed at some time in the future. Also in such a case the purpose of modeling is to gain insight into and knowledge of the dynamic behavior of the system. An example is a large space structure, where the dynamic behavior cannot be deduced by studying structures on earth, because of gravitational and atmospheric effects. Needless to say, for examples like this, the modeling must be based on theory and a priori knowledge, since experimental data are not available.

**Types of model**

Models of dynamic systems can be of many kinds, including the following:

- **Mental, intuitive or verbal models.** For example, this is the form of ‘model’ we use when driving a car (‘turning the wheel causes the car to turn’, ‘pushing the brake decreases the speed’, etc.)
- **Graphs and tables.** A Bode plot of a servo system is a typical example of a model in a graphical form. The step response, i.e. the output of a process excited with a step as input, is another type of model in graphical form. We will discuss the determination and use of such models in Chapters 2 and 3.
- **Mathematical models.** Although graphs may also be regarded as ‘mathematical’ models, here we confine this class of models to differential and difference equations. Such models are very well suited to the analysis, prediction and design of dynamic systems, regulators and filters. This is the type of model that will be predominantly discussed in the book. Chapter 6 presents various types of model and their properties from a system identification point of view.
4 Introduction

It should be stressed that although we speak generally about systems with inputs and outputs, the discussion here is to a large extent applicable also to time series analysis. We may then regard a signal as a discrete time stochastic process. In the latter case the system does not include any input signal. Signal models for times series can be useful in the design of spectral estimators, predictors, or filters that adapt to the signal properties.

Mathematical modeling and system identification

As discussed above, mathematical models of dynamic systems are useful in many areas and applications. Basically, there are two ways of constructing mathematical models:

- **Mathematical modeling.** This is an analytic approach. Basic laws from physics (such as Newton’s laws and balance equations) are used to describe the dynamic behavior of a phenomenon or a process.
- **System identification.** This is an experimental approach. Some experiments are performed on the system; a model is then fitted to the recorded data by assigning suitable numerical values to its parameters.

**Example 1.5 Modeling a stirred tank**

Consider the stirred tank in Example 1.1. Assume that the liquid is incompressible, so that the density is constant; assume also that the mixing of the flows in the tank is very fast so that a homogeneous concentration \( c \) exists in the tank. To derive a mathematical model we will use balance equations of the form

\[
\text{net change} = \text{flow in} - \text{flow out}
\]

Applying this idea to the volume \( V \) in the tank,

\[
\frac{dV}{dt} = F_1 + F_2 - F \tag{1.1}
\]

Applying the same idea to the dissolved substance,

\[
\frac{d}{dt}(cV) = c_1 F_1 + c_2 F_2 - cF \tag{1.2}
\]

The model can be completed in several ways. The flow \( F \) may depend on the tank level \( h \). This is certainly true if this flow is not controlled, for example by a valve. Ideally the flow in such a case is given by Torricelli’s law:

\[
F = a \sqrt{2gh} \tag{1.3}
\]

where \( a \) is the effective area of the flow and \( g \approx 10 \text{ m/sec}^2 \). Equation (1.3) is an idealization and may not be accurate or even applicable. Finally, if the tank area \( A \) does not depend on the tank level \( h \), then by simple geometry

\[
V = Ah \tag{1.4}
\]

To summarize, equations (1.1) to (1.4) constitute a simple model of the stirred tank. The degree of validity of (1.3) is not obvious. The geometry of the tank is easy to measure, but the constant \( a \) in (1.3) is more difficult to determine.
A comparison can be made of the two modeling approaches: mathematical modeling and system identification. In many cases the processes are so complex that it is not possible to obtain reasonable models using only physical insight (using first principles, e.g. balance equations). In such cases one is forced to use identification techniques. It often happens that a model based on physical insight contains a number of unknown parameters even if the structure is derived from physical laws. Identification methods can be applied to estimate the unknown parameters.

The models obtained by system identification have the following properties, in contrast to models based solely on mathematical modeling (i.e. physical insight):

- They have limited validity (they are valid for a certain working point, a certain type of input, a certain process, etc.).
- They give little physical insight, since in most cases the parameters of the model have no direct physical meaning. The parameters are used only as tools to give a good description of the system’s overall behavior.
- They are relatively easy to construct and use.

Identification is not a foolproof methodology that can be used without interaction from the user. The reasons for this include:

- An appropriate model structure must be found. This can be a difficult problem, in particular if the dynamics of the system are nonlinear.
- There are certainly no ‘perfect’ data in real life. The fact that the recorded data are disturbed by noise must be taken into consideration.
- The process may vary with time, which can cause problems if an attempt is made to describe it with a time-invariant model.
- It may be difficult or impossible to measure some variables/signals that are of central importance for the model.

**How system identification is applied**

In general terms, an identification experiment is performed by exciting the system (using some sort of input signal such as a step, a sinusoid or a random signal) and observing its input and output over a time interval. These signals are normally recorded in a computer mass storage for subsequent ‘information processing’. We then try to fit a parametric model of the process to the recorded input and output sequences. The first step is to determine an appropriate form of the model (typically a linear difference equation of a certain order). As a second step some statistically based method is used to estimate the unknown parameters of the model (such as the coefficients in the difference equation). In practice, the estimations of structure and parameters are often done iteratively. This means that a tentative structure is chosen and the corresponding parameters are estimated. The model obtained is then tested to see whether it is an appropriate representation of the system. If this is not the case, some more complex model structure must be considered, its parameters estimated, the new model validated, etc. The procedure is illustrated in Figure 1.3. Note that the ‘restart’ after the model validation gives an iterative scheme.
FIGURE 1.3 Schematic flowchart of system identification.
What this book contains

The following is a brief description of what the book contains (see also Summary and Outlook at the end of Chapter 2 for a more complete discussion):

- Chapter 2 presents some introductory examples of both nonparametric and parametric methods and some preliminary analysis. A more detailed description is given of how the book is organized.
- The book focuses on some central methods for identifying linear systems dynamics. This is the main theme in Chapters 3, 4 and 7–10. Both off-line and on-line identification methods are presented. Open loop as well as closed loop experiments are treated.
- A considerable amount of space is devoted to the problem of choosing a reasonable model structure and how to validate a model, i.e. to determine whether it can be regarded as an acceptable description of the process. Such aspects are discussed in Chapters 6 and 11.
- To some extent hints are given on how to design good identification experiments. This is dealt with in Chapters 5, 10 and 12. It is an important point: if the experiment is badly planned, the data will not be very useful (they may not contain much relevant information about the system dynamics, for example). Clearly, good models cannot be obtained from bad experiments.

What this book does not contain

It is only fair to point out the areas of system identification that are beyond the scope of this book:

- Identification of distributed parameter systems is not treated at all. For some survey papers in this field, see Polis (1982), Polis and Goodson (1976), Kubrusly (1977), Chavent (1979) and Banks et al. (1983).
- Identification of nonlinear systems is only marginally treated; see for example Example 6.6, where so-called Hammerstein models are treated. Some surveys of black box modeling of nonlinear systems have been given by Billings (1980), Mehra (1979), Haber and Keviczky (1976).
- Identification and model approximation. When the model structure used is not flexible enough to describe the true system dynamics, identification can be viewed as a form of model approximation or model reduction. Out of many available methods for model approximation, those based on partial realizations have given rise to much interest in the current literature. See, for example, Glover (1984) for a survey of such methods. Techniques for model approximation have close links to system identification, as described, for example, by Wahlberg (1985, 1986, 1987).
- Estimation of parameters in continuous time models is only discussed in parts of Chapter 2 and 3, and indirectly in the other chapters (see Example 6.5). In many cases, such as in the design of digital controllers, simulation, prediction, etc., it is sufficient to have a discrete time model. However, the parameters in a discrete time model most often have less physical sense than parameters of a continuous time model.
- Frequency domain aspects are only touched upon in the book (see Section 3.3 and
Examples 10.1, 10.2 and 12.1). There are several new results on how estimated models, even approximate ones, can be characterized and evaluated in the frequency domain; see Ljung (1985b, 1987).
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Chapter 2

INTRODUCTORY EXAMPLES

2.1 The concepts $\mathcal{I}, M, \mathcal{J}, \mathcal{K}$

This chapter introduces some basic concepts that will be valuable when describing and analyzing identification methods. The importance of these concepts will be demonstrated by some simple examples.

The result of an identification experiment will be influenced by (at least) the following four factors, which will be examplified and discussed further both below and in subsequent chapters.

- **The system $\mathcal{I}$**. The physical reality that provides the experimental data will generally be referred to as the process. In order to perform a theoretical analysis of an identification it is necessary to introduce assumptions on the data. In such cases we will use the word system to denote a mathematical description of the process. In practice, where real data are used, the system is unknown and can even be an idealization. For simulated data, however, it is not only known but also used directly for the data generation in the computer. Note that to apply identification techniques it is not necessary to know the system. We will use the system concept only for investigation of how different identification methods behave under various circumstances. For that purpose the concept of a ‘system’ will be most useful.

- **The model structure $\mathcal{M}$**. Sometimes we will use nonparametric models. Such a model is described by a curve, function or table. A step response is an example. It is a curve that carries some information about the characteristic properties of a system. Impulse responses and frequency diagrams (Bode plots) are other examples of nonparametric models. However, in many cases it is relevant to deal with parametric models. Such models are characterized by a parameter vector, which we will denote by $\theta$. The corresponding model will be denoted $\mathcal{M}(\theta)$. When $\theta$ is varied over some set of feasible values we obtain a model set (a set of models) or a model structure $\mathcal{M}$.

- **The identification method $\mathcal{J}$**. A large variety of identification methods have been proposed in the literature. Some important ones will be discussed later, especially in Chapters 7 and 8 and their complements. It is worth noting here that several proposed methods could and should be regarded as versions of the same approach, which are tied to different model structures, even if they are known under different names.

- **The experimental condition $\mathcal{K}$**. In general terms $\mathcal{K}$ is a description of how the identification experiment is carried out. This includes the selection and generation of the input signal, possible feedback loops in the process, the sampling interval, prefiltering of the data prior to estimation of the parameters, etc.
Before turning to some examples it should be mentioned that of the four concepts \( \mathcal{I} \), \( \mathcal{M} \), \( \mathcal{J} \), \( \mathcal{X} \), the system \( \mathcal{I} \) must be regarded as fixed. It is ‘given’ in the sense that its properties cannot be changed by the user. The experimental condition \( \mathcal{X} \) is determined when the data are collected from the process. It can often be influenced to some degree by the user. However, there may be restrictions – such as safety considerations or requirements of ‘nearly normal’ operations – that prevent a free choice of the experimental condition \( \mathcal{X} \). Once the data are collected the user can still choose the identification method \( \mathcal{J} \) and the model structure \( \mathcal{M} \). Several choices of \( \mathcal{J} \) and \( \mathcal{M} \) can be tried on the same set of data until a satisfactory result is obtained.

### 2.2 A basic example

Throughout the chapter we will make repeated use of the two systems below, which are assumed to describe the generated data. These systems are given by

\[
y(t) + a_0 y(t-1) = b_0 u(t-1) + e(t) + c_0 e(t-1)
\]

where \( e(t) \) is a sequence of independent and identically distributed random variables of zero mean and variance \( \lambda^2 \). Such a sequence will be referred to as white noise. Two different sets of parameter values will be used, namely

\[
\begin{align*}
\mathcal{F}_1: & \quad a_0 = -0.8 \quad b_0 = 1.0 \quad c_0 = 0.0 \quad \lambda = 1.0 \\
\mathcal{F}_2: & \quad a_0 = -0.8 \quad b_0 = 1.0 \quad c_0 = -0.8 \quad \lambda = 1.0
\end{align*}
\]

The system \( \mathcal{F}_1 \) can then be written as

\[
\mathcal{F}_1: y(t) - 0.8y(t-1) = 1.0u(t-1) + e(t)
\]

while \( \mathcal{F}_2 \) can be represented as

\[
\begin{align*}
\mathcal{F}_2: & \quad x(t) - 0.8x(t-1) = 1.0u(t-1) \\
y(t) = x(t) + e(t)
\end{align*}
\]

The white noise \( e(t) \) thus enters into the systems in different ways. For the system \( \mathcal{F}_1 \) it appears as an equation disturbance, while for \( \mathcal{F}_2 \) it is added on the output (cf. Figure 2.1). Note that for \( \mathcal{F}_2 \) the signal \( x(t) \) can be interpreted as the deterministic or noise-free output.

### 2.3 Nonparametric methods

In this section we will describe two nonparametric methods and apply them to the system \( \mathcal{F}_1 \).

**Example 2.1 Transient analysis**

A typical example of transient analysis is to let the input be a step and record the step response. This response will by itself give some characteristic properties (dominating
time constant, damping factor, static gain, etc.) of the process.

Figure 2.2 shows the result of applying a unit step to the system $S_1$. Due to the high noise level it is very hard to deduce anything about the dynamic properties of the process.

Figure 2.2 Step response of the system (jerky line). For comparison the true step response of the undisturbed system (smooth line) is shown. The step is applied at time $t = 10$. 
Example 2.2 Correlation analysis

A weighting function can be used to model the process:

\[ y(t) = \sum_{k=0}^{\infty} h(k)u(t - k) + v(t) \]  

(2.5)

where \( \{h(k)\} \) is the weighting function sequence (or weighting sequence, for short) and \( v(t) \) is a disturbance term. Now let \( u(t) \) be white noise, of zero mean and variance \( \sigma^2 \), which is independent of the disturbances. Multiplying (2.5) by \( u(t - \tau) (\tau > 0) \) and taking expectation will then give

\[ r_{yu}(\tau) \triangleq E[y(t)u(t - \tau)] = \sum_{k=0}^{\infty} h(k)E[u(t - k)u(t - \tau)] = \sigma^2 h(\tau) \]  

(2.6)

Based on this relation the weighting function coefficients \( \{h(k)\} \) are estimated as

\[ \hat{h}(k) = \frac{\frac{1}{N} \sum_{t=\tau+1}^{N} y(t)u(t - \tau)}{\frac{1}{N} \sum_{t=1}^{N} u^2(t)} \]  

(2.7)

where \( N \) denotes the number of data points. Figure 2.3 illustrates the result of simulating the system \( \mathcal{J}_1 \) with \( u(t) \) as white noise with \( \sigma = 1 \), and the weighting function estimated as in (2.7).

The true weighting sequence of the system can be found to be

\[ h(k) = 0.8^{k-1} \quad k \geq 1; \quad h(0) = 0 \]

The results obtained in Figure 2.3 would indicate some exponential decrease, although it is not easy to determine the parameter from the figure. To facilitate a comparison between the model and the true system the corresponding step responses are given in Figure 2.4.

It is clear from Figure 2.4 that the model obtained is not very accurate. In particular, its static gain (the stationary value of the response to a unit step) differs considerably from that of the true system. Nevertheless, it gives the correct magnitude of the time constant (or rise time) of the system.

2.4 A parametric method

In this section the systems \( \mathcal{J}_1 \) and \( \mathcal{J}_2 \) are identified using a parametric method, namely the least squares method. In general, a parametric method can be characterized as a mapping from the recorded data to the estimated parameter vector.

Consider the model structure \( \mathcal{M} \) given by the difference equation

\[ y(t) + ay(t - 1) = bu(t - 1) + \epsilon(t) \]  

(2.8)
FIGURE 2.3 Estimated weighting function, Example 2.2.

FIGURE 2.4 Step responses for the model obtained by correlation analysis and for the true (undisturbed) system.
This model structure is a set of first-order linear discrete time models. The parameter vector is defined as

$$\theta = \begin{pmatrix} a \\ b \end{pmatrix}$$

(2.9)

In (2.8), \( y(t) \) is the output signal at time \( t \), \( u(t) \) the input signal and \( \varepsilon(t) \) a disturbance term. We will often call \( \varepsilon(t) \) an equation error or a residual. The reason for including \( \varepsilon(t) \) in the model (2.8) is that we can hardly hope that the model with \( \varepsilon(t) \equiv 0 \) (for all \( t \)) can give a perfect description of a real process. Therefore \( \varepsilon(t) \) will describe the deviation in the data from a perfect (deterministic) first-order linear system. Using (2.8), (2.9), for a given data set \{ u(1), y(1), u(2), y(2), \ldots, u(N), y(N) \}, \{ \varepsilon(t) \} can be regarded as functions of the parameter vector \( \theta \). To see this, simply rewrite (2.8) as

$$\varepsilon(t) = y(t) + ay(t - 1) - bu(t - 1) = y(t) - (-y(t - 1) u(t - 1)) \theta$$

(2.10)

In the following chapters we will consider various generalizations of the simple model structure (2.8). Note that it is straightforward to extend it to an \( n \)th-order linear model simply by adding terms \( a_i y(t - i), b_i u(t - i) \) for \( i = 2, \ldots, n \).

The identification method \( J \) should now be specified. In this chapter we will confine ourselves to the least squares method. Then the parameter vector is determined as the vector that minimizes the sum of squared equation errors. This means that we define the estimate by

$$\hat{\theta} = \arg \min_{\theta} V(\theta)$$

(2.11)

where the loss function \( V(\theta) \) is given by

$$V(\theta) = \sum_{t=1}^{N} \varepsilon^2(t)$$

(2.12)

As can be seen from (2.10) the residual \( \varepsilon(t) \) is a linear function of \( \theta \) and thus \( V(\theta) \) will be well defined for any value of \( \theta \).

For the simple model structure (2.8) it is easy to obtain an explicit expression of \( V(\theta) \) as a function of \( \theta \). Denoting \( \Sigma_{t=1}^{N} \) by \( \Sigma \) for short,

$$V(\theta) = \Sigma [y(t) + ay(t - 1) - bu(t - 1)]^2$$

$$= [a^2 \Sigma y^2(t - 1) + b^2 \Sigma u^2(t - 1) - 2ab \Sigma y(t - 1) u(t - 1)]$$

$$+ [2a \Sigma y(t) y(t - 1) - 2b \Sigma y(t) u(t - 1)] + \Sigma y^2(t)$$

(2.13)

The estimate \( \hat{\theta} \) is then obtained, according to (2.11), by minimizing (2.13). The minimum point is determined by setting the gradient of \( V(\theta) \) to zero. This gives

$$0 = \frac{\partial V(\theta)}{\partial a} = 2[a \Sigma y^2(t - 1) - \hat{a} \Sigma y(t - 1) u(t - 1) + \Sigma y(t) y(t - 1)]$$

$$0 = \frac{\partial V(\theta)}{\partial b} = 2[\hat{b} \Sigma u^2(t - 1) - a \Sigma y(t - 1) u(t - 1) - \Sigma y(t) u(t - 1)]$$

(2.14)

or in matrix form
Section 2.4

A parametric method

\[
\begin{pmatrix}
\Sigma y^2(t - 1) & -\Sigma y(t - 1)u(t - 1) \\
-\Sigma y(t - 1)u(t - 1) & \Sigma u^2(t - 1)
\end{pmatrix}
\begin{pmatrix}
\hat{a} \\
\hat{b}
\end{pmatrix}
= 
\begin{pmatrix}
-\Sigma y(t)y(t - 1) \\
\Sigma y(t)u(t - 1)
\end{pmatrix}
\]  
(2.15)

Note that (2.15) is a system of linear equations in the two unknowns \( \hat{a} \) and \( \hat{b} \). As we will see, there exists a unique solution under quite mild conditions.

In the following parameter estimates will be computed according to (2.15) for a number of cases. We will use simulated data generated in a computer but also theoretical analysis as a complement. In the analysis we will assume that the number of data points, \( N \), is large. Then the following approximation can be made:

\[
\frac{1}{N} \sum_{i=1}^{N} y^2(t - 1) \approx Ey^2(t - 1)
\]  
(2.16)

where \( E \) is the expectation operator for stochastic variables, and similarly for the other sums. It can be shown (see Lemma B.2 in Appendix B at the end of the book) that for all the cases treated here the left-hand side of (2.16) will converge, as \( N \) tends to infinity, to the right-hand side. The advantage of using expectations instead of sums is that in this way the analysis can deal with a deterministic problem, or more exactly a problem which does not depend on a particular realization of the data. For a deterministic signal the notation \( E \) will be used to mean

\[
\lim_{N \to \infty} \frac{1}{N} \sum_{i=1}^{N}
\]

Example 2.3 A pseudorandom binary sequence as input

The systems \( \mathcal{I}_1 \) and \( \mathcal{I}_2 \) were simulated generating 1000 data points. The input signal was a PRBS (pseudorandom binary sequence). This signal shifts between two levels in a certain pattern such that its first- and second-order characteristics (mean value and covariance function) are quite similar to those of a white noise process. The PRBS and other signals are described in Chapter 5 and its complements. In the simulations the amplitude of \( u(t) \) was \( \sigma = 1.0 \). The least squares estimates were computed according to (2.15). The results are given in Table 2.1. A part of the simulated data and the corresponding model outputs are depicted in Figure 2.5. The model output \( x_m(t) \) is given by

\[
x_m(t) + ax_m(t - 1) = bu(t - 1)
\]

where \( u(t) \) is the input used in the identification. One would expect that \( x_m(t) \) should be close to the true noise-free output \( x(t) \). The latter signal is, however, not known to the

<table>
<thead>
<tr>
<th>Parameter</th>
<th>True value</th>
<th>Estimated value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>System ( \mathcal{I}_1 )</td>
</tr>
<tr>
<td>( a )</td>
<td>-0.8</td>
<td>-0.795</td>
</tr>
<tr>
<td>( b )</td>
<td>1.0</td>
<td>0.941</td>
</tr>
</tbody>
</table>

TABLE 2.1 Parameter estimates for Example 2.3
FIGURE 2.5 (a) Input (upper part), output (1, lower part) and model output (2, lower part) for Example 2.3, system $\mathcal{S}_1$. (b) Similarly for system $\mathcal{S}_2$. 
user in the general case. Instead one can compare $x_m(t)$ to the ‘measured’ output signal $y(t)$. For a good model the signal $x_m(t)$ should explain all patterns in $y(t)$ that are due to the input. However, $x_m(t)$ should not be identical to $y(t)$ since the output also has a component that is caused by the disturbances. This stochastic component should not appear (or possibly only in an indirect fashion) in the model output $x_m(t)$.

Figure 2.6 shows the step responses of the true system and the estimated models. It is easily seen, in particular from Table 2.1 but also from Figure 2.6, that a good description is obtained of the system $\mathcal{S}_1$ while the system $\mathcal{S}_2$ is quite badly modeled. Let us now see if this result can be explained by a theoretical analysis. From (2.15) and (2.16) we obtain the following equations for the limiting estimates:

\[
\begin{pmatrix}
Ey^2(t) & -Ey(t)u(t) \\
-Ey(t)u(t) & Eu^2(t)
\end{pmatrix}
\begin{pmatrix}
\hat{a} \\
\hat{b}
\end{pmatrix}
= \begin{pmatrix}
-Ey(t)y(t-1) \\
Ey(t)u(t-1)
\end{pmatrix}
\] (2.17)

Here we have used the fact that, by the stationarity assumption, $Ey^2(t-1) = Ey^2(t)$, etc. Now let $u(t)$ be a white noise process of zero mean and variance $\sigma^2$. This will be an accurate approximation of the PRBS used as far as the first- and second-order moments are concerned. See Section 5.2 for a discussion of this point. Then for the system (2.1), after some straightforward calculations,

\[
Ey^2(t) = \frac{b_0^2\sigma^2 + (1 + c_0^2 - 2a_0c_0)\lambda^2}{1 - a_0^2}
\]
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\[ Ey(t)u(t) = 0 \]
\[ Eu^2(t) = \sigma^2 \]  

\[ Ey(t)y(t-1) = \frac{-a_0b_0^2\sigma^2 + (c_0 - a_0)(1 - a_0c_0)\lambda^2}{1 - a_0^2} \]
\[ Ey(t)u(t-1) = b_0\sigma^2 \]  

Using these results in (2.17) the following expressions are obtained for the limiting parameter estimates:

\[ \hat{a} = a_0 + \frac{-c_0(1 - a_0^2)\lambda^2}{b_0^2\sigma^2 + (1 + c_0^2 - 2a_0c_0)\lambda^2} \]
\[ \hat{b} = b_0 \]  

(2.18b)

Thus for system \( S_1 \), (2.2), where \( c_0 = 0 \),

\[ \hat{a} = 0.8 \quad \hat{b} = 1.0 \]  

(2.19)

which means that asymptotically (i.e. for large values of \( N \)) the parameter estimates will be close to the 'true values' \( a_0, b_0 \). This is well in accordance with what was observed in the simulations.

For the system \( S_2 \) the corresponding results are

\[ \hat{a} = \frac{-0.8\sigma^2}{\sigma^2 + 0.36\lambda^2} \approx -0.588 \quad \hat{b} = 1.0 \]  

(2.20)

Thus in this case the estimate \( \hat{a} \) will deviate from the true value. This was also obvious from the simulations; see Table 2.1 and Figure 2.6. (Compare (2.20) with the estimated values for \( S_2 \) in Table 2.1.) The theoretical analysis shows that this was not due to 'bad luck' in the simulation nor to the data series being too short. No matter how many data pairs are used, there will, according to the theoretical expression (2.20), be a systematic deviation in the parameter estimate \( \hat{a} \).

\[ \square \]

2.5 *Bias, consistency and model approximation*

Following the example of the previous section it is appropriate to introduce a few definitions.

An estimate \( \hat{\theta} \) is *biased* if its expected value deviates from the true value, i.e.

\[ E\hat{\theta} \neq \theta_0 \]  

(2.21)

The difference \( E\hat{\theta} - \theta_0 \) is called the *bias*. If instead equality applies in (2.21), \( \hat{\theta} \) is said to be *unbiased*.

In Example 2.3 it seems reasonable to believe that for large \( N \) the estimate \( \hat{\theta} \) may be unbiased for the system \( S_1 \) but that it is surely biased for the system \( S_2 \).
We say that an estimate $\hat{\theta}$ is consistent if

\[ \hat{\theta} \to \theta_0 \text{ as } N \to \infty \]  
(2.22)

Since $\hat{\theta}$ is a stochastic variable we must define in what sense the limit in (2.22) should be taken. A reasonable choice is ‘limit with probability one’. We will generally use this alternative. Some convergence concepts for stochastic variables are reviewed in Appendix B (Section B.1).

The analysis carried out in Example 2.3 indicates that $\hat{\theta}$ is consistent for the system $\mathcal{S}_1$ but not for the system $\mathcal{S}_2$.

Loosely speaking, we say that a system is identifiable (in a given model set) if the corresponding parameter estimates are consistent. A more formal definition of identifiability is given in Section 6.4. Let us note that the identifiability properties of a given system will depend on the model structure $\mathcal{M}$, the identification method $\mathcal{I}$ and the experimental condition $\mathcal{X}$.

The following example demonstrates how the experimental condition can influence the result of an identification.

**Example 2.4 A step function as input**

The systems $\mathcal{S}_1$ and $\mathcal{S}_2$ were simulated, generating 1000 data points. This time the input was a unit step function. The least squares estimates were computed, and the numerical results are given in Table 2.2. Figure 2.7 shows the input, the output and model output.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>True value</th>
<th>Estimated value</th>
<th>System $\mathcal{S}_1$</th>
<th>System $\mathcal{S}_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a$</td>
<td>-0.8</td>
<td>-0.788</td>
<td>-0.058</td>
<td></td>
</tr>
<tr>
<td>$b$</td>
<td>1.0</td>
<td>1.059</td>
<td>4.693</td>
<td></td>
</tr>
</tbody>
</table>

Again, a good model is obtained for system $\mathcal{S}_1$. For system $\mathcal{S}_2$ there is a considerable deviation from the true parameters. The estimates are also quite different from those in Example 2.3. In particular, now there is also a considerable deviation in the estimate $\hat{b}$.

For a theoretical analysis of the facts observed, equation (2.17) must be solved. For this purpose it is necessary to evaluate the different covariance elements which occur in (2.17). Let $u(t)$ be a step of size $\sigma$ and introduce $S = b_0/(1 + a_0)$ as a notation for the static gain of the system. Then

\[ Ey^2(t) = S^2\sigma^2 + \frac{(1 + c_0^2 - 2a_0c_0)\lambda^2}{1 - a_0^2} \]

\[ Ey(t)u(t) = S\sigma^2 \]

\[ Eu^2(t) = \sigma^2 \]  
(2.23a)
FIGURE 2.7 (a) Input (upper part), output (1, lower part) and model output (2, lower part) for Example 2.4, system $J_1$. (b) Similarly for system $J_2$.

\[ Ey(t)y(t - 1) = S^2\sigma^2 + \frac{(c_0 - a_0)(1 - a_0c_0)}{1 - a_0^2} \lambda^2 \]

\[ Ey(t)u(t - 1) = So^2 \]

Using these results in (2.17) the following expressions for the parameter estimates are obtained:
\[ \hat{a} = a_0 - \frac{c_0(1 - a_0^2)}{1 + c_0^2 - 2a_0c_0} \]
\[ \hat{b} = b_0 - b_0c_0 \frac{1 - a_0}{1 + c_0^2 - 2a_0c_0} \] (2.23b)

Note that now both parameter estimates will in general deviate from the true parameter values. The deviations are independent of the size of the input step, \( \sigma \), and they vanish if \( c_0 = 0 \). For system \( \mathcal{S}_1 \),

\[ \hat{a} = -0.8 \quad \hat{b} = 1.0 \] (2.24)

(as in Example 2.3), while for system \( \mathcal{S}_2 \) the result is

\[ \hat{a} = 0.0 \quad \hat{b} = \frac{b_0}{1 + a_0} = 5.0 \] (2.25)

which clearly deviates considerably from the true values. Note, though, that the static gain is estimated correctly, since from (2.23b)

\[ \frac{\hat{b}}{1 + \hat{a}} = \frac{b_0}{1 + a_0} \] (2.26)

The theoretical results (2.24), (2.25) are quite similar to those based on the simulation; see Table 2.2. Note that in the noise-free case (when \( \lambda^2 = 0 \)) a problem will be encountered. Then the matrix in (2.17) becomes

\[ \sigma^2 \begin{pmatrix} S^2 & -S \\ -S & 1 \end{pmatrix} \]

Clearly this matrix is singular. Hence the system of equations (2.17) does not have a unique solution. In fact, the solutions in the noise-free case can be precisely characterized by

\[ \frac{\hat{b}}{1 + \hat{a}} = S \] (2.27)

We have seen in two examples how to obtain consistent estimates for system \( \mathcal{S}_1 \) while there is a systematic error in the parameter estimates for \( \mathcal{S}_2 \). The reason for this difference between \( \mathcal{S}_1 \) and \( \mathcal{S}_2 \) is that, even if both systems fit into the model structure \( \mathcal{M} \) given by (2.8), only \( \mathcal{S}_1 \) will correspond to \( \varepsilon(t) \) being white noise. A more detailed explanation for this behavior will be given in Chapter 7. (See also (2.34) below.) The models obtained for \( \mathcal{S}_2 \) can be seen as approximations of the true system. The approximation is clearly dependent on the experimental condition used. The following example presents some detailed calculations.

**Example 2.5 Prediction accuracy**

The model (2.8) will be used as a basis for prediction. Without knowledge about the
distribution or the covariance structure of \( \varepsilon(t) \), a reasonable prediction of \( y(t) \) given data up to (and including) time \( t - 1 \) is given (see (2.8)) by

\[
\hat{y}(t) = -ay(t - 1) + bu(t - 1)
\]

This predictor will be justified in Section 7.3. The prediction error will, according to (2.1), satisfy

\[
\hat{y}(t) = y(t) - \hat{y}(t) = (a - a_0)y(t - 1) + (b_0 - b)u(t - 1) + e(t) + c_0e(t - 1)
\]

The variance \( W = E\hat{y}^2(t) \) of the prediction error will be evaluated in a number of cases. For system \( \mathcal{S}_2 \), \( c_0 = a_0 \). First consider the true parameter values, i.e. \( a = a_0, b = b_0 \). Then the prediction error of \( \mathcal{S}_2 \) becomes

\[
\hat{y}(t) = e(t) + a_0e(t - 1)
\]

and the prediction error variance

\[
W_1 = \lambda^2(1 + a_0^2)
\]

Note that the variance (2.30) is independent of the experimental condition. In the following we will assume that the prediction is used with \( u(t) \) a step of size \( \sigma \). Using the estimates (2.23), (2.25), in the stationary phase for system \( \mathcal{S}_2 \) the prediction error is

\[
\hat{y}(t) = -a_0y(t - 1) + \left(b_0 - \frac{b_0}{1 + a_0}\right)u(t - 1) + e(t) + a_0e(t - 1)
\]

\[
= -a_0\left[\frac{b_0}{1 + a_0} \sigma + e(t - 1)\right] + \frac{a_0b_0}{1 + a_0} \sigma + e(t) + a_0e(t - 1)
\]

\[
= e(t)
\]

and thus

\[
W_2 = \lambda^2 < W_1
\]

Note that here a better result is obtained than if the true values \( a_0 \) and \( b_0 \) were used! This is not unexpected since \( a \) and \( b \) are determined to make the sample variance \( \sum \hat{y}^2(t)/N \) as small as possible. In other words, the identification method uses \( a \) and \( b \) as vehicles to get a good prediction.

Note that it is crucial in the above calculation that the same experimental condition \( (u(t) \) a step of size \( \sigma \) is used in the identification and when evaluating the prediction. To see the importance of this fact, assume that the parameter estimates are determined from an experiment with \( u(t) \) as white noise of variance \( \sigma^2 \). Then (2.18), (2.20) with \( c_0 = a_0 \) give the parameter estimates. Now assume that the estimated model is used as a predictor for a step of size \( \sigma \) as input. Let \( S \) be the static gain, \( S = b_0/(1 + a_0) \). From (2.29) we have

\[
\hat{y}(t) = (a - a_0)y(t - 1) + e(t) + a_0e(t - 1)
\]

\[
= (a - a_0)[e(t - 1) + S\sigma] + e(t) + a_0e(t - 1)
\]

\[
= (a - a_0)S\sigma + e(t) + ae(t - 1)
\]
Let \( r \) denote \( \frac{b^2\tilde{\sigma}^2}{(1 - a_0^2)}\lambda^2 \). Then from (2.18b),

\[
a = a_0 - \frac{a_0}{r + 1} = \frac{a_0r}{r + 1}
\]

The expected value of \( \tilde{y}^2(t) \) becomes

\[
W_3 = \lambda^2(1 + a^2) + (a - a_0)^2S^2\sigma^2
= \lambda^2 \left[ 1 + \left( \frac{a_0r}{r + 1} \right)^2 \right] + \left( \frac{a_0}{r + 1} \right)^2 S^2\sigma^2
\]  

(2.32)

Clearly \( W_3 > W_2 \) always. Some straightforward calculations show that a value of \( W_3 \) can be obtained that is worse than \( W_1 \) (which corresponds to a predictor based on the true parameters \( a_0 \) and \( b_0 \)). In fact \( W_3 > W_1 \) if and only if

\[
S^2\sigma^2 > \lambda^2(2r + 1)
\]  

(2.33)

In the following the discussion will be confined to system \( \mathcal{S}_1 \) only. In particular we will analyze the properties of the matrix appearing in (2.15). Assume that this matrix is ‘well behaved’. Then there exists a unique solution. For system \( \mathcal{S}_1 \) this solution is asymptotically \((N \to \infty)\) given by the true values \( a_0, b_0 \) since

\[
\begin{pmatrix}
\frac{1}{N} \left( \Sigma y^2(t - 1) \right) & -\Sigma y(t - 1)u(t - 1) \\
-\Sigma y(t - 1)u(t - 1) & \Sigma u^2(t - 1)
\end{pmatrix} \begin{pmatrix} a_0 \\ b_0 \end{pmatrix}
\]

\[
= \frac{1}{N} \left( \Sigma y(t - 1) \right) \left[ y(t) + a_0y(t - 1) - b_0u(t - 1) \right]
\]

\[
= \frac{1}{N} \left( \Sigma y(t - 1) \right) e(t) \to E \left( \begin{pmatrix} y(t - 1) \\ -u(t - 1) \end{pmatrix} e(t) \right) = 0
\]

The last equality follows since \( e(t) \) is white noise and is hence independent of all past data.

### 2.6 A degenerate experimental condition

The examples in this and the following section investigate what happens when the square matrix appearing in (2.15) or (2.34) is not ‘well behaved’.

**Example 2.6 An impulse as input**

The system \( \mathcal{S}_1 \) was simulated generating 1000 data points. The input was a unit impulse at \( t = 1 \). The least squares estimates were computed; the numerical results are given in Table 2.3. Figure 2.8 shows the input, the output and the model output.
TABLE 2.3 Parameter estimates for Example 2.6

<table>
<thead>
<tr>
<th>Parameter</th>
<th>True value</th>
<th>Estimated value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a$</td>
<td>-0.8</td>
<td>-0.796</td>
</tr>
<tr>
<td>$b$</td>
<td>1.0</td>
<td>2.950</td>
</tr>
</tbody>
</table>

This time it can be seen that the parameter $a_0$ is accurately estimated while the estimate of $b_0$ is poor. This inaccurate estimation of $b_0$ was expected since the input gives little contribution to the output. It is only through the influence of $u(\cdot)$ on $y(\cdot)$ that information about $b_0$ can be obtained. On the other hand, the parameter $a_0$ will also describe the effect of the noise on the output. Since the noise is present in the data all the time, it is natural that $a_0$ is estimated much more accurately than $b_0$.

For a theoretical analysis consider (2.15) in the case where $u(t)$ is an impulse of magnitude $\sigma$ at time $t = 1$. Using the notation

$$R_0 = \frac{1}{N} \sum_{t=1}^{N} y^2(t - 1)$$

$$R_1 = \frac{1}{N} \sum_{t=1}^{N} y(t)y(t - 1)$$

equation (2.15) can be transformed to

$$\begin{pmatrix} \hat{a} \\ \hat{b} \end{pmatrix} = \begin{pmatrix} NR_0 & -y(1)\sigma \\ -y(1)\sigma & \sigma^2 \end{pmatrix}^{-1} \begin{pmatrix} -NR_1 \\ y(2)\sigma \end{pmatrix}$$

$$= \frac{1}{R_0 - y^2(1)/N} \begin{pmatrix} -R_1 + y(1)y(2)/N \\ (-y(1)R_1 + y(2)R_0)/\sigma \end{pmatrix}$$

$$R_0 = \frac{1}{N} \sum_{t=1}^{N} y^2(t - 1)$$

$$R_1 = \frac{1}{N} \sum_{t=1}^{N} y(t)y(t - 1)$$

$$\begin{pmatrix} \hat{a} \\ \hat{b} \end{pmatrix} = \begin{pmatrix} NR_0 & -y(1)\sigma \\ -y(1)\sigma & \sigma^2 \end{pmatrix}^{-1} \begin{pmatrix} -NR_1 \\ y(2)\sigma \end{pmatrix}$$

$$= \frac{1}{R_0 - y^2(1)/N} \begin{pmatrix} -R_1 + y(1)y(2)/N \\ (-y(1)R_1 + y(2)R_0)/\sigma \end{pmatrix}$$

FIGURE 2.8 Input (upper part), output (1, lower part) and model output (2, lower part) for Example 2.6, system $\mathcal{S}_1$. 
When \( N \) tends to infinity the contribution of \( u(t) \) tends to zero and

\[
R_0 \rightarrow \frac{\lambda^2}{1 - a_0^2} \quad R_1 \rightarrow \frac{-a_0\lambda^2}{1 - a_0^2} = -a_0R_0
\]

Thus the estimates \( \hat{a} \) and \( \hat{b} \) do converge. However, in contrast to what happened in Examples 2.3 and 2.4, the limits will depend on the realization (the recorded data), since they are given by

\[
\hat{a} = a_0 \\
\hat{b} = (a_0y(1) + y(2))/\sigma = b_0 + e(2)/\sigma
\]  

(2.36)

We see that \( \hat{b} \) has a second term that makes it differ from the true value \( b_0 \). This deviation depends on the realization, so it will have quite different values depending on the actual data. In the present realization \( e(2) = 1.957 \), which according to (2.36) should give (asymptotically) \( \hat{b} = 2.957 \). This values agrees very well with the result given in Table 2.3.

The behavior of the least squares estimate observed above can be explained as follows. The case analyzed in this example is degenerate in two respects. First, the matrix in (2.35) multiplied by \( 1/N \) tends to a singular matrix as \( N \rightarrow \infty \). However, in spite of this fact, it can be seen from (2.35) that the least squares estimate uniquely exists and can be computed for any value of \( N \) (possibly for \( N \rightarrow \infty \)). Second, and more important, in this case (2.34) is not valid since the sums involving the input signal do not tend to expectations (\( u(t) \) being equal to zero almost all the time). Due to this fact, the least squares estimate converges to a stochastic variable rather than to a constant value (see the limiting estimate \( \hat{b} \) in (2.36)). In particular, due to the combination of the two types of degeneracy discussed above, the least squares method failed to provide consistent estimates.

Examples 2.3 and 2.4 have shown that for system \( J_1 \) consistent parameter estimates are obtained if the input is white noise or a step function (in the latter case it must be assumed that there is noise acting on the system so that \( \lambda^2 > 0 \); otherwise the system of equations (2.17) does not have a unique solution; see the discussion at the end of Example 2.4). If \( u(t) \) is an impulse, however, the least squares method fails to give consistent estimates. The reason, in loose terms, is that an impulse function ‘is equal to zero too often’. To guarantee consistency an input must be used that excites the process sufficiently. In technical terms the requirement is that the input signal be persistently exciting of order 1 (see Chapter 5 for a definition and discussions of this property).

\[ \text{Section 2.7} \text{ The influence of feedback} \]

It follows from the previous section that certain restrictions must be imposed on the input signal to guarantee that the matrix appearing in (2.15) is well behaved. The examples in this section illustrate what can happen when the input is determined through feedback from the output. The use of feedback might be necessary when making real identification
experiments. The open loop system to be identified may be unstable, so without a stabilizing feedback it would be impossible to obtain anything but very short data series. Also safety requirements can be strong reasons for using a regulator in a feedback loop during the identification experiment.

**Example 2.7** A feedback signal as input
Consider the model (2.8). Assume that the input is determined through a proportional feedback from the output,

$$ u(t) = -ky(t) \quad (2.37) $$

Then the matrix in (2.15) becomes

$$ \Sigma y^2(t - 1) \begin{pmatrix} 1 & k \\ k & k^2 \end{pmatrix} $$

which is singular. As a consequence the least squares method cannot be applied. It can be seen in other ways that the system cannot be identified using the input (2.37). Assume that \( k \) is known (otherwise it is easily determined from measurements of \( u(t) \) and \( y(t) \) using (2.37)). Thus, only \( \{ y(t) \} \) carries information about the dynamics of the system. Using \( \{ u(t) \} \) cannot provide any more information. From (2.8) and (2.37),

$$ \varepsilon(t) = y(t) + (a + bk)y(t - 1) \quad (2.38) $$

This expression shows that only the linear combination \( a + bk \) can be estimated from the data. All values of \( a \) and \( b \) that give the same value of \( a + bk \) will also give the same sequence of residuals \( \{ \varepsilon(t) \} \) and the same value of the loss function. In particular, the loss function (2.12) will not have a unique minimum. It is minimized along a straight line. In the asymptotic case \( (N \to \infty) \) this line is simply given by

$$ \{ a + bk = a_0 + b_0k \} $$

Since there is a valley of minima, the Hessian (the matrix of second-order derivatives) must be singular. This matrix is precisely twice the matrix appearing in (2.15). This brings us back to the earlier observation that we cannot identify the parameters \( a \) and \( b \) using the input as given by (2.37).

Based on Example 2.7 one may be led to believe that there is no chance of obtaining consistent parameter estimates if feedback must be used during the identification experiment. Fortunately, the situation is not so hopeless, as the following example demonstrates.

**Example 2.8** A feedback signal and an additional setpoint as input
The system \( \mathcal{G}_1 \) was simulated generating 1000 data points. The input was a feedback from the output plus an additional signal,

$$ u(t) = -ky(t) + r(t) \quad (2.39) $$

The signal \( r(t) \) was generated as a PRBS of magnitude 0.5, while the feedback gain was chosen as \( k = 0.5 \). The least squares estimates were computed; the numerical values are given in Table 2.4. Figure 2.9 depicts the input, the output and the model output.
It can be seen that this time reasonable parameter estimates were obtained even though the data were generated using feedback.

To analyze this situation, first note that the consistency calculations (2.34) are still valid. It is thus sufficient to show that the matrix appearing in (2.15) is well behaved (in particular, nonsingular) for large \( N \). For this purpose assume that \( r(t) \) is white noise of zero mean and variance \( \sigma^2 \), which is independent of \( e(s) \) for all \( t \) and \( s \). (As already explained for \( \sigma = 0.5 \) this is a close approximation to the PRBS used.) Then from (2.1) with \( c_0 = 0 \) and (2.39) (for convenience, we omit the index 0 of \( a \) and \( b \)), the following equations are obtained:

\[
\begin{align*}
y(t) + (a + bk)y(t - 1) &= br(t - 1) + e(t) \\
u(t) + (a + bk)u(t - 1) &= r(t) + ar(t - 1) - ke(t)
\end{align*}
\]

This gives, after some calculations,

\[
\begin{pmatrix}
Ey^2(t) & -Ey(t)u(t) \\
-Ey(t)u(t) & Eu^2(t)
\end{pmatrix} = \frac{1}{1 - (a + bk)^2}
\begin{pmatrix}
(b^2\sigma^2 + \lambda^2) & -k(b^2\sigma^2 + \lambda^2) \\
-k(b^2\sigma^2 + \lambda^2) & k^2(b^2\sigma^2 + \lambda^2) + \{1 - (a + bk)^2\}\sigma^2
\end{pmatrix}
\]

which is positive definite. Here we have assumed that the closed loop system is asymptotically stable so that \( |a + bk| < 1 \).
Summary and outlook

The experiences gained so far and the conclusions that can be drawn may be summarized as follows.

1. When a nonparametric method such as transient analysis or correlation analysis is used, the result is easy to obtain but the derived model will be rather inaccurate. A parametric method was shown to give more accurate results.

2. When the least squares method is used, the consistency properties depend critically on how the noise enters into the system. This means that the inherent model structure may not be suitable unless the system has certain properties. This gives a requirement on the system \( \mathcal{F} \). When that requirement is not satisfied, the estimated model will not be an exact representation of \( \mathcal{F} \) even asymptotically (for \( N \to \infty \)). The model will only be an approximation of \( \mathcal{F} \). The sense in which the model approximates the system is determined by the identification method used. Furthermore, the parameter values of the approximation model depend on the input signal (or, in more general terms, on the experimental condition).

3. As far as the experimental condition \( \mathcal{X} \) is concerned it is important that the input signal is persistently exciting. Roughly speaking, this implies that all modes of the system should be excited during the identification experiment.

4. When the experimental condition includes feedback from \( y(t) \) to \( u(t) \) it may not be possible to identify the system parameters even if the input is persistently exciting. On the other hand, when a persistently exciting reference signal is added to the system, the parameters may be estimated with reasonable accuracy.

Needless to say, the statements above have not been strictly proven. They merely rely on some simple first-order examples. However, the subsequent chapters will show how these conclusions can be proven to hold under much more general conditions.

The remaining chapters are organized in the following way.

Nonparametric methods are described in Chapter 3, where some methods other than those briefly introduced in Section 2.3 are analyzed. Nonparametric methods are often sensitive to noise and do not give very accurate results. However, as they are easy to apply they are often useful means of deriving preliminary or crude models.

Chapter 4 treats linear regression models, confined to static models, that is models which do not include any dynamics. The extension to dynamic models is straightforward from a purely algorithmic point of view. The statistical properties of the parameter estimates in that case will be different, however, except in the special case of weighting function models. In particular, the analysis presented in Chapter 4 is crucially dependent on the assumption of static models. The extension to dynamic models is imbedded in a more general problem discussed in Chapter 7.

Chapter 5 is devoted to discussions of input signals and their properties relevant to system identification. In particular, the concept of persistent excitation is treated in some detail.

We have seen by studying the two simple systems \( \mathcal{F}_1 \) and \( \mathcal{F}_2 \) that the choice of model
structure can be very important and that the model must match the system in a certain way. Otherwise it may not be possible to get consistent parameter estimates. Chapter 6 presents some general model structures, which describe general linear systems.

Chapters 7 and 8 discuss two different classes of important identification methods. Example 2.3 shows that the least squares method has some relation to minimization of the prediction error variance. In Chapter 7 this idea is extended to general model sets. The class of so-called prediction error identification methods is obtained in this way. Another class of identification methods is obtained by using instrumental variables techniques. We saw in (2.34) that the least squares method gives consistent estimates only for a certain type of disturbance acting on the system. The instrumental variable methods discussed in Chapter 8 can be seen as rather simple modifications of the least squares method (a linear system of equations similar to (2.15) is solved), but consistency can be guaranteed for a very general class of disturbances. The analysis carried out in Chapters 7 and 8 will deal with both the consistency and the asymptotic distribution of the parameter estimates.

In Chapter 9 recursive identification methods are introduced. For such methods the parameter estimates are modified every time a new input–output data pair becomes available. They are therefore perfectly suited to on-line or real-time applications. In particular, it is of interest to combine them with time-varying regulators or filters that depend on the current parameter vectors. In such a way one can design adaptive systems for control and filtering. It will be shown how the off-line identification methods introduced in previous chapters can be modified to recursive algorithms.

The role of the experimental condition in system identification is very important. A detailed discussion of this aspect is presented in Chapter 10. In particular, we investigate the conditions under which identifiability can be achieved when the system operates under feedback control during the identification experiment.

A very important phase in system identification is model validation. By this we mean different methods of determining if a model obtained by identification should be accepted as an appropriate description of the process or not. This is certainly a difficult problem. Chapter 11 provides some hints on how it can be tackled in practice. In particular, we discuss how to select between two or more competing model structures (which may, for example, correspond to different model orders).

It is sometimes claimed that system identification is more art than science. There are no foolproof methods that always and directly lead to a correct result. Instead, there are a number of theoretical results which are useful from a practical point of view. Even so, the user must combine the application of such a theory with common sense and intuition to get the most appropriate result. Chapter 12 should be seen in this light. There we discuss a number of practical issues and how the previously developed theory can help when dealing with system identification in practice.

Problems

Problem 2.1 Bias, variance and mean square error
Let \( \hat{\theta}_i, \ i = 1, 2 \) denote two estimates of the same scalar parameter \( \theta \). Assume, with \( N \)
denoting the number of data points, that
\[
\text{bias } (\hat{\theta}_i) \triangleq E(\hat{\theta}_i) - \theta = \begin{cases} 
1/N & \text{for } i = 1 \\
0 & \text{for } i = 2 
\end{cases}
\]
\[
\text{var}(\hat{\theta}_i) \triangleq E[(\hat{\theta}_i - E(\hat{\theta}_i))^2] = \begin{cases} 
1/N & \text{for } i = 1 \\
3/N & \text{for } i = 2 
\end{cases}
\]
where var (·) is the abbreviation for variance (·). The mean square error (mse) is defined as \(E(\hat{\theta}_i - \theta)^2\). Which one of \(\hat{\theta}_1, \hat{\theta}_2\) is the best estimate in terms of mse? Comment on the result.

**Problem 2.2 Convergence rates for consistent estimators**
For most consistent estimators of the parameters of stationary processes, the variance of the estimation error tends to zero as \(1/N\) when \(N \to \infty\) \((N = \text{the number of data points})\) (see, for example, Chapters 4, 7 and 8). For nonstationary processes, faster convergence rates may be expected. To see this, derive the variance of the least squares estimate of \(\alpha\) in
\[
y(t) = \alpha t + e(t) \quad t = 1, 2, \ldots, N
\]
where \(e(t)\) is white noise with zero mean and variance \(\lambda^2\).

**Problem 2.3 Illustration of unbiasedness and consistency properties**
Let \(\{x_i\}_{i=1}^N\) be a sequence of independent and identically distributed Gaussian random variables with mean \(\mu\) and variance \(\sigma\). Both \(\mu\) and \(\sigma\) are unknown. Consider the following estimate of \(\mu\):
\[
\hat{\mu} = \frac{1}{N} \sum_{i=1}^N x_i
\]
and the following two estimates for \(\sigma\):
\[
\hat{\sigma}_1 = \frac{1}{N} \sum_{i=1}^N (x_i - \hat{\mu})^2
\]
\[
\hat{\sigma}_2 = \frac{1}{N - 1} \sum_{i=1}^N (x_i - \hat{\mu})^2
\]
Determine the means and variances of the estimates \(\hat{\mu}, \hat{\sigma}_1\) and \(\hat{\sigma}_2\). Discuss their (un)biasedness and consistency properties. Compare \(\hat{\sigma}_1\) and \(\hat{\sigma}_2\) in terms of their mse’s.

_Hint_. Lemma B.9 will be useful for calculating \(\text{var}(\hat{\sigma}_i)\).

**Remark.** A generalization of the problem above is treated in Section B.9.

**Problem 2.4 Least squares estimates with white noise as input**
Verify the expressions (2.18a), (2.18b).

**Problem 2.5 Least squares estimates with a step function as input**
Verify the expressions (2.23a), (2.23b).
Problem 2.6 Least squares estimates with a step function as input, continued

(a) Verify the expression (2.26).
(b) Assume that the data are noise-free. Show that all solutions to the system of equations (2.17) are given by (2.27).

Problem 2.7 Conditions for a minimum
Show that the solution to (2.15) gives a minimum point of the loss function, and not another type of stationary point.

Problem 2.8 Weighting sequence and step response
Assume that the weighting sequence \( \{h(k)\}_{k=0}^{\infty} \) of a system is given. Let \( y(t) \) be the step response of the system. Show that \( y(t) \) can be obtained by integrating the weighting sequence, in the following sense:

\[
y(t) - y(t - 1) = h(t) \\
y(-1) = 0
\]

Bibliographical notes

The concepts of system, model structure, identification method and experimental condition have turned out to be valuable ways of describing the items that influence an identification result. These concepts have been described in Ljung (1976) and Gustavsson et al. (1977, 1981). A classical discussion along similar lines has been given by Zadeh (1962).
Chapter 3
NONPARAMETRIC METHODS

3.1 Introduction

This chapter describes some nonparametric methods for system identification. Such identification methods are characterized by the property that the resulting models are curves or functions, which are not necessarily parametrized by a finite-dimensional parameter vector. Two nonparametric methods were considered in Examples 2.1–2.2. The following methods will be discussed here:

- \textit{Transient analysis}. The input is taken as a step or an impulse and the recorded output constitutes the model.
- \textit{Frequency analysis}. The input is a sinusoid. For a linear system in steady state the output will also be sinusoidal. The change in amplitude and phase will give the frequency response for the used frequency.
- \textit{Correlation analysis}. The input is white noise. A normalized cross-covariance function between output and input will provide an estimate of the weighting function.
- \textit{Spectral analysis}. The frequency response can be estimated for arbitrary inputs by dividing the cross-spectrum between output and input to the input spectrum.

3.2 Transient analysis

With this approach the model used is either the step response or the impulse response of the system. The use of an impulse as input is common practice in certain applications, for example where the input is an injection of a substance, the future distribution of which is sought and traced with a sensor. This is typical in certain ‘flow systems’, for example in biomedical applications.

Step response

Sometimes it is of interest to fit a simple low-order model to a step response. This is illustrated in the following examples for some classes of first- and second-order systems, which are described using the transfer function model
Section 3.2

\[ Y(s) = G(s)U(s) \]  
(3.1)

where \( Y(s) \) is the Laplace transform of the output signal \( y(t) \), \( U(s) \) is the Laplace transform of the input \( u(t) \), and \( G(s) \) is the transfer function of the system.

**Example 3.1** Step response of a first-order system

Consider a system given by the transfer function

\[ G(s) = \frac{K}{1 + sT}e^{-\sigma T} \]  
(3.2a)

This means that the system is described by the first-order differential equation

\[ T \frac{dy}{dt}(t) + y(t) = Ku(t - \tau) \]  
(3.2b)

Note that a time delay \( \tau \) is included in the model. The step response of such a system is illustrated in Figure 3.1.

Figure 3.1 demonstrates a graphical method for determining the parameters \( K \), \( T \) and \( \tau \) from the step response. The gain \( K \) is given by the final value. By fitting the steepest tangent, \( T \) and \( \tau \) can be obtained. The slope of this tangent is \( K/T \), where \( T \) is the time constant. The tangent crosses the \( t \) axis at \( t = \tau \), the time delay.

\[ \]  

**FIGURE 3.1** Response of a first-order system with delay to a unit step.
Example 3.2 Step response of a damped oscillator

Consider a second-order system given by

\[ G(s) = \frac{K\omega_0^2}{s^2 + 2\zeta\omega_0 s + \omega_0^2} \]  

(3.3a)

In the time domain this system is described by

\[ \frac{d^2y}{dt^2} + 2\zeta\omega_0 \frac{dy}{dt} + \omega_0^2 y = K\omega_0^2 u \]  

(3.3b)

Physically this equation describes a damped oscillator. After some calculations the step response is found to be

\[ y(t) = K \left[ 1 - \frac{1}{\sqrt{(1 - \zeta^2)}} e^{-\zeta\omega_0 t} \sin(\omega_0 \sqrt{(1 - \zeta^2)} t + \tau) \right] \]

(3.3c)

\[ \tau = \arccos \zeta \]

This is illustrated in Figure 3.2.

It is obvious from Figure 3.2 how the relative damping \( \zeta \) influences the character of the step response. The remaining two parameters, \( K \) and \( \omega_0 \), merely act as scale factors. The gain \( K \) scales the amplitude axis while \( \omega_0 \) scales the time axis. The three

![FIGURE 3.2 Response of a damped oscillator to a unit input step.](image-url)
parameters of the model (3.3a), namely $K$, $\zeta$ and $\omega_0$ could be determined by comparing the measured step response with Figure 3.2 and choosing the curve that is most similar to the recorded data. However, one can also proceed in a number of alternative ways. One possibility is to look at the local extrema (maxima and minima) of the step response. With some calculations it can be found from (3.3c) that they occur at times

$$t_k = k \frac{\pi}{\omega_0 \sqrt{1 - \zeta^2}} \quad k = 1, 2, \ldots$$

(3.3d)

and that

$$y(t_k) = K[1 - (-1)^k M^k]$$

(3.3e)

where the overshoot $M$ is given by

$$M = \exp[-\zeta \pi/\sqrt{1 - \zeta^2}]$$

(3.3f)

The relation (3.3f) between the overshoot $M$ and the relative damping is illustrated in Figure 3.3.

The parameters $K$, $\zeta$ and $\omega_0$ can be determined as follows (see Figure 3.4). The gain $K$ is easily obtained as the final value (after convergence). The overshoot $M$ can be

![FIGURE 3.3 Overshoot $M$ versus relative damping $\zeta$ for a damped oscillator.](image-url)
determined in several ways. One possibility is to use the first maximum. An alternative is to use several extrema and the fact (see (3.3e)) that the amplitude of the oscillations is reduced by a factor $M$ for every half-period. Once $M$ is determined, $\xi$ can be derived from (3.3f):

$$\xi = \frac{-\log M}{[\pi^2 + (\log M)^2]^{1/2}}$$  \hspace{1cm} (3.3g)

From the step response the period $T$ of the oscillations can also be determined. From (3.3d),

$$T = \frac{2\pi}{\omega_0 \sqrt{(1 - \xi^2)}}$$  \hspace{1cm} (3.3h)

Then $\omega_0$ is given by

$$\omega_0 = \frac{2\pi}{T \sqrt{(1 - \xi^2)}} = \frac{2}{T} \left[\pi^2 + (\log M)^2\right]^{1/2}$$  \hspace{1cm} (3.3i)
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Impulse response

Theoretically, for an impulse response a Dirac function $\delta(t)$ is needed as input. Then the output will be equal to the weighting function $h(t)$ of the system. However, an ideal impulse cannot be realized in practice, and an approximate impulse must be used; for example

$$u(t) = \begin{cases} 
1/\alpha & 0 \leq t < \alpha \\
0 & \alpha \leq t 
\end{cases} \quad (3.4)$$

This input satisfies $\int u(t)dt = 1$ as the idealized impulse and should resemble it for sufficiently small values of the impulse length $\alpha$.

Use of the approximate impulse (3.4) will give a distortion of the output, as can be seen from the following simple calculation:

$$y(t) = \int_{0}^{\infty} h(s)u(t - s)ds = \frac{1}{\alpha} \int_{\max(0, t - \alpha)}^{t} h(s)ds \approx h(t) \quad (3.5)$$

If the duration $\alpha$ of the impulse (3.4) is short compared to the time constants of interest, then the distortion introduced may be negligible. This fact is illustrated in the following example.

Example 3.3 Nonideal impulse response

Consider a damped oscillator with transfer function

$$G(s) = \frac{1}{s^2 + 0.4s + 1} \quad (3.6)$$

Figure 3.5 shows the weighting function and the responses to the approximate impulse (3.4) for various values of the impulse duration $\alpha$. It can be seen that the (nonideal) impulse response deviates very little from the weighting function if $\alpha$ is small compared to the oscillation period.

Problem 3.11 and Complement C7.5 contain a discussion of how a parametric model can be fitted to an estimated impulse response.

To summarize this section, we note that transient analysis is often simple to apply. It gives at least a first model which can be used to obtain rough estimates of the relative damping, the dominating time constants and a possible time delay. Therefore, transient analysis is a convenient way of deriving crude models. However, it is quite sensitive to noise.

3.3 Frequency analysis

For a discussion of frequency analysis it is convenient to use the continuous time model $Y(s) = G(s)U(s)$, see (3.1).
Basic frequency analysis

If the input signal is a sinusoid

\[ u(t) = a \sin(\omega t) \]  \hspace{1cm} (3.7)

and the system is asymptotically stable, then in the steady state the output will become

\[ y(t) = b \sin(\omega t + \varphi) \]  \hspace{1cm} (3.8)

where

\[
\begin{align*}
b &= a|G(i\omega)| \hspace{1cm} (3.9a) \\
\varphi &= \text{arg}[G(i\omega)] \hspace{1cm} (3.9b)
\end{align*}
\]

This can be proved as follows. Assume for convenience that the system is initially at rest. (The initial values will only give a transient effect, due to the assumption of stability.) Then the system can be represented using a weighting function \( h(t) \) as follows:

\[ y(t) = \int_{0}^{t} h(t)u(t - \tau)d\tau \]  \hspace{1cm} (3.10)
where \( h(t) \) is the function whose Laplace transform equals \( G(s) \). Now set

\[
G_i(s) = \int_0^t h(\tau)e^{-s\tau}d\tau
\]

(3.11)

Since

\[
\sin \omega t = \frac{1}{2i}(e^{i\omega t} - e^{-i\omega t})
\]

equations (3.7), (3.10), (3.11) give

\[
y(t) = \frac{a}{2i} \int_0^t h(\tau)[e^{i\omega(t-\tau)} - e^{-i\omega(t-\tau)}]d\tau
\]

\[
= \frac{a}{2i}[e^{i\omega G_i(i\omega)} - e^{-i\omega G_i(-i\omega)}]
\]

(3.12)

\[
= \frac{a}{2i} |G_i(i\omega)| [e^{i\omega e^{i\arg G_i(i\omega)}} - e^{-i\omega e^{-i\arg G_i(i\omega)}}]
\]

\[
= a |G_i(i\omega)| \sin(\omega t + \arg G_i(i\omega))
\]

When \( t \) tends to infinity, \( G_i(i\omega) \) will tend to \( G(i\omega) \). With this observation, the proof of (3.8), (3.9) is completed.

Note that normally the phase \( \varphi \) will be negative. By measuring the amplitudes \( a \) and \( b \) as well as the phase difference \( \varphi \), the complex variable \( G(i\omega) \) can be found from (3.9). If such a procedure is repeated for a number of frequencies then one can obtain a graphical representation of \( G(i\omega) \) as a function of \( \omega \). Such Bode plots (or Nyquist plots or other equivalent representations) are well suited as tools for classical design of control systems.

The procedure outlined above is rather sensitive to disturbances. In practice it can seldom be used in such a simple form. This is not difficult to understand: assume that the true system can be described by

\[
Y(s) = G(s)U(s) + E(s)
\]

(3.13)

where \( E(s) \) is the Laplace transform of some disturbance \( e(t) \). Then instead of (3.8) we will have

\[
y(t) = b \sin(\omega t + \varphi) + e(t)
\]

(3.14)

and due to the presence of the noise it will be difficult to obtain an accurate estimate of the amplitude \( b \) and the phase difference \( \varphi \).

**Improved frequency analysis**

There are ways to improve the basic frequency analysis method. This can be done by a correlation technique. The output is multiplied by \( \sin \omega t \) and \( \cos \omega t \) and the result is integrated over the interval \([0, T]\). This procedure is illustrated in Figure 3.6.
For the improved frequency analysis, (3.14) yields

\[
y_s(T) = \int_0^T y(t) \sin \omega t \, dt
\]

\[
= \int_0^T b \sin(\omega t + \varphi) \sin \omega t \, dt + \int_0^T e(t) \sin \omega t \, dt
\]

\[
= \frac{bT}{2} \cos \varphi - \frac{b}{2} \int_0^T \cos(2\omega t + \varphi) \, dt + \int_0^T e(t) \sin \omega t \, dt
\]

\[
y_c(T) = \int_0^T y(t) \cos \omega t \, dt
\]

\[
= \int_0^T b \sin(\omega t + \varphi) \cos \omega t \, dt + \int_0^T e(t) \cos \omega t \, dt
\]

\[
= \frac{bT}{2} \sin \varphi - \frac{b}{2} \int_0^T \sin(2\omega t + \varphi) \, dt + \int_0^T e(t) \cos \omega t \, dt
\]

If the measurements are noise-free \((e(t) = 0)\) and the integration time \(T\) is a multiple of the sinusoid period, say \(T = k2\pi/\omega\), then

\[
y_s(T) = \frac{bT}{2} \cos \varphi
\]

\[
y_c(T) = \frac{bT}{2} \sin \varphi
\]

From these relations it is easy to determine \(b\) and \(\varphi\); then \(|G(i\omega)|\) is calculated according to (3.9a). Note that (3.9) and (3.16) imply
\begin{align*}
y_s(T) &= \frac{aT}{2} \text{Re } G(i\omega) \\
y_c(T) &= \frac{aT}{2} \text{Im } G(i\omega)
\end{align*}

\text{(3.17)}

which can also provide a useful form for describing $G(i\omega)$.

**Sensitivity to noise**

Intuitively, the approach (3.15)–(3.17) has better noise suppression properties than the basic frequency analysis method. The reason is that the effect of the noise is suppressed by the averaging inherent in (3.15).

A simplified analysis of the sensitivity to noise can be made as follows. Assume that $e(t)$ is a stationary process with covariance function $r_e(\tau)$. The variance of the output is then $r_e(0)$. The amplitude $b$ can be difficult to estimate by inspection of the signals unless $b^2$ is much larger than $r_e(0)$. The variance of the term $y_s(T)$ can be analyzed as follows ($y_c(T)$ can be analyzed similarly). We have

\[
\text{var}[y_s(T)] = E \left[ \int_0^T e(t) \sin \omega t \, dt \right]^2
\]

\[
= E \int_0^T \int_0^T e(t_1) \sin \omega t_1 e(t_2) \sin \omega t_2 \, dt_1 \, dt_2
\]

\[
= \int_0^T \int_0^T r_e(t_1 - t_2) \sin \omega t_1 \sin \omega t_2 \, dt_1 \, dt_2
\]

\text{(3.18)}

Assume that the noise covariance function $r_e(\tau)$ is bounded by an exponential function

\[
|r_e(\tau)| \leq r_0 \exp(-\alpha|\tau|) \quad (\alpha > 0)
\]

\text{(3.19)}

(For a stationary disturbance this is a weak assumption.) Then an upper bound for $\text{var}[y_s(T)]$ is derived as follows:

\[
\text{var}[y_s(T)] \leq \int_0^T \int_0^T |r_e(t_1 - t_2)| \, dt_1 \, dt_2
\]

\[
= \int_0^T \left[ \int_{-t_2}^{T-t_2} |r_e(\tau)| \, d\tau \right] \, dt_2
\]

\[
\leq \int_0^T \left[ \int_{-\infty}^{\infty} |r_e(\tau)| \, d\tau \right] \, dt_2
\]

\[
\leq 2T \int_0^\infty r_0 \exp(-\alpha|\tau|) \, d\tau = \frac{2Tr_0}{\alpha}
\]

\text{(3.20)}
The ‘relative precision’ of the improved frequency analysis method satisfies

$$\frac{\text{var}[y_s(T)]}{(E[y_s(T)])^2} \leq \frac{8}{\alpha \cos^2 \varphi} \frac{r_0}{b^2 T}$$  \hspace{1cm} (3.21)$$

which shows that the relative precision will decrease at least as fast as $1/T$ when $T$ tends to infinity. For the basic frequency analysis without the correlation improvement, the relative precision is given by

$$\frac{\text{var} y(t)}{(E y(t))^2} = \frac{r_c(0)}{b^2 \sin^2(\omega t + \varphi)}$$  \hspace{1cm} (3.22)$$

which can be much larger than (3.21).

Commercial equipment is available for performing frequency analysis as in (3.15)–(3.17). The disadvantage of frequency analysis is that it often requires long experiment times. (Recall that for every frequency treated the system must be allowed to settle to the ‘stationary phase’ before the integrations are performed. For small $\omega$ it may be necessary to let the integration time $T$ be very large.)

### 3.4 Correlation analysis

The form of model used in correlation analysis is

$$y(t) = \sum_{k=0}^{\infty} h(k)u(t - k) + \nu(t)$$  \hspace{1cm} (3.23)$$

or its continuous time counterpart. In (3.23) $\{h(k)\}$ is the weighting sequence and $\nu(t)$ is a disturbance term. Assume that the input is a stationary stochastic process which is independent of the disturbance. Then the following relation (called the Wiener–Hopf equation) holds for the covariance functions:

$$r_{yu}(\tau) = \sum_{k=0}^{\infty} h(k)r_u(\tau - k)$$  \hspace{1cm} (3.24)$$

where $r_{yu}(\tau) = E y(t + \tau)u(t)$ and $r_u(\tau) = Eu(t + \tau)u(t)$ (see equation (A3.1.11) in Appendix A3.1 at the end of this chapter). The covariance functions in (3.24) can be estimated from the data as

$$\hat{r}_{yu}(\tau) = \frac{1}{N} \sum_{t=1}^{N-\text{max}(\tau,0)} y(t + \tau)u(t) \quad \tau = 0, \pm 1, \pm 2, \ldots$$

$$\hat{r}_u(\tau) = \frac{1}{N} \sum_{t=1}^{N-\tau} u(t + \tau)u(t) \quad \hat{r}_u(-\tau) = \hat{r}_u(\tau) \quad \tau = 0, 1, 2, \ldots$$  \hspace{1cm} (3.25)$$

Then an estimate $\{\hat{h}(k)\}$ of the weighting function $\{h(k)\}$ can be determined in principle by solving
\[ \hat{r}_{yu}(\tau) = \sum_{k=0}^{\infty} \hat{h}(k) \hat{r}_u(\tau - k) \]  

(3.26)

This will in general give a linear system of infinite dimension. The problem is greatly simplified if we use white noise as input. Then it is known a priori that \( r_u(\tau) = 0 \) for \( \tau \neq 0 \). For this case (3.24) gives

\[ h(k) = r_{yu}(k)/r_u(0) \]  

(3.27)

which is easy to estimate from the data using (3.25). In Appendix A3.2 the accuracy of this estimate is analyzed. Equipment exists for performing correlation analysis automatically in this way.

Another approach to the simplification of (3.26) is to consider a truncated weighting function. This will lead to a linear system of finite order. Assume that

\[ h(k) = 0 \quad k \geq M \]  

(3.28)

Such a model is often called a finite impulse response (FIR) model in signal processing applications. The integer \( M \) should be chosen to be large in comparison with the dominant time constants of the system. Then (3.28) will be a good approximation. Using (3.28), equation (3.26) becomes

\[ \hat{r}_{yu}(\tau) = \sum_{k=0}^{M-1} \hat{h}(k) \hat{r}_u(\tau - k) \]  

(3.29)

Writing out this equation for \( \tau = 0, 1, \ldots, M - 1 \), the following linear system of equations is obtained:

\[
\begin{bmatrix}
\hat{r}_{yu}(0) \\
\vdots \\
\hat{r}_{yu}(M - 1)
\end{bmatrix} =
\begin{bmatrix}
\hat{r}_u(0) & \ldots & \hat{r}_u(M - 1) \\
\vdots & \ddots & \vdots \\
\hat{r}_u(M - 1) & \ldots & \hat{r}_u(0)
\end{bmatrix}
\begin{bmatrix}
\hat{h}(0) \\
\vdots \\
\hat{h}(M - 1)
\end{bmatrix}
\]  

(3.30)

Equation (3.29) can also be applied with more than \( M \) different values of \( \tau \) giving rise to an overdetermined linear system of equations. The method of determining \( \{h(k)\} \) from (3.30) is discussed in further detail in Chapter 4. The condition required in order to ensure that the system of equations (3.30) has a unique solution is derived in Section 5.4.

### 3.5 Spectral analysis

The final nonparametric method to be described is spectral analysis. As in the previous method, we start with the description (3.23), which implies (3.24). Taking discrete Fourier transforms, the following relation for the spectral densities can be derived from (3.24) (see Appendix A3.1):
Nonparametric methods

\[ \phi_{yu}(\omega) = H(e^{-i\omega})\phi_u(\omega) \]  

(3.31)

where

\[ \phi_{yu}(\omega) = \frac{1}{2\pi} \sum_{\tau = -\infty}^{\infty} \phi_{yu}(\tau) e^{-i\tau\omega} \]

\[ \phi_u(\omega) = \frac{1}{2\pi} \sum_{\tau = -\infty}^{\infty} \phi_u(\tau) e^{-i\tau\omega} \]  

(3.32)

\[ H(e^{-i\omega}) = \sum_{k=0}^{\infty} h(k)e^{-ik\omega} \]

See (A3.1.12) for a derivation. Note that \( \phi_{yu}(\omega) \) is complex valued.

Now the transfer function \( H(e^{-i\omega}) \) can be estimated from (3.31) as

\[ \hat{H}(e^{-i\omega}) = \frac{\hat{\phi}_{yu}(\omega)}{\hat{\phi}_u(\omega)} \]  

(3.33)

To use (3.33) we must find a reasonable method for estimating the spectral densities. A straightforward approach would be to take

\[ \hat{\phi}_{yu}(\omega) = \frac{1}{2\pi} \sum_{\tau = -N}^{N} \phi_{yu}(\tau) e^{-i\tau\omega} \]  

(3.34)

(cf. (3.25), (3.32)), and similarly for \( \hat{\phi}_u(\omega) \). The computations in (3.34) can be organized as follows. Using (3.25),

\[ \hat{\phi}_{yu}(\omega) = \frac{1}{2\pi N} \sum_{\tau = -N}^{N} \sum_{t=1}^{N-\max(\tau,0)} \sum_{t=1}^{N-\min(\tau,0)} y(t + \tau)u(t)e^{-i\tau\omega} \]

Next make the substitution \( s = t + \tau \). Figure 3.7 illustrates how to derive the limits for the new summation index.

Since \( e^{-i\tau\omega} = e^{-i\omega}e^{i\tau\omega} \) we get

![FIGURE 3.7 Change of summation variables. Summation is over the shaded area.](image-url)
\[
\hat{\phi}_{yu}(\omega) = \frac{1}{2\pi N} \sum_{s=1}^{N} \sum_{t=1}^{N} y(s)u(t)e^{-is\omega}e^{it\omega}
= \frac{1}{2\pi N} Y_N(\omega)U_N(-\omega)
\]
(3.35)

where

\[
Y_N(\omega) = \sum_{s=1}^{N} y(s)e^{-is\omega}
\]
\[
U_N(\omega) = \sum_{s=1}^{N} u(s)e^{-is\omega}
\]
(3.36)

are the discrete Fourier transforms of the sequences \(\{y(t)\}\) and \(\{u(t)\}\), padded with zeros, respectively. For \(\omega = 0, 2\pi/N, 4\pi/N, \ldots, \pi\) they can be computed efficiently using FFT (fast Fourier transform) algorithms.

In a similar way,

\[
\hat{\phi}_u(\omega) = \frac{1}{2\pi N} U_N(\omega)U_N(-\omega) = \frac{1}{2\pi N}|U_N(\omega)|^2
\]
(3.37)

This estimate of the spectral density is called the periodogram. From (3.33), (3.35), (3.37), the estimate for the transfer function is

\[
\hat{H}(e^{-i\omega}) = Y_N(\omega)/U_N(\omega)
\]
(3.38)

This quantity is sometimes called the empirical transfer function estimate. See Ljung (1985b) for a discussion.

The foregoing approach to estimating the spectral densities and hence the transfer function will give poor results. For example, if \(u(t)\) is a stochastic process, then the estimates (3.35), (3.37) do not converge (in the mean square sense) to the true spectrum as \(N\), the number of data points, tends to infinity. In particular, the estimate \(\hat{\phi}_u(\omega)\) will on average behave like \(\phi_u(\omega)\), but its variance does not tend to zero as \(N\) tends to infinity. See Brillinger (1981) for a discussion of this point. One of the main reasons for this behavior is that the estimate \(\hat{r}_{yu}(\tau)\) will be quite inaccurate for large values of \(\tau\) (in which case only a few terms are used in (3.25)), but all covariance elements \(\hat{r}_{yu}(\tau)\) are given the same weight in (3.34) regardless of their accuracy. Another more subtle reason may be explained as follows. In (3.34) \(2N + 1\) terms are summed. Even if the estimation error of each term tended to zero as \(N \to \infty\), there is no guarantee that the global estimation error of the sum also tends to zero. These difficulties may be overcome if the terms of (3.34) corresponding to large values of \(\tau\) are weighted out. (The above discussion of the estimates \(\hat{r}_{yu}(\tau)\) and \(\hat{\phi}_{yu}(\omega)\) applies also to \(\hat{r}_u(\tau)\) and \(\hat{\phi}_u(\omega)\).) Thus, instead of (3.34) the following improved estimate of the cross-spectrum (and analogously for the auto-spectrum) is used:

\[
\hat{\phi}_{yu}(\omega) = \frac{1}{2\pi} \sum_{\tau=-N}^{N} \hat{r}_{yu}(\tau)w(\tau)e^{-i\tau\omega}
\]
(3.39)
where \( w(\tau) \) is a so-called lag window. It should be equal to 1 for \( \tau = 0 \), decrease with increasing \( \tau \), and should be equal to 0 for large values of \( \tau \). ('Large values' refer to a certain proportion such as 5 or 10 percent of the number of data points, \( N \)). Several different forms of lag windows have been proposed in the literature; see Brillinger (1981).

Some simple windows are presented in the following example.

**Example 3.4 Some lag windows**

The following lag windows are often referred to in the literature:

\[
\begin{align*}
    w_1(\tau) &= \begin{cases} 
        1 & |\tau| \leq M \\
        0 & |\tau| > M
    \end{cases} \\
    w_2(\tau) &= \begin{cases} 
        1 - |\tau|/M & |\tau| \leq M \\
        0 & |\tau| > M
    \end{cases} \\
    w_3(\tau) &= \begin{cases} 
        \frac{1}{2} \left( 1 + \cos \left( \frac{\pi \tau}{M} \right) \right) & |\tau| \leq M \\
        0 & |\tau| > M
    \end{cases}
\end{align*}
\]

The window \( w_1(\tau) \) is called rectangular, \( w_2(\tau) \) is attributed to Bartlett, and \( w_3(\tau) \) to Hamming and Tukey. These windows are depicted in Figure 3.8.

Note that all the windows vanish for \( |\tau| > M \). If the parameter \( M \) is chosen to be sufficiently large, the periodogram will not be smoothed very much. On the other hand, a small \( M \) may mean that essential parts of the spectrum are smoothed out. It is not

![FIGURE 3.8 The lag windows \( w_1(\tau) \), \( w_2(\tau) \) and \( w_3(\tau) \) given by (3.40).](image)
trivial to choose the parameter $M$. Roughly speaking $M$ should be chosen according to the following two objectives:

1. $M$ should be small compared to $N$ (to reduce the erratic random fluctuations of the periodogram).
2. $|\hat{r}_u(\tau)| \ll \hat{r}_u(0)$ for $\tau \geq M$ (so as not to smooth out the parts of interest in the true spectrum).

The use of a lag window is necessary to obtain a reasonable accuracy. On the other hand, the sharp peaks in the spectrum may be smeared out. It may therefore not be possible to separate adjacent peaks. Thus, use of a lag window will give a limited frequency resolution. The effect of a lag window on frequency resolution is illustrated in the following simple example.

**Example 3.5 Effect of lag window on frequency resolution**

Assume for simplicity that the input signal is a sinusoid, $u(t) = \frac{1}{2} \sin \omega_0 t$, and that a rectangular window (3.40a) is used. (Note that when a sinusoid is used as input, lag windows are not necessary since $U_N(\omega)$ will behave as the tire spectrum, i.e. will be much larger for the sinusoidal frequency and small for all other arguments. However, we consider here such a case since it provides a simple illustration of the frequency resolution.) To emphasize the effect of the lag window, assume that the true covariance function is available. As shown in Example 5.7,

$$r_u(\tau) = \cos \omega_0 \tau \quad (3.41a)$$

Hence

$$\hat{\phi}_u(\omega) = \frac{1}{2\pi} \sum_{\tau=-M}^{M} \cos \omega_0 \tau e^{-i\tau\omega} \quad (3.41b)$$

The true spectrum is derived in Example 5.7 and is given by

$$\phi_u(\omega) = \frac{1}{2} [\delta(\omega - \omega_0) + \delta(\omega + \omega_0)] \quad (3.41c)$$

Thus the spectrum consists of two spikes at $\omega = \pm \omega_0$. Evaluating (3.41b),

$$\hat{\phi}_u(\omega) = \frac{1}{4\pi} \sum_{\tau=-M}^{M} \left[ e^{i(\omega_0 - \omega)\tau} + e^{-i(\omega_0 + \omega)\tau} \right]$$

$$= \frac{1}{4\pi} \left( e^{-i(\omega_0 - \omega)M} \frac{1 - e^{i(\omega_0 - \omega)(2M+1)}}{1 - e^{i(\omega_0 - \omega)}} + e^{i(\omega_0 + \omega)M} \frac{1 - e^{-i(\omega_0 + \omega)(2M+1)}}{1 - e^{-i(\omega_0 + \omega)}} \right)$$

$$= \frac{1}{4\pi} \left( \frac{e^{-i(\omega_0 - \omega)(M+1/2)} - e^{i(\omega_0 - \omega)(M+1/2)}}{e^{-i(\omega_0 - \omega)/2} - e^{i(\omega_0 - \omega)/2}} + \frac{e^{i(\omega_0 + \omega)(M+1/2)} - e^{-i(\omega_0 + \omega)(M+1/2)}}{e^{i(\omega_0 + \omega)/2} - e^{-i(\omega_0 + \omega)/2}} \right)$$

$$= \frac{1}{4\pi} \left( \frac{\sin(M + \frac{1}{2})(\omega_0 - \omega)}{\sin \frac{1}{2}(\omega_0 - \omega)} + \frac{\sin(M + \frac{1}{2})(\omega_0 + \omega)}{\sin \frac{1}{2}(\omega_0 + \omega)} \right) \quad (3.41d)$$
FIGURE 3.9 The effect of the width of a rectangular lag window on the windowed spectrum (3.41d), $\omega_0 = 1.5$. 
The windowed spectrum (3.41d) is depicted in Figure 3.9 for three different values of $M$. It can be seen that the peak is spread out and that the width increases as $M$ decreases. When $M$ is large,

$$\hat{\phi}_n(\omega_0) \approx \frac{1}{4\pi} \frac{M + 1/2}{1/2} \approx \frac{M}{2\pi}$$

$$\hat{\phi}_n\left(\omega_0 + \frac{\pi}{2M}\right) \approx \frac{1}{4\pi} \frac{\sin(\pi/2)}{\sin(\pi/4M)} \approx \frac{1}{4\pi} \frac{1}{\pi/4M} = \frac{M}{\pi^2}$$

Hence an approximate expression for the width of the peak is

$$\Delta\omega = 2 \frac{\pi}{2M} = \frac{\pi}{M} \quad (3.41e)$$

Many signals can be described as a (finite or infinite) sum of superimposed sinusoids. According to the above calculations the true frequency content of the signal at $\omega = \omega_0$ appears in $\hat{\phi}_n(\omega)$ in the whole interval $(\omega_0 - \Delta\omega, \omega_0 + \Delta\omega)$. Hence peaks in the true spectrum that are separated by less than $\pi/M$ are likely to be indistinguishable in the estimated spectrum.

Spectral analysis is a versatile nonparametric method. There is no specific restriction on the input except that it must be uncorrelated with the disturbance. Spectral analysis has therefore become a popular method. The areas of application range from speech analysis and the study of mechanical vibrations to geophysical investigations, not to mention its use in the analysis and design of control systems.
Summary

- **Transient analysis** is easy to apply. It gives a step response or an impulse response (weighting function) as a model. It is very sensitive to noise and can only give a crude model.
- **Frequency analysis** is based on the use of sinusoids as inputs. It requires rather long identification experiments, especially if the correlation feature is included in order to reduce sensitivity to noise. The resulting model is a frequency response. It can be presented as a Bode plot or an equivalent representation of the transfer function.
- **Correlation analysis** is generally based on white noise as input. It gives the weighting function as a resulting model. It is rather insensitive to additive noise on the output signal.
- **Spectral analysis** can be applied with rather arbitrary inputs. The transfer function is obtained in the form of a Bode plot (or other equivalent form). To get a reasonably accurate estimate a lag window must be used. This leads to a limited frequency resolution.

As shown in Chapter 2, nonparametric methods are easy to apply but give only moderately accurate models. If high accuracy is needed a parametric method has to be used. In such cases nonparametric methods can be used to get a first crude model, which may give useful information on how to apply the parametric method.

![FIGURE 3.10 Input–output relation, Problem 3.3.](image)
Problems

Problem 3.1 Determination of time constant $T$ from step response
Prove the rule for determining $T$ given in Figure 3.1.

Problem 3.2 Analysis of the step response of a second-order damped oscillator
Prove the relationships (3.3d)–(3.3f).

Problem 3.3 Determining amplitude and phase
One method of determining amplitude and phase changes, as needed for frequency analysis, is to plot $y(t)$ versus $u(t)$. If $u(t) = a \sin \omega t$, $y(t) = Ka \sin(\omega t + \varphi)$, show that the relationship depicted in the Figure 3.10 applies.

Problem 3.4 The covariance function of a simple process
Let $e(t)$ denote white noise of zero mean and variance $\lambda^2$. Consider the filtered white noise process

$$y(t) = \frac{1}{1 + a q^{-1}} e(t) \quad |a| < 1$$

where $q^{-1}$ denotes the unit delay operator. Calculate the covariances $r_y(k) = E[y(t)y(t-k)], k = 0, 1, 2, \ldots$, of $y(t)$.

Problem 3.5 Some properties of the spectral density function
Let $\phi_u(\omega)$ denote the spectral density function of a stationary signal $u(t)$ (see (3.32)):

$$\phi_u(\omega) = \frac{1}{2\pi} \sum_{\tau = -\infty}^{\infty} r_u(\tau)e^{-i\omega \tau} \quad \omega \in [-\pi, \pi]$$

Assume that

$$\sum_{\tau = 0}^{\infty} |r_u(\tau)| < \infty$$

which guarantees the existence of $\phi_u(\omega)$. Show that $\phi_u(\omega)$ has the following properties:

(a) $\phi_u(\omega)$ is real valued and $\phi_u(-\omega) = \phi_u(\omega)$
(b) $\phi_u(\omega) \geq 0$ for all $\omega$

Hint. Set $q(t) = (u(t-1) \ldots u(t-n))^T, x = (1 \ e^{i\omega} \ldots e^{i(n-1)\omega})^T$. Then show that

$$0 \leq \frac{1}{n} E[q^T(t)x]^2$$

$$= \frac{1}{n} \sum_{\tau = -n}^{n} (n - |\tau|)r_u(\tau)e^{i\omega \tau}$$

and find out what happens when $n$ tends to infinity.
Problem 3.6 Parseval’s formula

Let

\[ H(q^{-1}) = \sum_{k=0}^{\infty} H_k q^{-k} \quad (m|n) \]

\[ G(q^{-1}) = \sum_{k=0}^{\infty} G_k q^{-k} \quad (p|n) \]

be two stable matrix transfer functions, and let \( e(t) \) be a white noise of zero mean and covariance matrix \( \Lambda (n|n) \). Show that

\[
\frac{1}{2\pi} \int_{-\pi}^{\pi} H(e^{i\omega}) \Lambda G^T(e^{-i\omega}) d\omega = \sum_{k=0}^{\infty} H_k \Lambda G_k^T
\]

\[ = E[H(q^{-1})e(t)][G(q^{-1})e(t)]^T \]

The first equality above is called Parseval’s formula. The second equality provides an ‘interpretation’ of the terms occurring in the first equality.

Problem 3.7 Correlation analysis with truncated weighting function

Consider equation (3.30) as a means of applying correlation analysis. Assume that the covariance estimates \( \hat{r}_{yu}(\cdot) \) and \( \hat{r}_u(\cdot) \) are without errors.

(a) Let the input be zero-mean white noise. Show that, regardless of the choice of \( M \), the weighting function estimate is exact in the sense that

\[ \hat{h}(k) = h(k) \quad k = 0, \ldots, M - 1 \]

(b) To show that the result of (a) does not apply for an arbitrary input, consider the input \( u(t) \) given by

\[ u(t) - \alpha u(t - 1) = v(t) \quad |\alpha| < 1 \]

where \( v(t) \) is white noise of zero mean and variance \( \sigma^2 \), and the first-order system

\[ y(t) + ay(t - 1) = bu(t - 1) \quad |a| < 1 \]

Show that

\[ h(0) = 0 \]

\[ h(k) = b(-a)^{k-1} \quad k \geq 1 \]

\[ \hat{h}(k) = h(k) \quad k = 0, \ldots, M - 2 \]

\[ \hat{h}(M - 1) = \frac{h(M - 1)}{1 + a\alpha} \]
Hint

\[
\begin{pmatrix}
1 & \alpha & \ldots & \alpha^{M-1}
\end{pmatrix}^{-1} = \begin{pmatrix}
1 & -\alpha \\
-\alpha & 1 + \alpha^2 & \ldots & 0 \\
0 & 1 + \alpha^2 & -\alpha \\
& & & & \\
\end{pmatrix}
\]

(This result can be verified by direct calculations. It can be derived, for example, from (C7.7.18).)

Problem 3.8 Accuracy of correlation analysis
Consider the noise-free first-order system

\[y(t) + ay(t - 1) = bu(t - 1) \quad |a| < 1\]

Assume that correlation analysis is applied in the case where \(u(t)\) is zero-mean white noise. Evaluate the variances of the estimates \(\hat{h}(k), k = 1, 2, \ldots\) using the results of Appendix A.3.2.

Problem 3.9 Improved frequency analysis as a special case of spectral analysis
Show that if the input is a sinusoid of the form

\[u(t) = a \sin \omega t \quad \omega = \frac{2\pi}{N} n, n \in [0, N - 1]\]

\((N = \text{number of data points})\)

the spectral analysis (3.33)–(3.36) reduces to the discrete time counterpart of the improved frequency analysis (3.15)–(3.17). More specifically, show that

\[
\begin{align*}
\text{Re}\hat{H}(e^{i\omega}) &= \frac{2}{a} \frac{1}{N} \sum_{t=1}^{N} y(t) \sin \omega t \\
\text{Im}\hat{H}(e^{i\omega}) &= \frac{2}{a} \frac{1}{N} \sum_{t=1}^{N} y(t) \cos \omega t
\end{align*}
\]

Problem 3.10 Step response analysis as a special case of spectral analysis
Let \(\{y(t)\}_{t=0}^{N}\) denote the response of a discrete time linear system with transfer function \(H(q^{-1}) = \sum_{k=0}^{\infty} h(k)q^{-k}\) to a step signal \(u(t)\) of amplitude \(a\). Assume that \(y(t) = 0\) for \(t < 0\) and \(y(t) \approx \text{constant}\) for \(t > N\). Justify the following estimate of the system transfer function:

\[\hat{H}(q^{-1}) = \sum_{k=0}^{N} \hat{h}(k)q^{-k}; \quad \hat{h}(k) = \frac{y(k) - y(k - 1)}{a} \quad k = 0, \ldots, N\]

and show that it is approximately equal to the estimate provided by the spectral analysis.
**Problem 3.11** Determination of a parametric model from the impulse response

Assume that we know (or have estimated) an impulse response \( \{h(k)\}_{k=1}^{\infty} \). Consider an \( n \)th-order parametric model of the form

\[
A(q^{-1})y(t) = B(q^{-1})u(t)
\]

which is to be determined from the impulse response \( \{h(k)\} \), where

\[
A(q^{-1}) = 1 + a_1q^{-1} + \ldots + a_nq^{-n}
\]

\[
B(q^{-1}) = b_1q^{-1} + \ldots + b_nq^{-n}
\]

One possibility to determine \( \{a_i, b_j\} \) from \( \{h(k)\} \) is to require that the model (i) has a weighting function that coincides with the given sequence for \( k = 1, \ldots, 2n \).

(a) Set \( H(q^{-1}) = \sum_{k=1}^{\infty} h(k)q^{-k} \). Show that the above procedure can be described in a polynomial formulation as

\[
B(q^{-1}) = A(q^{-1})H(q^{-1}) + O(q^{-2n-1})
\]

and that (ii) is equivalent to the following linear system of equations:

\[
\begin{pmatrix}
0 & 1 & 0 & \ldots & 0 \\
-h(1) & -h(1) & 0 & \ldots & 0 \\
-h(2) & -h(1) & -h(1) & \ldots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
-h(2n-1) & \ldots & h(n) & \ldots & 0 \\
\end{pmatrix}
\begin{pmatrix}
a_1 \\
a_2 \\
\vdots \\
a_n \\
b_1 \\
\vdots \\
b_n \\
\end{pmatrix}
= 
\begin{pmatrix}
h(1) \\
\vdots \\
h(2n) \\
\end{pmatrix}
\]

Also derive (iii) directly from the difference equation (i), using the fact that \( \{h(k)\} \) is the impulse response of the system.

(b) Assume that \( \{h(k)\} \) is the noise-free impulse response of an \( n \)th-order system

\[
A_0(q^{-1})y(t) = B_0(q^{-1})u(t)
\]

where \( A_0, B_0 \) are coprime. Show that the above procedure gives a perfect model in the sense that \( A(q^{-1}) = A_0(q^{-1}), B(q^{-1}) = B_0(q^{-1}) \).

**Bibliographical notes**


Some different ways of determining a parametric model from a step response have been given by Schwarze (1964).

Frequency analysis has been analyzed thoroughly by Åström (1975), while Davies (1970) gives a further treatment of correlation analysis.

The book by Jenkins and Watts (1969) is still a standard text on spectral analysis. For
more recent references in this area, see Brillinger (1981), Priestley (1982), Ljung
(1988) also presents many parametric methods for spectral analysis. The FFT algorithm
for efficiently computing the discrete Fourier transforms is due to Cooley and Tukey
(1965). See also Bergland (1969) for a tutorial description.

Appendix A3.1

Covariance functions, spectral densities and linear filtering

Let \( u(t) \) be an \( nu \)-dimensional stationary stochastic process. Assume that its mean
value is \( m_u \) and its covariance function is

\[
 r_u(\tau) = E[u(t + \tau) - m_u][u(t) - m_u]^T
\]  
(A3.1.1)

Its spectral density is then, by definition,

\[
 \phi_u(\omega) \triangleq \frac{1}{2\pi} \sum_{\tau = -\infty}^{\infty} r_u(\tau)e^{-i\tau\omega}
\]  
(A3.1.2)

The inverse relation to (A3.1.2) describes how the covariance function can be found
from the spectral density. This relation is given by

\[
 r_u(\tau) = \int_{-\pi}^{\pi} \phi_u(\omega)e^{i\tau\omega}d\omega
\]  
(A3.1.3)

As a verification, the right-hand side of (A3.1.3) can be evaluated using (A3.1.2), giving

\[
 \int_{-\pi}^{\pi} \frac{1}{2\pi} \sum_{\tau' = -\infty}^{\infty} r_u(\tau')e^{-i\tau'\omega}e^{i\tau\omega}d\omega = \frac{1}{2\pi} \sum_{\tau' = -\infty}^{\infty} r_u(\tau') \int_{-\pi}^{\pi} e^{i(\tau - \tau')\omega}d\omega = \sum_{\tau' = -\infty}^{\infty} r_u(\tau')\delta_{\tau, \tau'} = r_u(\tau)
\]

which proves the relation (A3.1.3).

Now consider a linear filtering of \( u(t) \), that is

\[
 y(t) = \sum_{k=0}^{\infty} h(k)u(t - k)
\]  
(A3.1.4)

where \( y(t) \) is an \( ny \)-dimensional signal and \( \{h(k)\} \) a sequence of \( (ny|nu) \)-dimensional
matrices. We assume that the filter in (A3.1.4) is stable, which implies that \( \|h(k)\| \rightarrow 0 \)
as \( k \rightarrow \infty \).

Under the given conditions the signal \( y(t) \) is stationary. The aim of this appendix is to
derive its mean value \( m_y \), covariance function \( r_y(\tau) \) and spectral density \( \phi_y(\omega) \); and in
addition the cross-covariance function \( r_{yu}(\tau) \) and the cross-spectral density \( \phi_{yu}(\omega) \). It will
be convenient to introduce the filter, or transfer function operator
\[ H(q^{-1}) = \sum_{k=0}^{\infty} h(k)q^{-k} \quad (A3.1.5) \]

where \( q^{-1} \) is the backward shift operator. Using \( H(q^{-1}) \), the filtering \((A3.1.4)\) can be rewritten as

\[ y(t) = H(q^{-1})u(t) \quad (A3.1.6) \]

The mean value of \( y(t) \) is easily found from \((A3.1.4)\):

\[ m_y = E[y(t)] = E \sum_{k=0}^{\infty} h(k)u(t-k) = \sum_{k=0}^{\infty} h(k)m_u = H(1)m_u \quad (A3.1.7) \]

Note that \( H(1) \) can be interpreted as the static (dc) gain of the filter.

Now consider how the deviations from the mean values \( \hat{y}(t) \triangleq y(t) - m_y, \hat{u}(t) \triangleq u(t) - m_u \) are related. From \((A3.1.4)\) and \((A3.1.7)\),

\[ \hat{y}(t) = \sum_{k=0}^{\infty} h(k)u(t-k) - \sum_{k=0}^{\infty} h(k)m_u = \sum_{k=0}^{\infty} h(k)[u(t-k) - m_u] \]

\[ \quad = \sum_{k=0}^{\infty} h(k)\hat{u}(t-k) = H(q^{-1})\hat{u}(t) \quad (A3.1.8) \]

Thus \( (\hat{u}(t), \hat{y}(t)) \) are related in the same way as \( (u(t), y(t)) \). When analyzing the covariance functions, strictly speaking we should deal with \( \hat{u}(t), \hat{y}(t) \). For simplicity we drop the \( \hat{\cdot} \) notation. This means formally that \( u(t) \) is assumed to have zero mean. Note, however, that the following results are true also for \( m_u \neq 0 \).

Consider first the covariance function of \( y(t) \). Some straightforward calculations give

\[ r_y(\tau) = E[y(t) + \tau)y^T(t) \]

\[ = \sum_{j=0}^{\infty} \sum_{k=0}^{\infty} h(j)E[u(t+\tau-j)u^T(t-k)]h^T(k) \]

\[ = \sum_{j=0}^{\infty} \sum_{k=0}^{\infty} h(j)r_u(\tau-j+k)h^T(k) \quad (A3.1.9) \]

In most situations this relation is not very useful, but its counterpart for the spectral densities has an attractive form. Applying the definition \((A3.1.2)\),

\[ \phi_y(\omega) = \frac{1}{2\pi} \sum_{\tau = -\infty}^{\infty} r_y(\tau)e^{-i\tau\omega} \]

\[ = \frac{1}{2\pi} \sum_{\tau = -\infty}^{\infty} \sum_{j=0}^{\infty} \sum_{k=0}^{\infty} h(j)e^{-ij\omega}r_u(\tau-j+k)e^{-i(\tau-j+k)\omega}h^T(k)e^{ik\omega} \]

\[ = \frac{1}{2\pi} \sum_{j=0}^{\infty} \sum_{k=0}^{\infty} h(j)e^{-ij\omega}\left[ \sum_{\tau' = -\infty}^{\infty} r_u(\tau')e^{-i\tau'\omega} \right]h^T(k)e^{ik\omega} \]

\[ = \left[ \sum_{j=0}^{\infty} h(j)e^{-ij\omega} \right] \phi_u(\omega) \left[ \sum_{k=0}^{\infty} h^T(k)e^{ik\omega} \right] \]
or

\[ \phi_y(\omega) = H(e^{-i\omega})\phi_u(\omega)H^T(e^{i\omega}) \]  \hspace{1cm} (A3.1.10)

This is a useful relation. It describes how the frequency content of the output depends on the input spectral density \( \phi_u(\omega) \) and on the transfer function \( H(e^{i\omega}) \). For example, suppose the system has a weakly damped resonance frequency \( \omega_0 \). Then \( |H(e^{i\omega_0})| \) will be large and so will \( \phi_y(\omega_0) \) (assuming \( \phi_u(\omega_0) \neq 0 \)).

Next consider the cross-covariance function. For this case

\[ r_{yu}(\tau) = Ey(t + \tau)u^T(t) \]

\[ = \sum_{j=0}^{\infty} h(j)Eu(t + \tau - j)u^T(t) \]  \hspace{1cm} (A3.1.11)

\[ = \sum_{j=0}^{\infty} h(j)r_u(\tau - j) \]

For the cross-spectral density, some simple calculations give

\[ \phi_{yu}(\omega) = \frac{1}{2\pi} \sum_{\tau = -\infty}^{\infty} r_{yu}(\tau)e^{-i\tau\omega} \]

\[ = \frac{1}{2\pi} \sum_{\tau = -\infty}^{\infty} \sum_{j=0}^{\infty} h(j)e^{-ij\omega}r_u(\tau - j)e^{-i(\tau-j)\omega} \]

\[ = \sum_{j=0}^{\infty} h(j)e^{-ij\omega} \left[ \frac{1}{2\pi} \sum_{\tau' = -\infty}^{\infty} r_u(\tau')e^{-i\tau'\omega} \right] \]

or

\[ \phi_{yu}(\omega) = H(e^{-i\omega})\phi_u(\omega) \]  \hspace{1cm} (A3.1.12)

The results of this appendix were derived for stationary processes. Ljung (1985c) has shown that they remain valid, with appropriate interpretations, for quasi-stationary signals. Such signals are stochastic processes with deterministic components. In analogy with (A3.1.1), mean and covariance functions are then defined as

\[ m_u = \lim_{N \to \infty} \frac{1}{N} \sum_{t=1}^{N} Eu(t) \]  \hspace{1cm} (A3.1.13a)

\[ r_u(\tau) = \lim_{N \to \infty} \frac{1}{N} \sum_{t=1}^{N} E(u(t + \tau) - m_u)(u(t) - m_u)^T \]  \hspace{1cm} (A3.1.13b)

assuming the limits above exist. Once the covariance function is defined, the spectral density can be introduced as in (A3.1.2). As mentioned above, the general results (A3.1.10) and (A3.1.12) for linear filtering also hold for quasi-stationary signals.
Appendix A3.2
Accuracy of correlation analysis

Consider the system

\[ y(t) = \sum_{k=0}^{\infty} h(k)u(t - k) + v(t) \]  \hspace{1cm} (A3.2.1)

where \( v(t) \) is a stationary stochastic process, independent of the input signal. In Section 3.4 the following estimate for the weighting function was derived:

\[ \hat{h}(k) = \frac{\hat{r}_{yu}(k)}{\hat{r}_{u}(0)} = \frac{1}{N} \sum_{i=1}^{N} \frac{y(t + k)u(t)}{\frac{1}{N} \sum_{i=1}^{N} u^2(t)} \quad k = 0, 1, \ldots \]  \hspace{1cm} (A3.2.2)

assuming that \( u(t) \) is white noise of zero mean and variance \( \delta^2 \).

The accuracy of the estimate (A3.2.2) can be determined using ergodic theory (see Section B.1 of Appendix B). We find \( \hat{r}_{yu}(k) \rightarrow r_{yu}(k), \hat{r}_{u}(0) \rightarrow r_{u}(0) \) and hence \( \hat{h}(k) \rightarrow h(k) \) as \( N \) tends to infinity. To examine the deviation \( \hat{h}(k) - h(k) \) for a finite but large \( N \) it is necessary to find the accuracy of the covariance estimates \( \hat{r}_{yu}(k) \) and \( \hat{r}_{u}(0) \). This can be done as in Section B.8, where results on the accuracy of sample autocovariance functions are derived. However, here we choose a more direct way. First note that

\[ \hat{h}(k) - h(k) = \frac{1}{\hat{r}_{u}(0)} [\hat{r}_{yu}(k) - h(k)\hat{r}_{u}(0)] \]

\[ \approx \frac{1}{r_{u}(0)} \frac{1}{N} \left[ \sum_{i=1}^{N} \left\{ y(t + k) - h(k)u(t) \right\} u(t) \right] \]

\[ = \frac{1}{\sigma^2} \frac{1}{N} \sum_{i=1}^{N} \left\{ \sum_{i=0}^{\infty} \sum_{i \neq k}^{\infty} h(i)u(t + k - i) + v(t + k) \right\} u(t) \]  \hspace{1cm} (A3.2.3)

The covariance \( P_{\mu\nu} \) between \( \{\hat{h}(\mu) - h(\mu)\} \) and \( \{\hat{h}(\nu) - h(\nu)\} \) is calculated as follows:

\[ P_{\mu\nu} \approx \frac{1}{N^2\sigma^4} E \left[ \sum_{t=1}^{N} \left\{ \sum_{i=0}^{\infty} h(i)u(t + \mu - i) + v(t + \mu) \right\} u(t) \right] \]

\[ \times \left[ \sum_{s=1}^{N} \left\{ \sum_{j=0}^{\infty} h(j)u(s + \nu - j) + v(s + \nu) \right\} u(s) \right] \]

\[ = \frac{1}{N^2\sigma^4} \sum_{t=1}^{N} \sum_{s=1}^{N} \sum_{i=0}^{\infty} \sum_{j=0}^{\infty} h(i)h(j)E[u(t + \mu - i) u(t)u(s + \nu - j)u(s)] \]

\[ + \frac{1}{N^2\sigma^4} \sum_{t=1}^{N} \sum_{s=1}^{N} E[v(t + \mu)v(s + \nu)Eu(t)u(s)] \]  \hspace{1cm} (A3.2.4)
where use has been made of the fact that \( u \) and \( v \) are uncorrelated. The second term in (A3.2.4) is easily found to be

\[
\frac{1}{N\sigma^2} r_i(\mu - \nu)
\]

To evaluate the first term, note that for a white noise process

\[
Eu(t + \mu - i)u(t)u(s + \nu - j)u(s) = \sigma^4 \delta_{\mu-i,0} \delta_{\nu-j,0} + \sigma^4 \delta_{\tau,0} \delta_{\nu-j,0} \delta_{\nu-s}
\]

For convenience, set \( h(i) = 0 \) for \( i < 0 \). Inserting the above expression into (A3.2.4) we now find

\[
P_{\mu\nu} = \frac{r_x(\mu - \nu)}{N\sigma^2} + \frac{1}{N} \sum_{i=0}^{\infty} \sum_{j=0}^{\infty} h(i)h(j)\delta_{\mu-i,\nu-j} + \frac{1}{N^2} \sum_{\tau=-N}^{N} (N - |\tau|)h(\tau + \mu)h(\nu - \tau)
\]

\[
= \frac{r_x(\mu - \nu)}{N\sigma^2} + \frac{1}{N} \sum_{i=0}^{\infty} h(i)h(i - \mu + \nu)
\]

\[
+ \frac{1}{N^2} \sum_{\tau=\mu}^{\nu}(N - |\tau|)h(\tau + \mu)h(\nu - \tau)
\]

\[
= \frac{r_x(\mu - \nu)}{N\sigma^2} + \frac{1}{N} \sum_{i=0}^{\infty} h(i)h(i + |\nu - \mu|)
\]

\[
+ \frac{1}{N} \sum_{\tau=\mu}^{\nu} h(\tau + \mu)h(\nu - \tau) - \frac{1}{N} h(\mu)h(\nu)
\]  \hspace{1cm} (A3.2.5)

Note that the covariance element \( P_{\mu\nu} \) will not vanish in the noise-free case (\( v(t) \equiv 0 \)). In contrast, the variances–covariances of the estimation errors associated with the parametric methods studied in Chapters 7 and 8, vanish in the noise-free case. Further note that the covariance elements \( P_{\mu\nu} \) approach zero when \( N \) tends to infinity. This is in contrast to spectral analysis (the counterpart of correlation analysis in the frequency domain), which does not give consistent estimates of \( H \).
Chapter 4

LINEAR REGRESSION

4.1 The least squares estimate

This chapter presents a discussion and analysis of the concept of linear regression. This is indeed a very common concept in statistics. Its origin can be traced back to Gauss (1809), who used such a technique for calculating orbits of the planets.

The linear regression is the simplest type of parametric model. The corresponding model structure can be written as

\[ y(t) = \varphi(t)^T \theta \]  \hspace{1cm} (4.1)

where \( y(t) \) is a measurable quantity, \( \varphi(t) \) is an \( n \)-vector of known quantities and \( \theta \) is an \( n \)-vector of unknown parameters. The elements of the vector \( \varphi(t) \) are often called regression variables or regressors while \( y(t) \) is called the regressed variable. We will call \( \theta \) the parameter vector. The variable \( t \) takes integer values. Sometimes \( t \) denotes a time variable but this is not necessarily the case.

It is straightforward to extend the model (4.1) to the multivariable case, and then

\[ y(t) = \Phi(t)^T \theta \]  \hspace{1cm} (4.2)

where \( y(t) \) is a \( p \)-vector, \( \Phi(t) \) an \( (n|p) \) matrix and \( \theta \) an \( n \)-vector. Least squares estimation of the parameters in multivariable models of the form (4.2) will be treated in some detail in Complement C7.3.

Example 4.1 A polynomial trend

Suppose the model is of the form

\[ y(t) = a_0 + a_1 t + \ldots + a_r t^r \]

with unknown coefficients \( a_0, \ldots, a_r \). This can be written in the form (4.1) by defining

\[ \varphi(t) = (1 \quad t \quad \ldots \quad t^r)^T \]

\[ \theta = (a_0 \quad a_1 \quad \ldots \quad a_r)^T \]

Such a model can be used to describe a trend in a time series. The integer \( r \) is typically taken as 0 or 1. When \( r = 0 \) only the mean value is described by the model.

Example 4.2 A weighted sum of exponentials

In the analysis of transient signals a suitable model is

\[ y(t) = b_1 e^{-k_1 t} + b_2 e^{-k_2 t} + \ldots + b_n e^{-k_n t} \]
It is assumed here that \( k_1, \ldots, k_n \) (the inverse time constants) are known but that the weights \( b_1, \ldots, b_n \) are unknown. Then a model of the form (4.1) is obtained by setting
\[
\varphi(t) = (e^{-k_1 t} \ldots e^{-k_n t})^T \\
\theta = (b_1 \ldots b_n)^T
\]

Example 4.3 Truncated weighting function
A truncated weighting function model was described in Section 3.4. Such a model is given by
\[
y(t) = h_0 u(t) + h_1 u(t - 1) + \ldots + h_{M-1} u(t - M + 1)
\]
The input signal \( u(t) \) is recorded during the experiment and can hence be considered as known. In this case
\[
\varphi(t) = (u(t) u(t - 1) \ldots u(t - M + 1))^T \\
\theta = (h_0 \ldots h_{M-1})^T
\]
This type of model will often require many parameters in order to give an accurate description of the dynamics (\( M \) typically being of the order 20–50; in certain signal processing applications it may be several hundreds or even thousands). Nevertheless, it is quite simple conceptually and fits directly into the framework discussed in this chapter.

The problem is to find an estimate \( \hat{\theta} \) of the parameter vector \( \theta \) from measurements \( y(1), \varphi(1), \ldots, y(N), \varphi(N) \). Given these measurements, a system of linear equations is obtained, namely
\[
y(1) = \varphi^T(1) \theta \\
y(2) = \varphi^T(2) \theta \\
\vdots \\
y(N) = \varphi^T(N) \theta
\]
This can be written in matrix notation as
\[
Y = \Phi \theta \tag{4.3}
\]
where
\[
Y = \begin{pmatrix} y(1) \\ \vdots \\ y(N) \end{pmatrix}, \quad \text{an (N|1) vector} \tag{4.4a}
\]
\[
\Phi = \begin{pmatrix} \varphi^T(1) \\ \vdots \\ \varphi^T(N) \end{pmatrix}, \quad \text{an (N|n) matrix} \tag{4.4b}
\]
One way to find \( \theta \) from (4.3) would of course be to choose the number of measurements, \( N \), to be equal to \( n \). Then \( \Phi \) becomes a square matrix. If this matrix is nonsingular the
linear system of equations, (4.3), could easily be solved for \( \theta \). In practice, however, noise, disturbances and model misfit are good reasons for using a number of data greater than \( n \). With the additional data it should be possible to get an improved estimate. When \( N > n \) the linear system of equations, (4.3), becomes overdetermined. An exact solution will then in general not exist.

Now introduce the equation errors as

\[
\varepsilon(t) = y(t) - \varphi^T(t)\theta
\]  

and stack these in a vector \( \varepsilon \) defined similarly to (4.4a):

\[
\varepsilon = \begin{pmatrix}
\varepsilon(1) \\
\vdots \\
\varepsilon(N)
\end{pmatrix}
\]

In the statistical literature the equation errors are often called *residuals*. The least squares estimate of \( \theta \) is defined as the vector \( \hat{\theta} \) that minimizes the loss function

\[
V(\theta) = \frac{1}{2} \sum_{t=1}^{N} \varepsilon^2(t) = \frac{1}{2} \varepsilon^T \varepsilon = \frac{1}{2} \| \varepsilon \|^2
\]

where \( \| \cdot \| \) denotes the Euclidean vector norm. According to (4.5) the equation error \( \varepsilon(t) \) is a linear function of the parameter vector \( \theta \).

The solution of the optimization problem stated above is given in the following lemma.

**Lemma 4.1**
Consider the loss function \( V(\theta) \) given by (4.5), (4.6). Suppose that the matrix \( \Phi^T\Phi \) is positive definite. Then \( V(\theta) \) has a unique minimum point given by

\[
\hat{\theta} = (\Phi^T\Phi)^{-1}\Phi^TY
\]

The corresponding minimal value of \( V(\theta) \) is

\[
\min_{\theta} V(\theta) = V(\hat{\theta}) = \frac{1}{2} [Y^TY - Y^T\Phi(\Phi^T\Phi)^{-1}\Phi^TY]
\]

**Proof.** Using (4.3), (4.5) and (4.6) an explicit expression for the loss function \( V(\theta) \) can be obtained. The point is to see that \( V(\theta) \) as a function of \( \theta \) has quadratic, linear and constant terms. Therefore it is possible to use the technique of completing the squares. We have

\[
\varepsilon = Y - \Phi\theta
\]

and
\[ V(\theta) = \frac{1}{2} [Y - \Phi \theta]^T [Y - \Phi \theta] \]

\[ = \frac{1}{2} [\theta^T \Phi^T \Phi \theta - \theta^T \Phi^T Y - Y^T \Phi \theta + Y^T Y] \]

Hence

\[ V(\theta) = \frac{1}{2} [\theta - (\Phi^T \Phi)^{-1} \Phi^T Y]^T (\Phi^T \Phi)[\theta - (\Phi^T \Phi)^{-1} \Phi^T Y] \]
\[ + \frac{1}{2} [Y^T Y - Y^T \Phi (\Phi^T \Phi)^{-1} \Phi^T Y] \]

The second term does not depend on \( \theta \). Since \( \Phi^T \Phi \) by assumption is positive definite, the first term is always greater than or equal to zero. Thus \( V(\theta) \) can be minimized by setting the first term to zero. This gives (4.7), as required. The minimal value (4.8) of the loss function then follows directly.

**Remark 1.** The matrix \( \Phi^T \Phi \) is by construction always nonnegative definite. When it is singular (only positive semidefinite) the above calculation is not valid. In that case one can instead evaluate the gradient of the loss function. Setting the gradient to zero,

\[ 0 = \frac{dV(\theta)}{d\theta} = -Y^T \Phi + \theta^T (\Phi^T \Phi) \]

which can be written as

\[ (\Phi^T \Phi) \theta = \Phi^T Y \]  \hspace{1cm} (4.9)

When \( \Phi^T \Phi \) is singular, \( \Phi \) does not have full rank (i.e. rank \( \Phi < n \)). In such a case, equation (4.9) will have infinitely many solutions. They span a subspace which describes a valley of minimum points of \( V(\theta) \). Note, however, that if the experiment and the model structure are well chosen then \( \Phi \) will have full rank.

**Remark 2.** Some basic results from linear algebra (on overdetermined linear systems of equations) are given in Appendix A (see Lemmas A.7 to A.15). In particular, the least squares solutions are characterized and the so-called pseudoinverse is introduced; this replaces the usual inverse when the matrix is rectangular or does not have full rank. In particular, when \( \Phi \) is \((N|n)\) and of rank \( n \) then the matrix \((\Phi^T \Phi)^{-1} \Phi^T \) which appears in (4.7) is the pseudoinverse of \( \Phi \) (see Lemma A.11).

**Remark 3.** The form (4.7) of the least squares estimate can be rewritten in the equivalent form

\[ \hat{\theta} = \left[ \sum_{t=1}^{N} \varphi(t) \varphi^T(t) \right]^{-1} \left[ \sum_{t=1}^{N} \varphi(t) y(t) \right] \]  \hspace{1cm} (4.10)

In many cases \( \varphi(t) \) is known as a function of \( t \). Then (4.10) might be easier to implement than (4.7) since the matrix \( \Phi \) of large dimension is not needed in (4.10). Also
the form (4.10) is the starting point in deriving several recursive estimates which will be presented in Chapter 9. Note, however, that for a sound numerical implementation, neither (4.7) nor (4.10) should be used, as will be explained in Section 4.5. Both these forms are quite sensitive to rounding errors.

**Remark 4.** The least-squares problem can be given the following geometrical interpretation. Let the column vectors of \( \Phi \) be denoted by \( \Phi_1, \ldots, \Phi_n \). These vectors belong to \( \mathbb{R}^N \). The problem is to seek a linear combination of \( \Phi_1, \ldots, \Phi_n \) such that it approximates \( Y \) as closely as possible. The best approximation in a least squares sense is given by the orthogonal projection of \( Y \) onto the subspace spanned by \( \Phi_1, \ldots, \Phi_n \) (see Figure 4.1). Let the orthogonal projection be denoted \( Y^* \). Then it is required that

\[
\Phi_i^T(Y - Y^*) = 0 \quad i = 1, \ldots, n
\]

\[
Y^* = \sum_{j=1}^n \Phi_j \theta_j
\]

for some weights \( \theta_j \) to be determined. This gives

\[
\Phi_i^T Y = \sum_{j=1}^n \Phi_i^T \Phi_j \theta_j \quad i = 1, \ldots, n
\]

In matrix form this becomes

\[
\begin{pmatrix}
\Phi_1^T \Phi_1 & \ldots & \Phi_1^T \Phi_n \\
\vdots & & \vdots \\
\Phi_n^T \Phi_1 & \ldots & \Phi_n^T \Phi_n
\end{pmatrix}
\begin{pmatrix}
\theta_1 \\
\vdots \\
\theta_n
\end{pmatrix}
= 
\begin{pmatrix}
\Phi_1^T Y \\
\vdots \\
\Phi_n^T Y
\end{pmatrix}
\]

which is precisely (4.9).

The following example illustrates the least squares solution (4.7).

![FIGURE 4.1 Geometrical illustration of the least squares solution for the case \( N = 3 \), \( n = 2 \).](image)
Example 4.4 Estimation of a constant
Assume that the model (4.1) is
\[y(t) = b\]
This means that a constant is to be estimated from a number of noisy measurements. In this case
\[\varphi(t) = 1 \quad \theta = b\]
\[\Phi = \begin{pmatrix} 1 \\ \vdots \\ 1 \end{pmatrix}\]
and (4.7) becomes
\[\hat{\theta} = \frac{1}{N}[y(1) + \ldots + y(N)]\]
This expression is simply the arithmetic mean of all the measurements. ■

4.2 Analysis of the least squares estimate

We now analyze the statistical properties of the estimate (4.7). In doing so some assumptions must be imposed on the data. Therefore assume that the data satisfy
\[y(t) = \varphi^T(t)\theta_0 + e(t)\] (4.11a)
where \(\theta_0\) is called the true parameter vector. Assume further that \(e(t)\) is a stochastic variable with zero mean and variance \(\lambda^2\). In matrix form equation (4.11a) is written as
\[Y = \Phi\theta_0 + e\] (4.11b)
where
\[e = \begin{pmatrix} e(1) \\ \vdots \\ e(N) \end{pmatrix}\]

Lemma 4.2
Consider the estimate (4.7). Assume that the data obey (4.11) with \(e(t)\) white noise of zero mean and variance \(\lambda^2\). Then the following properties hold:
(i) \(\hat{\theta}\) is an unbiased estimate of \(\theta_0\).
(ii) The covariance matrix of \(\hat{\theta}\) is given by
\[\text{cov}(\hat{\theta}) = \lambda^2(\Phi^T\Phi)^{-1}\] (4.12)
(iii) An unbiased estimate of \(\lambda^2\) is given by
Proof. Equations (4.7) and (4.11) give
\[ \hat{\theta} = (\Phi^T \Phi)^{-1} \Phi^T \{ \Phi \theta_0 + e \} = \theta_0 + (\Phi^T \Phi)^{-1} \Phi^T e \]
and hence
\[ E\hat{\theta} = \theta_0 + (\Phi^T \Phi)^{-1} \Phi^T Ee = \theta_0 \]
which proves (i).

To prove (ii) note that the assumption of white noise implies \( Eee^T = \lambda^2 I \). Then
\[
E(\hat{\theta} - \theta_0)(\hat{\theta} - \theta_0)^T = E[(\Phi^T \Phi)^{-1} \Phi^T e][((\Phi^T \Phi)^{-1} \Phi^T e)^T
= (\Phi^T \Phi)^{-1} \Phi^T Eee^T \Phi(\Phi^T \Phi)^{-1}
= (\Phi^T \Phi)^{-1} \Phi^T \lambda^2 I \Phi(\Phi^T \Phi)^{-1}
= \lambda^2 (\Phi^T \Phi)^{-1}
\]
which proves (ii).

The minimal value \( V(\hat{\theta}) \) of the loss function can be written, according to (4.8) and (4.11), as
\[
V(\hat{\theta}) = \frac{1}{2} [\Phi \theta_0 + e]^T [I - \Phi(\Phi^T \Phi)^{-1} \Phi^T][\Phi \theta_0 + e]
= \frac{1}{2} e^T [I - \Phi(\Phi^T \Phi)^{-1} \Phi^T] e
\]
Consider the estimate \( s^2 \) given by (4.13). Its mean value can be evaluated as
\[
Es^2 = 2EV(\hat{\theta})/(N - n) = Etr\{e^T[I_N - \Phi(\Phi^T \Phi)^{-1} \Phi^T]e\}/(N - n)
= Etr\{[I_N - \Phi(\Phi^T \Phi)^{-1} \Phi^T]ee^T\}/(N - n)
= tr[I_N - \Phi(\Phi^T \Phi)^{-1} \Phi^T]\lambda^2 I_N/(N - n)
= [trI_N - tr\{(\Phi^T \Phi)^{-1} (\Phi^T \Phi)\}]\lambda^2/(N - n)
= [trI_N - trI_N]/(N - n) = [N - n]\lambda^2/(N - n) = \lambda^2
\]
In the calculations above \( I_k \) denotes the identity matrix of dimension \( k \). We used the fact that for matrices \( A \) and \( B \) of compatible dimensions \( tr(AB) = tr(BA) \). The calculations show that \( s^2 \) is an unbiased estimate of \( \lambda^2 \).

Remark 1. Note that it is essential in the proof that \( \Phi \) is a deterministic matrix. When taking expectations it is then only necessary to take \( e \) into consideration.

Remark 2. In Appendix B (Lemma B.15) it is shown that for every unbiased estimate \( \hat{\theta} \) there is a lower bound, \( P_{CR} \), on the covariance matrix of \( \hat{\theta} \). This means that
\[
\text{cov}(\hat{\theta}) \geq P_{CR} \tag{4.14}
\]

Example B.1 analyzes the least squares estimate (4.7) as well as the estimate \(s^2\), (4.13), under the assumption that the data are Gaussian distributed and satisfy (4.11). It is shown there that \(\text{cov}(\hat{\theta})\) attains the lower bound, while \(\text{var}(s^2)\) does so only asymptotically, i.e. for a very large number of data points.

\section*{4.3 The best linear unbiased estimate}

In Lemma 4.2 it was assumed that the disturbance \(e(t)\) in (4.11) was white noise, which means that \(e(t)\) and \(e(s)\) are uncorrelated for all \(t \neq s\). Now consider what will happen when this assumption is relaxed. Assume that (4.11) holds and that

\[
Eee^T = R \tag{4.15}
\]

where \(R\) is a positive definite matrix. Looking at the proof of the lemma, it can be seen that \(\hat{\theta}\) is still an unbiased estimate of \(\theta_0\). However, the covariance matrix of \(\hat{\theta}\) becomes

\[
\text{cov}(\hat{\theta}) = (\Phi^T \Phi)^{-1} \Phi^T R \Phi (\Phi^T \Phi)^{-1} \tag{4.16}
\]

Next we will extend the class of identification methods and consider general linear estimates of \(\theta_0\). By a \textit{linear} estimate we mean that \(\hat{\theta}\) is a linear function of the data vector \(Y\). Such estimates can be written as

\[
\hat{\theta} = Z^T Y \tag{4.17}
\]

where \(Z\) is an \((N|n)\) matrix which does not depend on \(Y\). The least squares estimate (4.7) is a special case obtained by taking

\[
Z = \Phi (\Phi^T \Phi)^{-1}
\]

We shall see how to choose \(Z\) so that the corresponding estimate is unbiased and has a minimal covariance matrix. The result is known as the \textit{best linear unbiased estimate} (BLUE) and also as the \textit{Markov estimate}. It is given in the following lemma.

\textbf{Lemma 4.3}

Consider the estimate (4.17). Assume that the data satisfy (4.11), (4.15). Let

\[
Z^* = R^{-1} \Phi (\Phi^T R^{-1} \Phi)^{-1} \tag{4.18}
\]

Then the estimate given by (4.17), (4.18) is an unbiased estimate of \(\theta_0\). Furthermore, its covariance matrix is minimal in the sense that the inequality
\[ \text{cov}_{\hat{\theta}} = (\Phi^T R^{-1} \Phi)^{-1} \leq \text{cov}_{\hat{\theta}} \] (4.19)

holds for all unbiased linear estimates. \((P_1 \preceq P_2\) means that \(P_2 - P_1\) is nonnegative definite).

**Proof.** The requirement on unbiasedness gives
\[ \theta_0 = E\hat{\theta} = EZ^T(\Phi\theta_0 + e) = Z^T\Phi\theta_0 \]
so, since \(\theta_0\) is arbitrary,
\[ Z^T\Phi = I \] (4.20)
In particular, note that the choice (4.18) of \(Z\) satisfies this condition.

The covariance matrix of the estimate (4.17) is given in the general case by
\[ \text{cov}_{\hat{\theta}} = E(Z^TY - \theta_0)(Z^TY - \theta_0)^T = Z^T R Z \] (4.21)
In particular, if \(Z = Z^*\) as given by (4.18), then
\[ \text{cov}_{\hat{\theta}} = (\Phi^T R^{-1} \Phi)^{-1} \Phi^T R^{-1} RR^{-1} \Phi (\Phi^T R^{-1} \Phi)^{-1} = (\Phi^T R^{-1} \Phi)^{-1} \] (4.22)
which proves the equality in (4.19). It remains to show the inequality in (4.19). For illustration, we will give four different proofs based on different methodologies.

**Proof A.** Let \(\tilde{\theta}\) denote the estimation error \(\hat{\theta} - \theta_0\) for a general estimate (subject to (4.20)); and let \(\tilde{\theta}^*\) denote the error which corresponds to the choice (4.18) of \(Z\). Then
\[ \text{cov}_{\hat{\theta}} = E\tilde{\theta}\tilde{\theta}^T = E[\tilde{\theta} - \tilde{\theta}^*][\tilde{\theta} - \tilde{\theta}^*]^T + E\tilde{\theta}\tilde{\theta}^* + E\tilde{\theta}^*\tilde{\theta}^T - E\tilde{\theta}^*\tilde{\theta}^* \] (4.23)
However, we already know that
\[ E\tilde{\theta}^*\tilde{\theta}^* = (\Phi^T R^{-1} \Phi)^{-1} \]
and it follows that
\[ E\tilde{\theta}\tilde{\theta}^* = EZ^T e e^T Z^* = Z^T R Z^* = Z^T R R^{-1} \Phi (\Phi^T R^{-1} \Phi)^{-1} \]
\[ = Z^T \Phi (\Phi^T R^{-1} \Phi)^{-1} = (\Phi^T R^{-1} \Phi)^{-1} \]
\[ = [E\tilde{\theta}^*\tilde{\theta}^T]^T \]
Note that we have used the constraint (4.20) in these calculations. Now (4.23) gives
\[ \text{cov}_{\hat{\theta}} = E[\tilde{\theta} - \tilde{\theta}^*][\tilde{\theta} - \tilde{\theta}^*]^T + (\Phi^T R^{-1} \Phi)^{-1} \geq (\Phi^T R^{-1} \Phi)^{-1} \]
which proves (4.19).

**Proof B.** The matrix
\[
\begin{pmatrix}
Z^T R Z & Z^T R Z^* \\
Z^* T R Z & Z^* T R Z^*
\end{pmatrix}
= \begin{pmatrix}
Z^T \\
Z^* T
\end{pmatrix} R (Z \quad Z^*)
\]
is obviously nonnegative definite. Then in particular
\( Z^\top R Z - (Z^\top R Z^*) (Z^* R Z^*)^{-1} (Z^* R Z) \geq 0 \) \hfill (4.24)

(see Lemma A.3 in Appendix A). However,
\[
Z^\top R Z^* = Z^\top R R^{-1} \Phi (\Phi^\top R^{-1} \Phi)^{-1} = Z^\top \Phi (\Phi^\top R^{-1} \Phi)^{-1} = (\Phi^\top R^{-1} \Phi)^{-1}
\]
\[
Z^* R Z = (Z^\top R Z^*)^\top = (\Phi^\top R^{-1} \Phi)^{-1}
\]

Since this holds for all \( Z \) (subject to (4.20)), it is also true in particular that
\[
Z^* R Z^* = (\Phi^\top R^{-1} \Phi)^{-1}
\]

(cf. (4.22)). Now, (4.21), (4.24) give
\[
\text{cov}_Z(\hat{\theta}) = Z^\top R Z = (\Phi^\top R^{-1} \Phi)^{-1} = \text{cov}_Z^*(\hat{\theta})
\]

which proves (4.19).

**Proof C.** Making use of (4.20),
\[
\text{cov}_Z(\hat{\theta}) - \text{cov}_Z^*(\hat{\theta}) = Z^\top R Z - (\Phi^\top R^{-1} \Phi)^{-1}
\]
\[
= Z^\top R Z - Z^\top \Phi (\Phi^\top R^{-1} \Phi)^{-1} \Phi^\top Z
\]
\[
= Z^\top [R - \Phi (\Phi^\top R^{-1} \Phi)^{-1} \Phi^\top] Z \quad (4.25)
\]

However, the matrix in square brackets in this last expression can be written as
\[
R - \Phi (\Phi^\top R^{-1} \Phi)^{-1} \Phi^\top = [R - \Phi (\Phi^\top R^{-1} \Phi)^{-1} \Phi^\top] R^{-1} [R - \Phi (\Phi^\top R^{-1} \Phi)^{-1} \Phi^\top]
\]

and it is hence nonnegative definite. It then follows easily from (4.25) that
\[
\text{cov}_Z(\hat{\theta}) - \text{cov}_Z^*(\hat{\theta}) \geq 0
\]

which is the required result.

**Proof D.** Let \( \alpha \) be an arbitrary \( n \)-dimensional vector. Finding the best linear unbiased estimate \( \hat{\theta} \) by minimizing the covariance matrix (4.21) is equivalent to minimizing \( \alpha^\top Z^\top R Z \alpha \) subject to (4.20). This constrained optimization problem is solved using the method of Lagrange multipliers. The Lagrangian for this problem is
\[
L(Z, \Lambda) = \alpha^\top Z^\top R Z \alpha + \text{tr}\{\Lambda (Z^\top \Phi - I)\}
\]

where the \((n|n)\) matrix \( \Lambda \) represents the multipliers. Using the definition
\[
\left[ \frac{\partial L}{\partial Z} \right]_{ij} = \frac{\partial L}{\partial Z_{ij}}
\]

for the derivative of a scalar function with respect to a matrix, the following result can be obtained:
\[
0 = \frac{\partial L}{\partial Z} = 2 R Z \alpha \alpha^\top + \Phi \Lambda \quad (4.26)
\]

This equation is to be solved together with (4.20). Multiplying (4.26) on the left by \( \Phi^\top R^{-1} \),
\[ 0 = 2\Phi^T Z \alpha \alpha^T + (\Phi^T R^{-1} \Phi) \Lambda \]

In view of (4.20), this gives

\[ \Lambda = -2(\Phi^T R^{-1} \Phi)^{-1} \alpha \alpha^T \]

Substituting this in (4.26),

\[ Z \alpha \alpha^T = -\frac{1}{2} R^{-1} \Phi \Lambda = R^{-1} \Phi (\Phi^T R^{-1} \Phi)^{-1} \alpha \alpha^T \]

Thus

\[ [Z - R^{-1} \Phi (\Phi^T R^{-1} \Phi)^{-1}] \alpha \alpha^T = 0 \]

for all \( \alpha \). This in turn implies that

\[ Z = R^{-1} \Phi (\Phi^T R^{-1} \Phi)^{-1} \]

Thus to minimize the covariance matrix of an unbiased estimate we must choose \( Z \) as in (4.18).

\[ \square \]

**Remark 1.** Suppose that \( R = \lambda^2 I \). Then \( Z^* = \Phi (\Phi^T \Phi)^{-1} \), which leads to the simple least squares estimate (4.7). In the case where \( e(t) \) is white noise the least squares estimate is therefore the best linear unbiased estimate.

\[ \square \]

**Remark 2.** One may ask whether there are nonlinear estimates with better accuracy than the BLUE. It is shown in Example B.2 that if the disturbances \( e(t) \) have a Gaussian distribution, then the linear estimate given by (4.17), (4.18) is the best one among all nonlinear unbiased estimates. If \( e(t) \) is not Gaussian distributed then there may exist nonlinear estimates which are more accurate than the BLUE.

\[ \square \]

**Remark 3.** The result of the lemma can be slightly generalized as follows. Let \( \hat{\theta} \) be the BLUE of \( \theta_0 \), and let \( A \) be a constant matrix. Then the BLUE of \( A \theta_0 \) is \( A \hat{\theta} \). This can be shown by calculations analogous to those of the above proof. Note that equation (4.20) will have to be modified to \( Z^T \Phi = A \).

\[ \square \]

**Remark 4.** In the complements to this chapter we give several extensions to the above lemma. In Complement C4.1 we consider the BLUE when a linear constraint of the form \( A \theta_0 = b \) is imposed. The case when the residual covariance matrix \( R \) may be singular is dealt with in Complement C4.3. Complement C4.4 contains some extensions to an important class of nonlinear models.

\[ \square \]

We now illustrate the BLUE (4.17), (4.18) by means of a simple example.

**Example 4.5** Estimation of a constant (continued from Example 4.4)

Let the model be

\[ y(t) = b \]
Assume that the measurement errors are independent but that they may have different variances, so

\[ y(t) = b_0 + e(t) \quad Ee^2(t) = \lambda_i^2 \]

Then

\[
\Phi = \begin{pmatrix}
1 \\
\vdots \\
1
\end{pmatrix} \quad R = \begin{pmatrix}
\lambda_1^2 & & 0 \\
& \lambda_2^2 & \\
& & \ddots \\
0 & & & \lambda_N^2
\end{pmatrix}
\]

Thus the BLUE of \( b_0 \) is

\[
\hat{b} = \frac{1}{\sum_{j=1}^{N} (1/\lambda_j^2)} \sum_{j=1}^{N} (1/\lambda_j^2) y(i)
\]

This is a weighted arithmetic mean of the observations. Note that the weight of \( y(i) \), i.e.

\[
\frac{1}{\sum_{j=1}^{N} (1/\lambda_j^2)}
\]

is small if this measurement is inaccurate (\( \lambda_i \) large) and vice versa.

\[ \blacksquare \]

### 4.4 Determining the model dimension

**A heuristic discussion**

The treatment so far has investigated some statistical properties of the least squares and other linear estimates of the regression parameters. The discussion now turns to the choice of an appropriate model dimension. Consider the situation where there is a sequence of model structures of increasing dimension. For Example 4.1 this would simply mean that \( r \) is increased. With more free parameters in a model structure, a better fit will be obtained to the observed data. The important thing here is to investigate whether or not the improvement in the fit is significant. Consider first an ideal case. Assume that the data are noise-free or \( N = \infty \), and that there is a model structure, say \( \mathcal{M}^* \), such that, with suitable parameter values, it can describe the system exactly. Then the relationship of loss function to the model structure will be as shown in Figure 4.2.

In this ideal case the loss \( V(\hat{\theta}) \) will remain constant as long as \( \mathcal{M} \) is ‘at least as large as’ \( \mathcal{M}^* \). Note that for \( N \to \infty \) and \( \mathcal{M} \supset \mathcal{M}^* \) we have \( 2V(\hat{\theta})/N \to Ee^2(t) \). In the
FIGURE 4.2 Minimal value of the loss function versus the model structure. Ideal case (noise-free data or \( N \to \infty \)). The model structure \( \mathcal{M}^* \) corresponds to the true system.

practical case, however, when the data are noisy and \( N < \infty \), the situation is somewhat different. Then the minimal loss \( V(\hat{\theta}) \) will decrease slowly with increasing \( \mathcal{M} \), as illustrated in Figure 4.3.

The problem is thus to decide whether the decrease \( \Delta V = V_1 - V_2 \) is ‘small’ or not (see Figure 4.3). If it is small then the model structure \( \mathcal{M}_1 \) should be chosen; otherwise the larger model \( \mathcal{M}_2 \) should be preferred. For a normalized test quantity it seems reasonable to consider \( \Delta V = (V_1 - V_2)/V_2 \). Further, it can be argued that if the true system can be described within the smaller model structure \( \mathcal{M}_1 \), then the decrease \( \Delta V \) should tend to zero as the number of data points, \( N \), tends to infinity. One would therefore expect \( N(V_1 - V_2)/V_2 \) to be an appropriate test quantity. For ‘small’ values of this quantity, the structure \( \mathcal{M}_1 \) should be selected, while otherwise \( \mathcal{M}_2 \) should be chosen.

**Statistical analysis**

To get a more precise picture of how to apply the test introduced above, a statistical analysis is needed. This is given in the following lemma.

**Lemma 4.4**

Consider two model structures \( \mathcal{M}_1 \) and \( \mathcal{M}_2 \) given by

FIGURE 4.3 Minimal value of the loss function versus the model structure. Realistic case (noisy data and \( N < \infty \)).
\[ M_1: y(t) = \varphi_1^T(t) \theta_1 \]  
(4.27)
\[ M_2: y(t) = \varphi_2^T(t) \theta_2 \]  
(4.28)

where \( n_1 = \text{dim } \theta_1 < n_2 = \text{dim } \theta_2 \) and
\[ \varphi_2(t) = \begin{pmatrix} \varphi_1(t) \\ \hat{\varphi}_2(t) \end{pmatrix} \]
\[ \theta_2 = \begin{pmatrix} \theta_1 \\ \theta_2 \end{pmatrix} \]

Assume that the data satisfy
\[ J: y(t) = \varphi_1^T(t) \theta_0 + e(t) \]  
(4.29)

where \( \{e(t)\} \) is a sequence of independent \( \mathcal{N}(0, \lambda^2) \) distributed random variables. Let \( V_i \) denote the minimal value of the loss function as given by (4.8) for the model structure \( M_i, i = 1, 2 \). Then the following results are true:

(i) \( \frac{2V_2}{\lambda^2} \sim \chi^2(N - n_2) \)

(ii) \( \frac{2(V_1 - V_2)}{\lambda^2} \sim \chi^2(n_2 - n_1) \)

(iii) \( V_1 - V_2 \) and \( V_2 \) are independent random variables

**Proof.** The proof relies heavily on Lemma A.29, which is rather technical. As in the proof of Lemma 4.2 we have
\[ V_1 = \frac{1}{2} e^T P_1 e \quad V_2 = \frac{1}{2} e^T P_2 e \]

where
\[ P_1 = I - \Phi_1(\Phi_1^T \Phi_1)^{-1} \Phi_1^T \]
\[ P_2 = I - \Phi_2(\Phi_2^T \Phi_2)^{-1} \Phi_2^T \]

We now apply Lemma A.29 (where \( F_1 \) corresponds to \( \Phi_1 \) and \( F \) corresponds to \( \Phi_2 \)). Set \( \bar{e} = U e / \lambda \), where \( U \) is a specific orthogonal matrix which simultaneously diagonalizes \( P_2 \) and \( P_1 - P_2 \). Since \( U \) is orthogonal we have \( \bar{e} \sim \mathcal{N}(0, I) \).

Next note that
\[ 2V_2 / \lambda^2 = e^T P_2 e / \lambda^2 = \bar{e}^T \begin{pmatrix} I_{N - n_2} & 0 \\ 0 & 0 \end{pmatrix} \bar{e} \]
\[ 2(V_1 - V_2) / \lambda^2 = e^T (P_1 - P_2) e / \lambda^2 = \bar{e}^T \begin{pmatrix} 0 & 0 & 0 \\ 0 & I_{n_2 - n_1} & 0 \\ 0 & 0 & 0 \end{pmatrix} \bar{e} \]

The results now follow by invoking Lemma B.13. ■
Remark. The $\chi^2(n)$ distribution and some of its properties are described in Section B.2 of Appendix B.

Corollary. The quantity

$$ f = \frac{V_1 - V_2}{n_2 - n_1} \frac{N - n_2}{V_2} $$

is distributed $F(n_2 - n_1, N - n_2)$.

Proof. The result is immediate by definition of the $F$-distribution; see Section B.2.

The variable $f$ in (4.30) can be used to construct a statistical test for comparing the model structures $\mathcal{M}_1$ and $\mathcal{M}_2$. For each model structure the parameter estimates and the minimal value of the loss function can be determined. In this way the test quantity $f$ can easily be computed. If $N$ is large compared to $n_2$ the $\chi^2(n_2 - n_1)$ distribution can be used instead of $F(n_2 - n_1, N - n_2)$ (see Lemma B.14). Thus, if $f$ is smaller than $\chi^2_\alpha(n_2 - n_1)$ then we can accept $\mathcal{M}_1$ at a significance level of $\alpha$. Here $\chi^2_\alpha(n_2 - n_1)$ is the test threshold defined as follows. If $x$ is a random variable which is $\chi^2(n_2 - n_1)$ distributed and $\alpha \in (0, 1)$ is a given number, then by definition $P(x > \chi^2_\alpha(n_2 - n_1)) = \alpha$. As a rough rule of thumb, $\mathcal{M}_1$ should be accepted when $f < (n_2 - n_1) + \sqrt{[8(n_2 - n_1)]}$ and rejected otherwise (see the end of Section B.2). This corresponds approximately to $\alpha = 0.05$. Thus, if $f \geq (n_2 - n_1) + \sqrt{[8(n_2 - n_1)]}$, the larger model structure $\mathcal{M}_2$ should be regarded as more appropriate.

It is not easy to make a strict analysis of how to select $\alpha$, for the following reason. Note that

$$ \alpha = P(H_0 \text{ is rejected when } H_0 \text{ is true}) $$

where $H_0$ is the so-called null hypothesis,

$H_0$: The smaller model structure $\mathcal{M}_1$ is adequate

This observation offers some guidelines for choosing $\alpha$. (A common choice is $\alpha = 0.05$.) However, it is not possible to calculate the risk for the other type of error:

$$ P(H_0 \text{ is accepted when } H_0 \text{ is false}) $$

which corresponds to a given value of $\alpha$.

The determination of the model dimension is examined further in Chapter 11, where additional specific results are derived.

4.5 Computational aspects

This section considers some aspects of the numerical computation of the least squares estimate (4.7). The following topics are covered:
Section 4.5

- Solution of the normal equations.
- Orthogonal triangularization.
- A recursive algorithm.

Normal equations

The first approach is to compute $\Phi^T\Phi$ and $\Phi^TY$ and then solve the so-called normal equations (cf. (4.9)):

$$
(\Phi^T\Phi)\theta = (\Phi^TY) \tag{4.31}
$$

This is indeed a straightforward approach but it is sensitive to numerical rounding errors. (See Example 4.6 below.)

Orthogonal triangularization

The second approach, orthogonal triangularization, is also known as the QR method. The basic idea is the following: Instead of directly ‘solving’ the original overdetermined linear system of equations

$$
\Phi\theta = Y \tag{4.32}
$$

it is multiplied on the left by an orthogonal matrix $Q$ to give

$$
Q\Phi\theta = QY \tag{4.33}
$$

This will not affect the loss function (4.6), since

$$
\left\|QY - Q\Phi\theta\right\|^2 = \left\|Q(Y - \Phi\theta)\right\|^2 = (Y - \Phi\theta)^TQ^TQ(Y - \Phi\theta)
$$

$$
= (Y - \Phi\theta)^T(Y - \Phi\theta) = \|Y - \Phi\theta\|^2
$$

Suppose now that the orthogonal matrix $Q$ can be chosen so that $Q\Phi$ has a ‘convenient’ form. In Appendix A, Lemmas A.16–A.20, it is shown how $Q$ can be constructed to make $Q\Phi$ upper triangular. This means that

$$
Q\Phi = \begin{pmatrix} R \\ 0 \end{pmatrix} \quad QY = \begin{pmatrix} z_1 \\ z_2 \end{pmatrix} \tag{4.34}
$$

where $R$ is a square, upper triangular matrix. The loss function then becomes

$$
V(\theta) = \|Q\Phi\theta - QY\|^2 = \|R\theta - z_1\|^2 + \|z_2\|^2 \tag{4.35}
$$

Assuming that $R$ is nonsingular (which is equivalent to $\Phi$ being of full rank, and also to $\Phi^T\Phi$ being nonsingular), it is easy to see that $V(\theta)$ is minimized for $\theta$ given by

$$
R\theta = z_1 \tag{4.36}
$$

The minimum value is

$$
\min_{\theta} V(\theta) = \|z_2\|^2 = z_2^Tz_2 \tag{4.37}
$$
It is an easy task to solve the linear system (4.36) since \( R \) is a triangular matrix.

The QR method requires approximately twice as many computations as a direct solution to the normal equations. Its advantage is that it is much less sensitive to rounding errors. Assume that the relative errors in the data are of magnitude \( \delta \) and that the precision in the computation is \( \eta \). Then in order to avoid unreasonable errors in the result we should require \( \eta < \delta^2 \) for the normal equations, whereas \( \eta < \delta \) is sufficient for the QR method. A further discussion of this point is given in Appendix A (see Section A.4).

The following example illustrates that the normal equations are more sensitive to rounding errors than the QR method.

**Example 4.6 Sensitivity of the normal equations**

Consider the system

\[
\begin{pmatrix}
3 & 3 - \delta \\
4 & 4 + \delta
\end{pmatrix}
\begin{pmatrix}
x \\
y
\end{pmatrix}
= 
\begin{pmatrix}
-1 \\
1
\end{pmatrix}
\]  

where \( \delta \) is a small number. Since the column vectors of the matrix in (4.38) are almost parallel, one can expect that the solution is sensitive to small changes in the coefficients. The exact solution is

\[
x = \begin{pmatrix}
-1/\delta \\
1/\delta
\end{pmatrix}
\]  

The normal equations are easily found to be

\[
\begin{pmatrix}
25 & 25 + \delta \\
25 + \delta & 25 + 2\delta + 2\delta^2
\end{pmatrix}
\begin{pmatrix}
x \\
y
\end{pmatrix}
= 
\begin{pmatrix}
1 \\
1 + 2\delta
\end{pmatrix}
\]  

If a QR method is applied to (4.38) with \( Q \) constructed as a Householder transformation (see Lemma A.18), then

\[
Q = \frac{1}{5}\begin{pmatrix}
3 & 4 \\
4 & -3
\end{pmatrix}
\]

Applying the QR method we get the following triangular system

\[
\begin{pmatrix}
5 & 5 + \delta/5 \\
0 & -7\delta/5
\end{pmatrix}
\begin{pmatrix}
x \\
y
\end{pmatrix}
= 
\begin{pmatrix}
1/5 \\
-7/5
\end{pmatrix}
\]  

Assume now that the equations are solved on a computer using finite arithmetic and that due to truncation errors \( \delta^2 = 0 \). The ‘QR equations’ (4.41) are then not affected and the solution is still given by (4.39). However, after truncation the normal equations (4.40) become

\[
\begin{pmatrix}
25 & 25 + \delta \\
25 + \delta & 25 + 2\delta
\end{pmatrix}
\begin{pmatrix}
x \\
y
\end{pmatrix}
= 
\begin{pmatrix}
1 \\
1 + 2\delta
\end{pmatrix}
\]  

The solution to (4.42) is readily found to be
\[ x = \begin{pmatrix} 49/\delta + 2 \\ -49/\delta \end{pmatrix} \]  

(4.43)

Note that this solution differs considerably from the true solution (4.39) to the original problem.

**Recursive algorithm**

A third approach is to use a recursive algorithm. The mathematical description and analysis of such algorithms are given in Chapter 9. The idea is to rewrite the estimate (4.7) in the following form:

\[ \hat{\theta}(t) = \hat{\theta}(t - 1) + K(t)[y(t) - \varphi^T(t)\hat{\theta}(t - 1)] \]  

(4.44)

Here \( \hat{\theta}(t) \) denotes the estimate based on \( t \) equations (\( t \) rows in \( \Phi \)). The term \( y(t) - \varphi^T(t)\hat{\theta}(t - 1) \) describes how well the 'measurement' \( y(t) \) can be explained by using the parameter vector \( \hat{\theta}(t - 1) \) obtained from the previous data. Further, in (4.44), \( K(t) \) is a gain vector. Complement C4.2 shows among other things how a linear regression model can be updated when new information becomes available. This is conceptually and algebraically very close to a recursive algorithm.

**Summary**

Linear regression models have been defined and the least squares estimates of their unknown parameters were derived (Lemma 4.1). The statistical properties of the least squares parameter estimates were examined (Lemma 4.2). The estimates were shown to be unbiased and an expression for their covariance matrix was given. It was a crucial assumption that the regression variables were deterministic and known functions. Next the analysis was extended to general linear unbiased estimates. In particular Lemma 4.3 derived the estimate in this class with the smallest covariance matrix of the parameter estimates. Finally, Lemma 4.4 provided a systematic way to determine which one of a number of competitive model structures should be chosen. It was also pointed out that orthogonal triangularization (the QR method) is a numerically sound way to compute a least squares estimate.

**Problems**

**Problem 4.1** A linear trend model I

Consider the linear regression model

\[ y(t) = a + bt + \epsilon(t) \]

Find the least squares estimates of \( a \) and \( b \). Treat the following cases.
(a) First consider the following situations:
   (i) The data are \( y(1), y(2), \ldots, y(N) \). Set
   \[
   S_0 = \sum_{t=1}^{N} y(t) \quad S_1 = \sum_{t=1}^{N} ty(t)
   \]
   (ii) The data are \( y(-N), y(-N + 1), \ldots, y(N) \). Set
   \[
   S_0 = \sum_{t=-N}^{N} y(t) \quad S_1 = \sum_{t=-N}^{N} ty(t)
   \]
   \text{Hint.} \quad \sum_{t=1}^{N} t = N(N + 1)/2; \quad \sum_{t=-N}^{N} t^2 = N(N + 1)(2N + 1)/6.

(b) Next suppose that the parameter \( a \) is first estimated as
   \[
   \hat{a} = \frac{1}{N} S_0 \quad \text{(case (i))}
   \]
   \[
   \hat{a} = \frac{1}{2N + 1} S_0 \quad \text{(case (ii))}
   \]
   Then \( b \) is estimated (by the least squares method) in the model structure
   \[
   y(t) - \hat{a} = bt + \varepsilon(t)
   \]
   What will \( \hat{b} \) become? Compare with (a).
   In parts (c)–(e) consider the situation in (a) and assume that the data satisfy
   \[
   y(t) = a + bt + e(t)
   \]
   where \( e(t) \) is white noise of variance \( \lambda^2 \).

(c) Find the variance of the quantity \( s(t) = \hat{a} + \hat{b}t \). What is the value of this variance for \( t = 1 \) and for \( t = N \)? What is its minimal value with respect to \( t \)?

(d) Write the covariance matrix of \( \hat{\theta} = (\hat{\theta} \quad \hat{b})^T \) in the form
   \[
   P = \text{cov}(\hat{\theta}) = \begin{pmatrix}
   \sigma_1^2 & \rho\sigma_1\sigma_2 \\
   \rho\sigma_1\sigma_2 & \sigma_2^2
   \end{pmatrix}
   \]
   Find the asymptotic value of the correlation coefficient \( \rho \) when \( N \) tends to infinity.

(e) Introduce the \textit{concentration ellipsoid}
   \[
   (\hat{\theta} - \theta)^TP^{-1}(\hat{\theta} - \theta) = \zeta
   \]
   (Roughly, vectors inside the ellipsoid are likely while vectors outside are unlikely, provided \( \zeta \) is given a value \( \sim n \). In fact,
   \[
   E(\hat{\theta} - \theta)^TP^{-1}(\hat{\theta} - \theta) = \text{tr} P^{-1}E(\hat{\theta} - \theta)(\hat{\theta} - \theta)^T
   \]
   \[
   = \text{tr} P^{-1}(\theta_0 - \theta)(\theta_0 - \theta)^T + P
   \]
   \[
   = n + (\theta_0 - \theta)^TP^{-1}(\theta_0 - \theta) \approx n, \text{ if } \theta_0 - \theta \text{ small enough.}
   \]
   If \( \hat{\theta} \) is Gaussian distributed, \( \hat{\theta} \sim N(\theta_0, P) \), then \( (\hat{\theta} - \theta_0)^TP^{-1}(\hat{\theta} - \theta_0) \sim \chi^2(n) \), see Lemma B.12). Find and plot the concentration ellipsoids when \( \lambda^2 = 0.1, \zeta = 2 \) and the two cases (i) \( N = 3 \), (ii) \( N = 8 \).
Problem 4.2 A linear trend model II
Consider the linear regression model
\[ M_1: y(t) = a + bt + \epsilon_1(t) \]
Assume that the aim is to estimate the parameter \( b \). One alternative is of course to use linear regression to estimate both \( a \) and \( b \).

Another alternative is to work with differenced data. For this purpose introduce
\[ z(t) = y(t) - y(t - 1) \]
Then \( M_1 \) gives the new model structure
\[ M_2: z(t) = b + \epsilon_2(t) \]
(\( \epsilon_2(t) = \epsilon_1(t) - \epsilon_1(t - 1) \)). Linear regression can be applied to \( M_2 \) for estimating \( b \) only (treating \( \epsilon_2(t) \) as the equation error).

Compare the variances of the estimate of \( b \) obtained in the two cases. Assume that the data are collected at times \( t = 1, \ldots, N \) and obey
\[ f: y(t) = a_0 + b_0t + e(t) \]
where \( e(t) \) is white noise of zero mean and unit variance.

Problem 4.3 The loss function associated with the Markov estimate
Show that the Markov estimate (4.17), (4.18) minimizes the following criterion:
\[ V(\theta) = e^T R^{-1} e \quad e = Y - \Phi \theta \]

Problem 4.4 Linear regression with missing data
Consider the regression equation
\[ Y = \Phi \theta + e \]
where
\[ Y = \begin{pmatrix} y_1 \\ y_2 \end{pmatrix} \quad \Phi = \begin{pmatrix} \Phi_1 \\ \Phi_2 \end{pmatrix} \quad e = \begin{pmatrix} e_1 \\ e_2 \end{pmatrix} \]
and
\[ Ee_1 = 0 \quad Ee_1 e_1^T = I \]
Assume that \( y_1, \Phi_1 \) and \( \Phi_2 \) are available but \( y_2 \) is missing. Derive the least squares estimates of \( \theta \) and \( y_2 \) defined as
\[ \hat{\theta}, \hat{y}_2 = \arg \min_{\theta, y_2} (Y - \Phi \theta)^T (Y - \Phi \theta) \]

Problem 4.5 Ill-conditioning of the normal equations associated with polynomial trend models
Consider the normal equations (4.31) corresponding to the polynomial trend model of Example 4.1. Show that these equations are ill-conditioned (see Section A.4 of Appendix A). More exactly, show that the condition number of the matrix \( (\Phi^T \Phi) \) satisfies
where \( r \) denotes the polynomial degree.

**Hint.** Use the relations

\[
\begin{align*}
\lambda_{\max}(A) & \geq \max_i (a_{ii}) \\
\lambda_{\min}(A) & \leq \min_i (a_{ii})
\end{align*}
\]

which hold for a symmetric matrix \( A = [a_{ij}] \).

**Problem 4.6 Fourier harmonic decomposition as a special case of regression analysis**

Consider a regression model of the form (4.1) where

\[
\begin{align*}
\theta &= (a_1 \ldots a_n \ b_1 \ldots b_n)^T \\
\varphi(t) &= (\cos \omega_1 t \ldots \cos \omega_n t \ \sin \omega_1 t \ldots \sin \omega_n t)^T \\
\omega_i &= \frac{2\pi}{\frac{N}{N}} i \\
N &= \text{number of data points} \\
n &= \left\lfloor \frac{N}{2} \right\rfloor \quad (\text{the integer part of } N/2)
\end{align*}
\]

Such a regression model is a possible way of preventing the following harmonic decomposition model:

\[
y(t) = \sum_{k=1}^{n} (a_k \cos \omega_k t + b_k \sin \omega_k t) \quad t = 1, \ldots, N
\]

Show that the least squares estimates of \( \{a_k\} \) and \( \{b_k\} \) are equal to the Fourier coefficients

\[
\begin{align*}
a_k &= \frac{2}{N} \sum_{t=1}^{N} y(t) \cos \omega_k t \\
b_k &= \frac{2}{N} \sum_{t=1}^{N} y(t) \sin \omega_k t \\
(k &= 1, \ldots, n)
\end{align*}
\]

**Hint.** First show that the following equalities hold:

\[
\begin{align*}
\sum_{t=1}^{N} \cos \omega_k t \cos \omega_p t &= \frac{N}{2} \delta_{k,p} \\
\sum_{t=1}^{N} \sin \omega_k t \sin \omega_p t &= \frac{N}{2} \delta_{k,p} \\
\sum_{t=1}^{N} \cos \omega_k t \sin \omega_p t &= 0
\end{align*}
\]

**Problem 4.7 Minimum points and normal equations when \( \Phi \) does not have full rank**

As a simple illustration of the case when \( \Phi \) does not have full rank consider
\[ \Phi = \begin{pmatrix} 1 & 1 \\ \vdots & \vdots \\ 1 & 1 \end{pmatrix} \]

Find all the minimum points of the loss function \( V(\theta) = \|Y - \Phi\theta\|^2 \). Compare them with the set of solutions to the normal equations

\[(\Phi^T\Phi)\theta = \Phi^TY \]

Also calculate the pseudoinverse of \( \Phi \) (see Section A.2) and the minimum norm solution to the normal equations.

**Problem 4.8 Optimal input design for gain estimation**

Consider the following straight-line (or static gain) equation:

\[ y(t) = \theta u(t) + e(t) \quad \text{and} \quad \sum_{t=1}^N u^2(t) = \lambda^2 \delta_{t,s} \]

which is the simplest case of a regression. The parameter \( \theta \) is estimated from \( N \) data points \( \{y(t), u(t)\} \) using the least squares (LS) method. The variance of the LS estimate \( \hat{\theta} \) of \( \theta \) is given (see Lemma 4.2) by

\[ \sigma^2 \triangleq \text{var}(\hat{\theta}) = \lambda^2 \sum_{t=1}^N u^2(t) \]

Determine the optimal sequence \( \{u(1), \ldots, u(N)\} \) which minimizes \( \sigma^2 \) under the constraint \( |u(t)| \leq \beta \). Comment on the solution obtained.

**Problem 4.9 Regularization of a linear system of equations**

When a linear system of equations is almost singular it may be regularized to make it less sensitive to numerical errors. This means that the identity matrix multiplied by a small number is added to the original system matrix. Hence, instead of solving

\[ Ax = b \]

the modified system of equations

\[(A + \delta I)x = b \]

is solved.

Assume that the matrix \( A \) is symmetric and positive semidefinite (and hence singular). Then it can be factorized as

\[ A = BB^T \quad \text{where} \quad B \text{ is } (n|p), \quad \text{rank } B = p < n \]

To guarantee that a solution exists it must be assumed that

\[ b = Bd \]

for some \( (p|1) \) vector \( d \).

Derive and compare the following solutions:

(a) The minimum-norm least squares solution, \( x_1 = A^\dagger b \), where \( A^\dagger \) denotes the pseudoinverse of \( A \).

*Hint.* Use properties of pseudoinverses; see Section A.2 of Appendix A.
(b) Writing the equations as \( B(B^T x - d) = 0 \) we may choose to drop \( B \) and get the system \( B^T x = d \), which is underdetermined. Find the minimum norm least squares solution of this system, \( x_2 = (B^T)^+d \).

(c) The regularized solution is \( x_3 = (A + \delta I)^{-1}b \). What happens when \( \delta \) tends to zero?

**Problem 4.10** Conditions for least squares estimates to be BLUE

For the linear regression model

\[
y = \Phi \theta + e \quad Ee = 0 \quad Eee^T = R > 0
\]

\[
\text{rank } \Phi = \text{dim } \theta
\]

show that (i) and (ii) below are two equivalent sets of necessary and sufficient conditions for the least squares estimate of \( \theta \) to be the best linear unbiased estimate (BLUE).

\[
\Phi^T R^{-1} [I - \Phi(\Phi^T \Phi)^{-1} \Phi^T] = 0 \quad (i)
\]

\[
R \Phi = \Phi F \quad \text{for some nonsingular matrix } F \quad (ii)
\]

Give an example of a covariance matrix \( R \) which satisfies (i), or equivalently (ii).

*Hint.* For a nontrivial example of \( R \) satisfying (i), consider \( R = I + \alpha \varphi \varphi^T \) where \( \varphi \) is any column of \( \Phi \) and \( \alpha \) is such that \( R > 0 \).

**Problem 4.11** Comparison of the covariance matrices of the least squares and Markov estimates

Consider the linear regression model of Problem 4.10. Let \( P_{LS} \) and \( P_M \) denote the covariance matrices of the least squares and the Markov estimates respectively of the parameter vector \( \theta \) (see (4.16) and (4.19)). It follows from Lemma 4.3 that

\[
P_{LS} \succeq P_M
\]

Provide a simple direct proof of this inequality. Use that proof to obtain condition (i) of Problem 4.10 which is necessary and sufficient for the least squares estimate (LSE) to be BLUE.

*Hint.* Use some calculations similar to proof B of Lemma 4.3.

**Problem 4.12** The least squares estimate of the mean is BLUE asymptotically

The least squares estimate of \( a \) in

\[
y(t) = a + e(t) \quad t = 1, \ldots, N
\]

where the vector of measurement errors \([e(1) \ldots e(N)]^T\) has zero mean and covariance \( R \), has variance given by

\[
P_{LS} = (\Phi^T \Phi)^{-1} \Phi^T R \Phi(\Phi^T \Phi)^{-1} \quad \Phi^T = [1 \ldots 1]
\]

(see (4.16)). The variance of the BLUE is

\[
P_{BLUE} = (\Phi^T R^{-1} \Phi)^{-1}
\]

Let the process \( \{e(t)\} \) be stationary with spectral density \( \Phi_\omega(\omega) > 0 \) for \( \omega \epsilon (-\pi, \pi) \) and covariance function \( r(k) = Ee(t) e(t - k) \) decaying exponentially to zero as \( k \to \infty \). Then show that
\[ \lim_{N \to \infty} N P_{\text{LS}} = \lim_{N \to \infty} N P_{\text{BLUE}} = 2\pi \Phi_{\epsilon}(0) \]

**Hint.** For evaluating \( \lim_{N \to \infty} N P_{\text{BLUE}} \), first use the fact that \( \lambda_{\min}(R) > 0 \) (see e.g. Complement C5.2) to establish that

\[ \|R^{-1}\|_\infty = \max_k \sum_{p=1}^N |(R^{-1})_{kp}| \leq C \sqrt{N} \]

for some constant \( C \).

**Remark.** The result above follows from a more general result first presented by Grenander and Rosenblatt (1956). The latter result states, essentially, that the least squares estimate of the regression parameters is asymptotically (for \( N \to \infty \)) BLUE provided the spectrum of the residuals is constant over all the elements of the ‘spectrum’ of the regression functions.

**Bibliographical notes**

There are many books in the statistical literature which treat linear regression. One reason for this is that linear regressions constitute a ‘simple’ yet fundamental class of models. See Rao (1973), Dhrymes (1978), Draper and Smith (1981), Weisberg (1985), Åström (1968), and Wetherill et al. (1986) for further reading. Nonlinear regression is treated by Jennrich (1969) and Ratkowsky (1983), for example. The testing of statistical hypotheses is treated in depth by Lehmann (1986).

For the differentiation (4.26), see for example Rogers (1980), who also gives a number of related results on differentiation with respect to a matrix.

**Complement C4.1**

*Best linear unbiased estimation under linear constraints*

Consider the regression equation

\[ Y = \Phi \theta + e \quad Ee = 0 \quad Eee^T = R > 0 \]

and the following linear restrictions on the unknown parameter vector \( \theta \):

\[ A \theta = b \quad A \text{ of dimension } (m|n \theta) \]

\[ \text{rank } A = m < n \theta \]

The problem is to find the BLUE of \( \theta \). We present two approaches to solve this problem.

**Approach A**

This approach is due to Dhrymes (1978), Rao (1973) and others.

The Lagrangian function associated with the above problem is
\[ F(\theta, \alpha) = \frac{1}{2} (Y - \Phi \theta)^T R^{-1} (Y - \Phi \theta) + \alpha^T (A \theta - b) \]

(see Problem 4.3) where \( \alpha \) denotes the vector of Lagrange multipliers. By equating the derivatives of \( F \) with respect to \( \theta \) and \( \alpha \) to zero, we get

\[ -\Phi^T R^{-1} (Y - \Phi \theta) + A^T \alpha = 0 \quad \text{(C4.1.1)} \]

\[ A \theta = b \quad \text{(C4.1.2)} \]

Let \( Q \triangleq (\Phi^T R^{-1} \Phi)^{-1} \). Multiplication of (C4.1.1) on the left by \( AQ \) gives

\[ AQ \alpha = AQ \Phi^T R^{-1} Y - A \theta = A \hat{\theta} - b \]

where \( \hat{\theta} = Q \Phi^T R^{-1} Y \) is the unconstrained BLUE (see (4.17), (4.18)). Thus, since \( AQ A^T \)

is positive definite,

\[ \alpha = (AQ A^T)^{-1} (A \hat{\theta} - b) \]

which inserted into (C4.1.1) gives the constrained BLUE

\[ \hat{\theta} = Q \Phi^T R^{-1} Y - QA^T \alpha \]

or

\[ \hat{\theta} = \hat{\theta} - QA^T (AQ A^T)^{-1} (A \hat{\theta} - b) \quad \text{(C4.1.3)} \]

**Approach B**

The problem of determining \( \hat{\theta} \) can be stated in the following way: find the BLUE of \( \theta \) in the following regression equation with singular residual covariance matrix

\[ \begin{pmatrix} Y \\ b \end{pmatrix} = \begin{pmatrix} \Phi \\ A \end{pmatrix} \theta + \begin{pmatrix} e \\ 0 \end{pmatrix} \quad \text{(C4.1.4)} \]

The covariance matrix of the residuals is

\[ \begin{pmatrix} R & 0 \\ 0 & \varepsilon I \end{pmatrix} \]

with \( \varepsilon = 0 \). First take \( \varepsilon > 0 \) (which makes the matrix nonsingular) and then apply the standard BLUE result (4.18). Next suppose that \( \varepsilon \) tends to zero. Note that it would also be possible to apply the results for a BLUE with singular residual covariance matrix as developed in Complement C4.3. The BLUE for \( \varepsilon > 0 \) is given by

\[ \theta_\varepsilon = \left( \begin{pmatrix} \Phi^T & A^T \end{pmatrix} \begin{pmatrix} R^{-1} & 0 \\ 0 & \frac{1}{\varepsilon} I \end{pmatrix} \begin{pmatrix} \Phi \\ A \end{pmatrix} \right)^{-1} \begin{pmatrix} \Phi^T & A^T \end{pmatrix} \begin{pmatrix} R^{-1} & 0 \\ 0 & \frac{1}{\varepsilon} I \end{pmatrix} \begin{pmatrix} Y \\ b \end{pmatrix} \]

Provided the limit exists, we can write

\[ \hat{\theta} = \lim_{\varepsilon \to 0} \theta_\varepsilon \]
With \( Q = (\Phi^T R^{-1} \Phi)^{-1} \) the expression for \( \theta_e \) becomes

\[
\theta_e = \left( Q^{-1} + \frac{1}{\varepsilon} A^T A \right)^{-1} \left( \Phi^T R^{-1} Y + \frac{1}{\varepsilon} A^T b \right)
\]

Next note that

\[
\left( Q^{-1} + \frac{1}{\varepsilon} A^T A \right)^{-1} = Q - Q \frac{1}{\varepsilon} A^T \left( I + \frac{1}{\varepsilon} A Q A^T \right)^{-1} A Q
\]

(see Lemma A.1). Thus

\[
\theta_e = \hat{\theta} - Q A^T (\varepsilon I + A Q A^T)^{-1} A \hat{\theta} + \frac{1}{\varepsilon} Q A^T b
\]

\[
- \frac{1}{\varepsilon} Q A^T \left( I + \frac{1}{\varepsilon} A Q A^T \right)^{-1} A Q \frac{1}{\varepsilon} A^T b
\]

\[
= \hat{\theta} - Q A^T (\varepsilon I + A Q A^T)^{-1} A \hat{\theta}
\]

\[
+ \frac{1}{\varepsilon} Q A^T \left( I + \frac{1}{\varepsilon} A Q A^T \right)^{-1} \left[ \left( I + \frac{1}{\varepsilon} A Q A^T \right) - \frac{1}{\varepsilon} A Q A^T \right] b
\]

\[
= \hat{\theta} - Q A^T (\varepsilon I + A Q A^T)^{-1} (A \hat{\theta} - b)
\]

\[
\rightarrow \hat{\theta} - Q A^T (A Q A^T)^{-1} (A \hat{\theta} - b) \quad \text{as} \quad \varepsilon \to 0.
\]

This is precisely the result (C4.1.3).

The covariance matrix of the constrained BLUE \( \hat{\theta} \) can be readily evaluated. From

\[
\hat{\theta} - \theta = (\hat{\theta} - \theta) - Q A^T (A Q A^T)^{-1} A (\hat{\theta} - \theta)
\]

\[
= [I - Q A^T (A Q A^T)^{-1} A] (\hat{\theta} - \theta)
\]

it follows (recall that \( \text{cov}(\hat{\theta} - \theta) = Q \)) that

\[
\text{cov}(\hat{\theta} - \theta) = [I - Q A^T (A Q A^T)^{-1} A] Q [I - A^T (A Q A^T)^{-1} A Q]
\]

\[
\text{cov}(\hat{\theta} - \theta) = Q - Q A^T (A Q A^T)^{-1} A Q
\]

Note that

\[
\text{cov}(\hat{\theta} - \theta) \leq \text{cov}(\hat{\theta} - \theta)
\]

which can be seen as an illustration of the ‘parsimony principle’ (see Complement C11.1). That is to say, taking into account the constraints on \( \theta \) leads to more accurate estimates. Finally note that \( \hat{\theta} \) obeys the constraints

\[
A \hat{\theta} = A \hat{\theta} - A Q A^T (A Q A^T)^{-1} (A \hat{\theta} - b) = b
\]

as expected. As a consequence the matrix \( \text{cov}(\hat{\theta} - \theta) \) must be singular. This is readily seen since \( A \text{cov}(\hat{\theta} - \theta) = 0. \)
Complement C4.2
Updating the parameter estimates in linear regression models

New measurements

Consider the regression equation
\[ \hat{Y} = \Phi \theta + \varepsilon \]  \hspace{1cm} (C4.2.1)

where
\[ \hat{Y} = \begin{pmatrix} Y \\ \varepsilon_2 \end{pmatrix}_{ny} \quad \Phi = \begin{pmatrix} \Phi \\ I \end{pmatrix}_{ny} \quad \varepsilon = \begin{pmatrix} \varepsilon_1 \\ \varepsilon_2 \end{pmatrix}_{n \theta} \]

and
\[ E \varepsilon = 0 \quad E \varepsilon \varepsilon^T = \begin{pmatrix} S & 0 \\ 0 & P \end{pmatrix}_{n \theta} > 0 \]

The equation \( \tilde{\theta} = \theta + \varepsilon_2 \) (the last block of (C4.2.1)) can be viewed as ‘information’ obtained in some previous estimation stage. The remaining equation, viz. \( Y = \Phi \theta + \varepsilon_1 \), is the information provided by a new set of measurements. The problem is to find the BLUE of \( \theta \) by properly updating \( \tilde{\theta} \).

The BLUE of \( \theta \) is given by
\[ \hat{\theta} = \left[ \Phi^T \begin{pmatrix} S^{-1} & 0 \\ 0 & P^{-1} \end{pmatrix} \Phi \right]^{-1} \left[ \Phi^T \begin{pmatrix} S^{-1} & 0 \\ 0 & P^{-1} \end{pmatrix} \hat{Y} \right] \]
\[ = (\Phi^T S^{-1} \Phi + P^{-1})^{-1} (\Phi^T S^{-1} Y + P^{-1} \tilde{\theta}) \]
\[ = \hat{\theta} + (\Phi^T S^{-1} \Phi + P^{-1})^{-1} \Phi^T S^{-1} (Y - \Phi \hat{\theta}) \]  \hspace{1cm} (C4.2.2)

(see (4.18)). Since
\[ (\Phi^T S^{-1} \Phi + P^{-1})^{-1} = P - P \Phi^T (S + \Phi P \Phi^T)^{-1} \Phi P \]
(cf. Lemma A.1), it follows that
\[ (\Phi^T S^{-1} \Phi + P^{-1})^{-1} \Phi^T S^{-1} = P \Phi^T (S + \Phi P \Phi^T)^{-1} [(S + \Phi P \Phi^T) \]
\[ - \Phi P \Phi^T] S^{-1} \]
\[ = P \Phi^T (S + \Phi P \Phi^T)^{-1} \]  \hspace{1cm} (C4.2.3)

Inserting this into (C4.2.2) gives
\[ \hat{\theta} = \hat{\theta} + P \Phi^T (S + \Phi P \Phi^T)^{-1} (Y - \Phi \hat{\theta}) \]  \hspace{1cm} (C4.2.4)

This expression for \( \hat{\theta} \) is computationally more advantageous than (C4.2.2) since in general \( ny < n \theta \) (quite often \( ny = 1 \)). Thus the matrix inverse to be computed in (C4.2.4) in general has a smaller dimension than that in (C4.2.2).
The covariance matrix of \( \hat{\theta} \) is given (cf. (4.19)) by
\[
\hat{P} = \left[ \Phi^T \begin{pmatrix} S^{-1} & 0 \\ 0 & P^{-1} \end{pmatrix} \Phi \right]^{-1} = (\Phi^T S^{-1} \Phi + P^{-1})^{-1}
\]
which can be rewritten as in the preceding derivation to give
\[
\hat{P} = P - P \Phi^T (S + \Phi \Phi^T)^{-1} \Phi P \quad (C4.2.5)
\]
Note that it follows explicitly that \( \hat{P} \preceq P \). This means that the accuracy of \( \hat{\theta} \) is better than that of \( \theta \), which is very natural. The use of the additional information carried by \( Y \) should indeed improve the accuracy.

**Decreasing dimension**

Consider the regression model
\[
Y = \Phi \theta + \varepsilon \quad E\varepsilon = 0 \quad E\varepsilon \varepsilon^T = R > 0 \quad (C4.2.6)
\]
for which the BLUE of \( \theta \),
\[
\hat{\theta} = Q \Phi^T R^{-1} Y \quad Q \triangleq (\Phi^T R^{-1} \Phi)^{-1}
\]
has been computed. In some situations it may be required to compute the BLUE of the parameters of a *reduced-dimension* regression, by ‘updating’ or modifying \( \hat{\theta} \). Specifically, assume that after computing \( \hat{\theta} \) it was realized that the regressor corresponding to the last (say) column of \( \Phi \) does not influence \( Y \). The problem is to determine the BLUE of the parameters in a regression where the last column of \( \Phi \) was eliminated. Furthermore this should be done in a numerically efficient manner, presumably by ‘updating’ \( \hat{\theta} \).

This problem can be stated equivalently as follows: find the BLUE \( \hat{\theta} \) of \( \theta \) in (C4.2.6) under the constraint
\[
A \theta = b \quad A = \begin{pmatrix} 0 & \ldots & 0 & 1 \end{pmatrix} \quad b = 0
\]
Making use of (C4.1.3),
\[
\hat{\theta} = [I - QA^T (QA^T)^{-1} A] \hat{\theta} \quad (C4.2.7)
\]
Let \((\psi_1 \ldots \psi_{n\theta})^T\) denote the last column of \( Q \), and let \( \hat{\theta}_i \) be the \( i \)th component of \( \hat{\theta} \). Then, from (C4.2.7),
\[
\tilde{\theta} = \begin{pmatrix} 1 & 0 & \ldots & 0 & -\psi_1/\psi_{n\theta} \\ \vdots & \vdots & \ddots & \vdots & \vdots \\ 0 & 0 & \ldots & 1 & -\psi_{n\theta-1}/\psi_{n\theta} \end{pmatrix} \hat{\theta} = \begin{pmatrix} \hat{\theta}_1 - \frac{\psi_1}{\psi_{n\theta}} \hat{\theta}_{n\theta} \\ \vdots \\ \hat{\theta}_{n\theta-1} - \frac{\psi_{n\theta-1}}{\psi_{n\theta}} \hat{\theta}_{n\theta} \\ 0 \end{pmatrix} \quad (C4.2.8)
The BLUE of the reduced-order regression parameters are given by the first \((n\theta - 1)\) components of the above vector.

Note that the result (C4.2.8) is closely related to the Levinson–Durbin recursion discussed in Complement C8.2. That recursion corresponds to a special structure of the model (more exactly, of the \(\Phi\) matrix), which leads to very simple expressions for \(\{\psi_i\}\).

If more components of \(\theta\) than the last one should be constrained to zero, the above procedure can be repeated. The variables \(\psi_i\) must of course then be redefined for each reduction in the dimension. One can alternatively proceed by taking

\[
A = \begin{bmatrix} 0 & I \end{bmatrix} \quad b = 0
\]

where \(A\) is \((m|n\theta)\) if the last \(m\) components of \(\theta\) should be constrained to zero. By partitioning \(Q\) and \(\hat{\theta}\) as

\[
Q = \begin{pmatrix} Q_{11} & Q_{12} \\ Q_{12}^T & Q_{22} \end{pmatrix} n\theta - m \quad \hat{\theta} = \begin{pmatrix} \hat{\theta}_1 \\ \hat{\theta}_2 \end{pmatrix} n\theta - m
\]

equation (C4.2.7) becomes

\[
\hat{\theta} = \begin{pmatrix} \hat{\theta}_1 \\ \hat{\theta}_2 \end{pmatrix} - \begin{pmatrix} Q_{12} \\ Q_{22} \end{pmatrix} Q_{22}^{-1} \hat{\theta}_2
\]

or

\[
\hat{\theta} = \begin{pmatrix} \hat{\theta}_1 - Q_{12} Q_{22}^{-1} \hat{\theta}_2 \\ 0 \end{pmatrix}
\]  

(C4.2.9)

---

**Complement C4.3**

*Best linear unbiased estimates for linear regression models with possibly singular residual covariance matrix*

Consider the regression model

\[
Y = \Phi \theta + e \quad Eee^T = R
\]  

(see (4.11), (4.15)). It is assumed that

\[
\text{rank } \Phi = \dim \theta = n\theta
\]  

(C4.3.2)

However, no assumption is made on rank \(R\). This represents a substantial generalization over the case treated previously where it was assumed that \(R > 0\). Note that assumption (C4.3.2) is needed for unbiased estimates of \(\theta\) to exist. If (C4.3.2) is relaxed then unbiased estimates exist only for certain linear combinations of the unknown parameter vector \(\theta\) (see Werner, 1985, and the references therein for treatment of the case where neither rank \(\Phi\) nor rank \(R\) are constrained in any way).

The main result of this complement is the following.
Lemma C4.3.1

Under the assumptions introduced above the BLUE of $\theta$ is given by

$$
\theta^* = [\Phi^T(R + \Phi \Phi^T)^+ \Phi]^{-1} \Phi^T(R + \Phi \Phi^T)^+ Y
$$

(C4.3.3)

where $A^+$ denotes the Moore–Penrose pseudoinverse of the matrix $A$. (see Section A.2 or Rao (1973) for definition, properties and computation of the pseudoinverse).

**Proof.** First it has to be shown that the inverse appearing in (C4.3.3) exists. Let

$$
\bar{R} = R + \Phi \Phi^T
$$

(C4.3.4)

and for any $n\theta$-vector $\alpha$ let

$$
\beta = \Phi \alpha
$$

(C4.3.5)

We have to show that

$$
\alpha^T \Phi^T \bar{R}^+ \Phi \alpha = 0
$$

(C4.3.6)

implies $\alpha = 0$. The following series of implications can be readily verified:

(C4.3.6) $\Rightarrow$ $\beta^T \bar{R}^+ \beta = 0 \Rightarrow \beta^T \bar{R}^+ = 0 \Rightarrow \beta^T \bar{R}^+ \bar{R} = 0 \Rightarrow \bar{R}^T \bar{R} \beta = 0 \Rightarrow \bar{R} \beta = 0$

$$
\Rightarrow \beta^T (R + \Phi \Phi^T) \beta = 0 \Rightarrow \Phi^T \beta = 0 \Rightarrow (\Phi^T \Phi) \alpha = 0 \Rightarrow \alpha = 0
$$

which proves that only $\alpha = 0$ satisfies (C4.3.6) and thus that $\Phi^T \bar{R}^+ \Phi$ is a positive definite matrix. Here we have repeatedly used the properties of pseudoinverses given in Lemma A.15.

Next observe that $\theta^*$ is an unbiased estimate of $\theta$. It remains to prove that $\theta^*$ has the smallest covariance matrix in the class of linear unbiased estimators of $\theta$:

$$
\hat{\theta} = Z^T Y
$$

where by unbiasedness $Z^T \Phi = I$ (see (4.17), (4.20)). The covariance matrix of $\theta^*$ is given by

$$
cov(\theta^*) = (\Phi^T \bar{R}^+ \Phi)^{-1} \Phi^T \bar{R}^+ \bar{R} \hat{\theta} \Phi (\Phi^T \bar{R}^+ \Phi)^{-1}
$$

$$
= (\Phi^T \bar{R}^+ \Phi)^{-1} \Phi^T \bar{R}^+ (\bar{R} - \Phi \Phi^T) \hat{\theta} \Phi (\Phi^T \bar{R}^+ \Phi)^{-1}
$$

$$
= (\Phi^T \bar{R}^+ \Phi)^{-1} - I
$$

Since $\text{cov}(\hat{\theta}) = Z^T R Z$ (see (4.21)), it remains only to prove that

$$
Z^T R Z + I - (\Phi^T \bar{R}^+ \Phi)^{-1} \geq 0
$$

(C4.3.7)

Using the constraint $Z^T \Phi = I$ on the matrix $Z$, the inequality above can be rewritten as

$$
Z^T R Z + Z^T \Phi [I - (\Phi^T \bar{R}^+ \Phi)^{-1}] \Phi Z = Z^T [\bar{R} - \Phi (\Phi^T \bar{R}^+ \Phi)^{-1} \Phi^T] Z \geq 0
$$

(C4.3.8)

The following identity can be readily verified:
Linear regression

\[ \tilde{R} - \Phi (\Phi^T \tilde{R}^\dagger \Phi)^{-1} \Phi^T = [\tilde{R} - \Phi (\Phi^T \tilde{R}^\dagger \Phi)^{-1} \Phi^T] \tilde{R}^\dagger ([\tilde{R} - \Phi (\Phi^T \tilde{R}^\dagger \Phi)^{-1} \Phi^T] - (I - \tilde{R} \tilde{R}^\dagger) \Phi (\Phi^T \tilde{R}^\dagger \Phi)^{-1} \Phi^T - \Phi (\Phi^T \tilde{R}^\dagger \Phi)^{-1} \Phi^T (I - \tilde{R}^\dagger \tilde{R}) \]  \hspace{1cm} (C4.3.9)

Next we show that

\[ (I - \tilde{R} \tilde{R}^\dagger) \Phi = 0 \]  \hspace{1cm} (C4.3.10)

Let \( \alpha \) be an \( n \theta \)-vector and let

\[ \beta = (I - \tilde{R} \tilde{R}^\dagger) \Phi \alpha = (I - \tilde{R}^\dagger \tilde{R}) \Phi \alpha \]  \hspace{1cm} (C4.3.11)

In (C4.3.11) we have used Lemma A.15. It follows from (C4.3.11) that

\[ \tilde{R} \beta = 0 \]  \hspace{1cm} (C4.3.12)

which due to (C4.3.4) implies that

\[ \beta^T \Phi = 0 \]  \hspace{1cm} (C4.3.13)

Premultiplying (C4.3.11) by \( \beta^T \) and using (C4.3.12), (C4.3.13), we get

\[ \beta^T \beta = [\beta^T \Phi - \beta^T \tilde{R} \tilde{R}^\dagger \Phi] \alpha = 0 \]

Thus \( \beta = 0 \), and since \( \alpha \) is arbitrary, (C4.3.10) follows. Combining (C4.3.9) and (C4.3.10) the following factorization for the right-hand side of (C4.3.8) is obtained:

\[ Z^T \tilde{R} - \Phi (\Phi^T \tilde{R}^\dagger \Phi)^{-1} \Phi^T = Z^T \tilde{R} - \Phi (\Phi^T \tilde{R}^\dagger \Phi)^{-1} \Phi^T \tilde{R}^\dagger \]

\[ \times [\tilde{R} - \Phi (\Phi^T \tilde{R}^\dagger \Phi)^{-1} \Phi^T] Z \]

Since \( \tilde{R}^\dagger \succeq 0 \) it can be concluded that (C4.3.8) or equivalently (C4.3.7) is true.

It is instructive to check that (C4.3.3) reduces to the standard Gauss–Markov estimate, (4.17), (4.18), when \( R > 0 \). For \( R > 0 \), a straightforward application of Lemma A.1 gives

\[ \Phi^T (R + \Phi \Phi^T)^{-1} = \Phi^T \Phi^{-1} \Phi (I + \Phi^T R^{-1} \Phi)^{-1} \Phi^T R^{-1} \]

\[ = (I + \Phi^T R^{-1} \Phi - \Phi^T R^{-1} \Phi) (I + \Phi^T R^{-1} \Phi)^{-1} \Phi^T R^{-1} \]

\[ = (I + \Phi^T R^{-1} \Phi)^{-1} \Phi^T R^{-1} \]

Thus

\[ \theta^* = (\Phi^T R^{-1} \Phi)^{-1} (I + \Phi^T R^{-1} \Phi) (I + \Phi^T R^{-1} \Phi)^{-1} \Phi^T R^{-1} \]

\[ = (\Phi^T R^{-1} \Phi)^{-1} \Phi^T R^{-1} \]

which is the ‘standard’ Markov estimate given by (4.17), (4.18).

In some applications the matrix \( R \) is nonsingular but ill-conditioned. The estimation of sinusoidal frequencies from noisy data by using the optimally weighted overdetermined Yule–Walker method (see Stoica, Friedlander and Söderström (1986) for details) is such an application. In such cases the BLUE could be computed using the standard formula (4.17), (4.18). However, the matrix \( R + \Phi \Phi^T \) may be better conditioned to inversion than \( R \) and thus the (theoretically equivalent) formula (C4.3.3) may be a better choice even in this case.
Earlier in the chapter several results for linear regressions were given. In this complement some of these results will be generalized to certain nonlinear models. Consider the following special nonlinear regression model:

\[ Y_N = g(\theta_0) + e_N \]  \hspace{1cm} (C4.4.1)

where \( Y_N \) and \( e_N \) are \( M \)-vectors, \( g(\cdot) \) is a vector-valued differentiable function, and \( \theta_0 \) is the vector of unknown parameters to be estimated. Both \( Y \) and \( e \) depend on the integer \( N \). This dependence will be illustrated below by means of an example. It is assumed that the function \( g(\cdot) \) admits a left inverse. The covariance matrix of \( e_N \) is not known for \( N < \infty \). However, it is known that

\[ \lim_{N \to \infty} NEE_N e_N^T = R(\theta_0) \]  \hspace{1cm} (C4.4.2)

Note that \( R \) is allowed to depend on \( \theta_0 \). It follows from (C4.4.1) and (C4.4.2) that the difference \([Y_N - g(\theta_0)]\) tends to zero as \( 1/\sqrt{N} \) when \( N \to \infty \). Thus \( Y_N \) is a consistent estimate of \( g(\theta_0) \); it is sometimes called a root-\( N \) consistent estimate. Note that it is assumption (C4.4.2) which makes the nonlinear regression model (C4.4.1) ‘special’.

Let

\[ \hat{\theta} = f(Y_N) \]  \hspace{1cm} (C4.4.3)

where \( f(\cdot) \) is a differentiable function, denote a general consistent (for \( N \to \infty \)) estimate of \( \theta_0 \). The objective is to find a consistent estimate of \( \theta_0 \), which is asymptotically best in the following sense. Let \( \hat{\theta} \) denote the asymptotically best consistent estimate (ABCE) of \( \theta_0 \), assuming such a \( \hat{\theta} \) exists, and let

\[ P_M(\hat{\theta}) = \lim_{N \to \infty} NEE(\hat{\theta} - \theta_0)(\hat{\theta} - \theta_0)^T \]

be its asymptotic covariance matrix (as \( N \) tends to infinity). Then

\[ P_M(\hat{\theta}) \geq P_M(\tilde{\theta}) \]  \hspace{1cm} (C4.4.4)

for any other consistent estimate \( \tilde{\theta} \) as defined by (C4.4.3).

**An example**

As an illustration of the above problem formulation consider a stationary process \( x(t) \) whose second-order properties are completely characterized by some parameter vector \( \theta_0 \). An estimate of \( \theta_0 \) has to be made from observations \( x(1), \ldots, x(N) \). In a first stage indirect information about \( \theta_0 \) is obtained by calculating the sample covariances

\[ \hat{r}_k = \frac{1}{N} \sum_{t=1}^{N-k} x(t)x(t + k) \quad k = 0, \ldots, M - 1 \]
Under weak conditions the vector \( Y_N = (\hat{r}_0 \ldots \hat{r}_{M-1})^T \) is a root \(-N\) consistent estimate of the vector of theoretical covariances \( g(\theta_0) = (r_0 \ldots r_{M-1})^T \). Furthermore, an expression for the asymptotic covariance matrix \( R(\theta_0) \) of the estimation error \( \sqrt{N}[Y_N - g(\theta_0)] \) is available (see Bartlett, 1946, 1966; Stoica et al., 1985c; and also Appendix B.8). Therefore (C4.4.1) and (C4.4.2) hold.

In a second stage \( \theta_0 \) is determined from \( Y_N \). In particular, it may be required to calculate the ABCE of \( \theta_0 \). Note that the first few sample covariances \( \{\hat{r}_0, \ldots, \hat{r}_{M-1}\} \) where \( M \ll N \), may contain almost all the ‘information’ about \( \theta_0 \) in the initial sample \( (x(1), \ldots, x(N)) \). Thus it may be advantageous from the computational standpoint to base the estimation on \( \{\hat{r}_0, \ldots, \hat{r}_{M-1}\} \) rather than on the raw data \( (x(1), \ldots, x(N)) \). See Porat and Friedlander (1985, 1986), Stoica et al. (1985c) for details.

After this brief digression we return to the nonlinear regression problem at the beginning of this complement. In the following a number of interesting results pertaining to this problem are derived.

**A lower bound on the covariance matrix of any consistent estimator of \( \theta_0 \)**

The assumed consistency of \( \hat{\theta} \), (C4.4.3), imposes some restriction on the function \( f(\cdot) \). To see this, note first that the continuity of \( f(\cdot) \) and the fact that \( e_N \to 0 \) as \( N \to \infty \) imply

\[
\lim_{N \to \infty} \hat{\theta} = f(g(\theta_0))
\]

Since \( \hat{\theta} \) is a consistent estimate it follows that

\[
f(g(\theta_0)) = \theta_0 \tag{C4.4.5}
\]

As this must hold for an arbitrary \( \theta_0 \), it follows that \( f(\cdot) \) is a left inverse of \( g(\cdot) \). Moreover (C4.4.5) implies

\[
\left. \frac{\partial f}{\partial g} \right|_{g=g(\theta_0)} \left. \frac{\partial g}{\partial \theta} \right|_{\theta=\theta_0} = I \tag{C4.4.6}
\]

With

\[
F = \left. \frac{\partial f(g)}{\partial g} \right|_{g=g(\theta_0)} \quad \text{an (} \frac{n\theta}{M} \text{)} \quad \text{matrix} \tag{C4.4.7}
\]

\[
G = \left. \frac{\partial g}{\partial \theta} \right|_{\theta=\theta_0} \quad \text{an (} \frac{M}{n\theta} \text{)} \quad \text{matrix} \tag{C4.4.8}
\]

the condition (C4.4.6) can be written more compactly as

\[
FG = I \tag{C4.4.8}
\]

Next we derive the asymptotic covariance matrix (for \( N \to \infty \)) of \( \hat{\theta} \) in (C4.4.3). A Taylor series expansion of \( \theta = f(Y_N) \) around \( \theta_0 = f(g(\theta_0)) \) gives

\[
\hat{\theta} = \theta_0 + F[Y_N - g(\theta_0)] + O(|e_N|^2)
\]

which gives
\[ \sqrt{N}(\tilde{\theta} - \theta_0) = F \sqrt{N} e_N + O(1/\sqrt{N}) \]

Therefore
\[
P_M(\tilde{\theta}) = \lim_{N \to \infty} NE(\tilde{\theta} - \theta_0)(\tilde{\theta} - \theta_0)^T = FRF^T.
\]

where for brevity the argument \( \theta_0 \) of \( R \) has been omitted.

We are now in a position to state the main result of this subsection. Let

\[
P_M^0 = (G^T R^{-1} G)^{-1}
\]

Then

\[
P_M(\tilde{\theta}) = FRF^T \geq P_M^0 \tag{C4.4.10}
\]

To prove (C4.4.10) recall that \( F \) and \( G \) are related by (C4.4.8). Thus (C4.4.10) is equivalent to

\[
FRF^T \geq FG(G^T R^{-1} G)^{-1} G^T F^T.
\]

However, this is exactly the type of inequality encountered in (4.25). In the following it is shown that the lower bound \( P_M^0 \) is achievable. This means that there exists a consistent estimate of \( \theta_0 \), whose asymptotic covariance matrix is equal to \( P_M^0 \).

An ABC estimate

Define
\[
\hat{\theta} = \arg \min_{\theta} V(\theta) \tag{C4.4.11a}
\]

where
\[
V(\theta) = \frac{1}{2} [Y_N - g(\theta)]^T R^{-1}(\theta) [Y_N - g(\theta)] \tag{C4.4.11b}
\]

The asymptotic properties of \( \hat{\theta} \) (for \( N \to \infty \)) can be established as follows. A simple Taylor series expansion gives
\[
0 = V'(\hat{\theta}) = V'(\theta_0)^T + V''(\theta_0)(\hat{\theta} - \theta_0) + O(||\hat{\theta} - \theta_0||^2) \tag{C4.4.12}
\]

Using the fact that \( e_N = O(1/\sqrt{N}) \), one can write
\[
V'(\theta_0)^T = -G^T R^{-1} e_N + \frac{1}{2} \begin{pmatrix}
e_N^T \frac{\partial R^{-1}(\theta)}{\partial \theta_1} e_N \\
. \\
. \\
. \\
e_N^T \frac{\partial R^{-1}(\theta)}{\partial \theta_n} e_N \end{pmatrix}_{\theta = \theta_0} \tag{C4.4.13a}
\]

\[
= -G^T R^{-1} e_N + O(1/N)
\]
and

\[ V''(\theta_0) = G^T R^{-1} G + O(1/\sqrt{N}) \]  \hspace{1cm} (C4.4.13b)

It follows from (C4.4.12), (C4.4.13) that

\[ (\hat{\theta} - \theta_0) = O(1/\sqrt{N}) \]

and that

\[ \sqrt{N}(\hat{\theta} - \theta_0) = (G^T R^{-1} G)^{-1} G^T R^{-1} \sqrt{N} e_N + O(1/\sqrt{N}) \]  \hspace{1cm} (C4.4.14)

assuming the inverse exists. From (C4.4.14) it follows that

\[ P_M(\hat{\theta}) = (G^T R^{-1} G)^{-1} = P_M^0 \]  \hspace{1cm} (C4.4.15)

which concludes the proof that \( \hat{\theta} \) is an ABCE of \( \theta_0 \).

It is worth noting that replacement of \( R(\theta) \) in (C4.4.11) by a root-\( N \) consistent estimate of \( R(\theta_0) \) does not change the asymptotic properties of the parameter estimate. That is to say, the estimate

\[ \hat{\theta} = \arg \min_{\theta} \left\{ \frac{1}{2}[Y_N - g(\theta)]^T \hat{R}^{-1} [Y_N - g(\theta)] \right\} \]

where \( \hat{R} = R(\theta_0) = O(1/\sqrt{N}) \), is asymptotically equal to \( \hat{\theta} \). Indeed, calculations similar to those made above when analyzing \( \hat{\theta} \) show that

\[ (\hat{\theta} - \theta_0) = (G^T R^{-1} G)^{-1} G^T R^{-1} e_N + O(1/N) = (\hat{\theta} - \theta_0) + O(1/N) \]

Note that \( \hat{\theta} \) is more convenient computationally than \( \hat{\theta} \), since the matrix \( \hat{R} \) does not need to be re-computed and inverted at each iteration of a minimization algorithm, as does \( R(\theta) \) in (C4.4.11). However, \( \hat{\theta} \) can be used only if a consistent estimate \( \hat{R} \) of \( R \) is available.

Remark. In the case of the nonlinear regression model (C4.4.1), (C4.4.2) it is more convenient to consider consistent rather than unbiased estimates. Despite this difference, observe the strong analogies between the results of the theory of unbiased estimation of the linear regression parameters and the results introduced above (for example, compare (4.20) with (C4.4.6), (C4.4.8); Lemma 4.3 with (C4.4.9), (C4.4.10); etc).

Some properties of \( P_M^0 \)

Under weak conditions the matrices \( \{P_M^0\} \) form a sequence of nonincreasing positive definite matrices, as \( M \) increases. To be more specific, assume that the model (C4.4.1) is extended by adding one new equation. The ABCE of \( \theta_0 \) in the extended regression has the following asymptotic (for \( N \to \infty \)) covariance matrix (see (C4.4.15)):

\[ P_{M+1}^0 = (G_{M+1}^T R_{M+1}^{-1} G_{M+1})^{-1} \]
where

\[ G_{M+1} = \begin{pmatrix} G_M \\ \psi \end{pmatrix} \]

\[ R_{M+1} = \begin{pmatrix} R_M & \beta \\ \beta^T & \alpha \end{pmatrix} \]

showing explicitly the dependence of \( G, R \) and \( P^0 \) on \( M \). The exact expressions for the scalar \( \alpha \) and the vectors \( \psi \) and \( \beta \) (which correspond to the new equation added to (C4.4.1)) are of no interest for the present discussion.

Using the nested structure of \( G \) and \( R \) and Lemma A.2, the following relationship can be derived:

\[
(P_{M+1}^0)^{-1} = (G_M^T \begin{pmatrix} \psi^T \\ \beta \end{pmatrix}) \left( \begin{pmatrix} I \\ 0 \end{pmatrix} \right) R^{-1}_M(I \begin{pmatrix} I \end{pmatrix} \begin{pmatrix} 0 \end{pmatrix}) + \begin{pmatrix} -R^{-1}_M \beta \\ 0 \end{pmatrix}(-R^{-1} \begin{pmatrix} \beta^T \\ 1 \end{pmatrix} \begin{pmatrix} \gamma \end{pmatrix}) \left( \begin{pmatrix} G_M \\ \psi \end{pmatrix} \right)
\]

\[
= (P_M^0)^{-1} + [\psi^T - G_M^T R^{-1}_M \beta][\psi^T - G_M^T R^{-1}_M \beta]^T / \gamma
\]

(C4.4.16)

where

\[
\gamma = \alpha - \beta^T R^{-1}_M \beta
\]

Since \( R_{M+1} > 0 \) implies \( \gamma > 0 \) (see Lemma A.2), it readily follows from (C4.4.16) that

\[
P_M^0 \geq P_{M+1}^0
\]

(C4.4.17)

which completes the proof of the claim introduced at the beginning of this subsection. Thus by adding new equations to (C4.4.1) the asymptotic accuracy of the ABCE increases, which is an intuitively pleasing property. Furthermore, it follows from (C4.4.17) that \( P_M^0 \) must have a limit as \( M \to \infty \). It would be interesting to be able to evaluate the limiting matrix

\[
P^0_\infty = \lim_{M \to \infty} P_M^0
\]

However, this seems possible only in specific cases where more structure is introduced into the problem.

The problem of estimating the parameters of a finite-order model of a stationary process from sample covariances was touched on previously. For this case it was proved in Porat and Friedlander (1985, 1986), Stoica et al. (1985c) that \( P^0_\infty = P_{CR} \); where \( P_{CR} \) denotes the Cramér–Rao lower bound on the covariance matrix of any consistent estimate of \( \theta_0 \) (see Section B.4). Thus, in this case the estimate \( \hat{\theta} \) is not only asymptotically (for \( N \to \infty \)) the best estimate of \( \theta_0 \) based on a fixed number \( M \) of sample covariances, but when both \( N \) and \( M \) tend to infinity it is also the most accurate possible estimate.
Chapter 5

INPUT SIGNALS

5.1 Some commonly used input signals

The input signal used in an identification experiment can have a significant influence on the resulting parameter estimates. Several examples in Chapter 2 illustrated this fact, and further examples are given in Chapters 10 and 12. This chapter presents some types of input which are often used in practice. The following types of input signal will be described and analyzed:

- Step function.
- Pseudorandom binary sequence.
- Autoregressive moving average process.
- Sum of sinusoids.

Examples of these input signals are given in this section. Their spectral properties are described in Section 5.2. In Section 5.3 it is shown how the inputs can be modified in various ways in order to give them a low-frequency character. Section 5.4 demonstrates that the input spectrum must satisfy certain properties in order to guarantee that the system can be identified. This will lead to the concept of persistent excitation.

Some practical aspects on the choice of input are discussed in Section 12.2. In some situations the choice of input is imposed by the type of identification method employed. For instance, transient analysis requires a step or an impulse as input, while correlation analysis generally uses a pseudorandom binary sequence as input signal. In other situations, however, the input may be chosen in many different ways and the problem of choosing it becomes an important aspect of designing system identification experiments.

We generally assume that the system to be identified is a sampled data system. This implies that the input and output data are recorded in discrete time. In most cases we will use discrete time models to describe the system. In reality the input will be a continuous time signal. During the sampling intervals it may be held constant by sending it through a sample and hold circuit. Note that this is the normal way of generating inputs in digital control. In other situations, however, the system may operate with a continuous time controller or the input signal may not be under the investigator’s control (the so-called ‘normal operation’ mode). In such situations the input signal cannot in general be restored between the sampling instants. For the forthcoming analysis it will be sufficient to describe the input and its properties in discrete time. We will not be concerned with the behavior of the input during the sampling intervals.

With a few exceptions we will deal with linear models only. It will then be sufficient to characterize signals in terms of first- and second-order moments (mean value and
covariance function). Note however, that two signals can have equal mean and covariance function but still have drastically different realizations. As an illustration think of a white random variable distributed as \( \mathcal{N}(0, 1) \), and another white random variable that equals 1 with probability 0.5 and \(-1\) with probability 0.5. Both variables will have zero mean and unit variance, although their realizations (outcomes) will look quite different.

There follow some examples of typical input signals.

**Example 5.1 A step function**

A step function is given by

\[
    u(t) = \begin{cases} 
        0 & t < 0 \\
        u_0 & t \geq 0 
    \end{cases} \tag{5.1}
\]

The user has to choose only the amplitude \( u_0 \). For systems with a large signal-to-noise ratio, an input step can give valuable information about the dynamics. Rise time, overshoot and static gain are directly related to the step response. Also the major time constants and a possible resonance can be at least crudely estimated from a step response.

**Example 5.2 A pseudorandom binary sequence**

A pseudorandom binary sequence (PRBS) is a signal that shifts between two levels in a certain fashion. It can be generated by using shift registers for realizing a finite state system, (see Complement C5.3; Davies, 1970; or Eykhoff, 1974), and is a periodic signal. In most cases the period is chosen to be of the same order as the number of samples in the experiment, or larger. PRBS was used in Example 2.3 and is illustrated in Figure 2.5.

When applying a PRBS, the user must select the two levels, the period and the clock period. The clock period is the minimal number of sampling intervals after which the sequence is allowed to shift. In Example 2.3 the clock period was equal to one sampling interval.

**Example 5.3 An autoregressive moving average sequence**

There are many ways of generating pseudorandom numbers on a computer (see, for example, Rubinstein, 1981; or Morgan, 1984, for a description). Let \( \{e(t)\} \) be a pseudorandom sequence which is similar to white noise in the sense that

\[
    \frac{1}{N} \sum_{t=1}^{N} e(t)e(t + \tau) \to 0 \quad \text{as} \quad N \to \infty \quad (\tau \neq 0) \tag{5.2}
\]

This relation is to hold for \( \tau \) at least as large as the dominating time constant of the unknown system. From the sequence \( \{e(t)\} \) a rather general input \( u(t) \) can be obtained by linear filtering as follows:

\[
    u(t) + c_1 u(t - 1) + \ldots + c_m u(t - m) = e(t) + d_1 e(t - 1) + \ldots \\
    + d_m e(t - m) \tag{5.3}
\]

Signals such as \( u(t) \) given by (5.3) are often called ARMA (autoregressive moving average) processes. When all \( c_i = 0 \) it is called an MA (moving average) process, while
for an AR (autoregressive) process all \( d_j = 0 \). Occasionally the notation ARMA \((m_1, m_2)\) is used, where \( m_1 \) and \( m_2 \) denote the number of \( c_r \) and \( d_r \)-coefficients, respectively. ARMA models are discussed in some detail in Chapter 6 as a way of modeling time series.

With this approach the user has to select the filter parameters \( m, \{c_i\}, \{d_j\} \) and the random generator for \( e(t) \). The latter includes the distribution of \( e(t) \) which often is taken as Gaussian or rectangular, but other choices are possible.

The filtering (5.3) can be written as

\[
C(q^{-1})u(t) = D(q^{-1})e(t) \tag{5.4a}
\]

or

\[
u(t) = \frac{D(q^{-1})}{C(q^{-1})} e(t) \tag{5.4b}
\]

where \( q^{-1} \) is the backward shift operator \((q^{-1}e(t) = e(t - 1), \text{etc.})\) and

\[
C(q^{-1}) = 1 + c_1q^{-1} + \ldots + c_mq^{-m}
\]

\[
D(q^{-1}) = 1 + d_1q^{-1} + \ldots + d_mq^{-m} \tag{5.4c}
\]

The filter parameters should be chosen so that the polynomials \( C(z) \) and \( D(z) \) have all zeros outside the unit circle. The requirement on \( C(z) \) guarantees that \( u(t) \) is a stationary signal. It follows from spectral factorization theory (see Appendix A6.1) that the requirement on \( D(z) \) does not impose any constraints. There will always exist an equivalent representation such that \( D(z) \) has all zeros on or outside the unit circle, as long as only the spectral density of the signal is being considered. The above requirement on \( D(z) \) will be most useful in a somewhat different context, when deriving optimal predictors (Section 7.3).

Different choices of the filter parameters \( \{c_i, d_j\} \) lead to input signals with various frequency contents and various shapes of time realizations. Simulations of three different ARMA processes are illustrated in Figure 5.1. (The continuous curves shown are obtained by linear interpolation.)

The curves (a) and (b) show a rather periodic pattern. The ‘resonance’ is more pronounced in (b), which is explained by the fact that in (b) \( C(z) \) has zeros closer to the unit circle than in (a). The curve for (c) has quite a different pattern. It is rather irregular and different values seem little correlated unless they lie very close together.

\[
\]

**Example 5.4**  
A sum of sinusoids

In this class of input signals \( u(t) \) is given by

\[
u(t) = \sum_{j=1}^{m} a_j \sin(\omega_j t + \varphi_j) \tag{5.5a}
\]

where the angular frequencies \( \{\omega_j\} \) are distinct,

\[
0 \leq \omega_1 < \omega_2 < \ldots < \omega_m \leq \pi \tag{5.5b}
\]

For a sum of sinusoids the user has to choose the amplitudes \( \{a_i\} \), the frequencies \( \{\omega_i\} \) and the phases \( \{\varphi_i\} \).
FIGURE 5.1 Simulation of three ARMA processes.
(a) $C(q^{-1}) = 1 - 1.5q^{-1} + 0.7q^{-2}$, $D(q^{-1}) = 1$.
(b) $C(q^{-1}) = 1 - 1.5q^{-1} + 0.9q^{-2}$, $D(q^{-1}) = 1$.
(c) $C(q^{-1}) = 1$, $D(q^{-1}) = 1 - 1.5q^{-1} + 0.7q^{-2}$. 
A term with $\omega_1 = 0$ corresponds to a constant $a_1 \sin \varphi_1$. A term with $\omega_m = \pi$ will oscillate with a period of two sampling intervals. Indeed, for $\omega_m = \pi$,

$$a_m \sin(\omega_m(t + 1) + \varphi_m) = -a_m \sin(\omega_mt + \varphi_m)$$

Figure 5.2 illustrates a sum of two sinusoids. Both continuous time and sampled signals passed through a zero-order holding device are shown.

5.2 Spectral characteristics

In many cases it is sufficient to describe a signal by its first- and second-order moments (i.e. the mean value and the covariance function). When dealing with linear systems and quadratic criteria, the corresponding identification methods can be analyzed using first- and second-order properties only as will be seen in the chapters to follow.

For a stationary stochastic process $y(t)$ the mean $m$ and the covariance function $r(\tau)$ are defined as

$$m \triangleq E y(t)$$
$$r(\tau) \triangleq E [y(t + \tau) - m][y(t) - m]^T$$

where $E$ denotes the expectation operator.
FIGURE 5.2 A sum of two sinusoids ($a_1 = 1, a_2 = 2, \omega_1 = 0.4, \omega_2 = 0.7, \varphi_1 = \varphi_2 = 0$). (a) The continuous time signal. (b) Its sampled form.
For a deterministic signal the corresponding definitions are obtained by substituting for \( E \) the limit of a normalized sum:

\[
\begin{align*}
  m & \triangleq \lim_{N \to \infty} \frac{1}{N} \sum_{i=1}^{N} y(t) \\
  r(\tau) & \triangleq \lim_{N \to \infty} \frac{1}{N} \sum_{i=1}^{N} [y(t + \tau) - m][y(t) - m]^T
\end{align*}
\] (5.6b)

assuming that the limits exist. (See also Appendix A5.1.)

Note that for many stochastic processes, the definitions (5.6a) and (5.6b) of \( m \) and \( r(\tau) \) are equivalent. Such processes are called ergodic (see Definition B.2 in Appendix B).

For stochastic processes and for deterministic signals the spectral density \( \phi(\omega) \) can be defined as the discrete Fourier transform of the covariance function:

\[
\phi(\omega) \triangleq \frac{1}{2\pi} \sum_{\tau = -\infty}^{\infty} r(\tau)e^{-i\omega\tau}
\] (5.7)

(see also (A3.1.2)).

The function \( \phi(\omega) \) is defined for \( \omega \) in the interval \((-\pi, \pi)\). It is not difficult to see from (5.7) that \( \phi(\omega) \) is a nonnegative definite Hermitian matrix (i.e. \( \phi^*(\omega) = \phi(\omega) \) where * denotes transpose complex conjugate). In particular, this implies that its diagonal elements are real valued and nonnegative even functions, \( \phi_{jj}(\omega) = \phi_{jj}(-\omega) \geq 0 \) (see also Problem 3.5). The inverse transformation to (5.7) is given by

\[
r(\tau) = \int_{-\pi}^{\pi} \phi(\omega)e^{i\omega\tau} d\omega
\] (5.8)

(cf. (A3.1.3)).

The spectral density will have drastically different structures for periodic signals than for aperiodic signals. (See Appendix A5.1 for an analysis of periodic signals.)

The examples that follow examine the covariance functions and the spectral densities of some of the signals introduced at the beginning of this chapter.

**Example 5.5 Characterization of a PRBS**

Let \( u(t) \) be a PRBS that shifts between the values \( a \) and \(-a\), and let its period be \( M \). Its covariance function can be shown to be (see complement C5.3)

\[
r_u(\tau) = \begin{cases} 
a^2 & \tau = 0, \pm M, \pm 2M, \ldots \\
-a^2/M & \text{elsewhere}
\end{cases}
\] (5.9a)

The spectral density of the signal can be computed using the formulas derived in Appendix A5.1; the result is
\[ \phi_u(\omega) = \sum_{k=0}^{M-1} C_k \delta(\omega - 2\pi \frac{k}{M}) \] (5.9b)

The coefficients \( \{C_k\} \) are given by (A5.1.15). Using (5.9a),
\[ C_0 = \frac{1}{M} \sum_{\tau=0}^{M-1} r_u(\tau) = \frac{1}{M} (a^2 - (M-1) \frac{a^2}{M}) = \frac{a^2}{M^2} \] (5.9c)

and for \( k > 0 \) (using the convention \( \alpha \triangleq e^{i2\pi/M} \))
\[ C_k = \frac{1}{M} \left( a^2 - \sum_{\tau=1}^{M-1} \alpha^{-\tau} a^2/M \right) \]
\[ = \frac{a^2}{M^2} \left( M - \alpha^{-k} \frac{1 - \alpha^{-(M-1)k}}{1 - \alpha^{-k}} \right) \] (5.9d)
\[ = \frac{a^2}{M^2} \left( M - \frac{\alpha^{-k} - \alpha^{-M}}{1 - \alpha^{-k}} \right) = \frac{a^2}{M^2} (M + 1) \]

(Observable that \( \alpha^{-M} = 1 \).) Combining (5.9b)–(5.9d) the spectral density is obtained as
\[ \phi_u(\omega) = \frac{a^2}{M^2} \left[ \delta(\omega) + (M + 1) \sum_{k=1}^{M-1} \delta \left( \omega - 2\pi \frac{k}{M} \right) \right] \] (5.9e)

The spectral properties of a PRBS are investigated further in Example 5.8. ■

**Example 5.6 Characterization of an ARMA process**

In the case of a white noise process \( u(t) \),
\[ r_u(\tau) = \lambda^2 \delta_{\tau,0} \] (5.10a)

where \( \delta_{\tau,0} \) is Kronecker’s delta (\( \delta_{\tau,0} = 1 \) if \( \tau = 0 \), \( \delta_{\tau,0} = 0 \) if \( \tau \neq 0 \)). The spectral density is easily found from the definition (5.7). It turns out to be constant
\[ \phi_u(\omega) = \frac{\lambda^2}{2\pi} \] (5.10b)

Next consider a filtered signal \( u(t) \) as in (5.3). Applying (A3.1.10), the spectral density in this case is
\[ \phi_u(\omega) = \frac{\lambda^2}{2\pi} \frac{D(e^{i\omega})D(e^{-i\omega})}{C(e^{i\omega})C(e^{-i\omega})} = \frac{\lambda^2}{2\pi} \left| \frac{D(e^{i\omega})}{C(e^{i\omega})} \right|^2 \] (5.10c)

From this expression it is obvious that the use of the polynomial coefficients \( \{c_i, d_j\} \) will considerably affect the frequency content of the signal \( u(t) \). If the polynomial \( C(z) \) has zeros close to the unit circle, say close to \( e^{i\omega_0} \) and \( e^{-i\omega_0} \), then \( \phi_u(\omega) \) will have large resonance peaks close to the frequency \( \omega = \omega_0 \). This means that the frequency \( \omega = \omega_0 \) is strongly emphasized in the signal. Similarly, if the polynomial \( D(z) \) has zeros close to
$e^{i\omega_0}$ and $e^{-i\omega_0}$ then $\phi_u(\omega_0)$ will be small and the frequency component of $u(t)$ corresponding to $\omega = \omega_0$ will be negligible. Figures 5.3 and 5.4 illustrate how the polynomial coefficients \{c_i, d_j\} affect the covariance function and the spectral density (5.10c), respectively.

Figures 5.3 and 5.4 illustrate clearly that the signals in cases (a) and (b) are resonant (with an angular frequency of about 0.43 and 0.66 respectively). The resonance is sharper in (b). Note how these frequencies also show up in the simulations (see Figure 5.1a, b). Figures 5.3c, 5.4c illustrate the high-frequency character of the signal in case (c).

**Example 5.7 Characterization of a sum of sinusoids**

Consider a sum of sinusoids as in Example 5.4,

$$u(t) = \sum_{j=1}^{m} a_j \sin(\omega_j t + \varphi_j) \quad (5.11a)$$

with

$$0 \leq \omega_1 < \omega_2 \ldots < \omega_m \leq \pi \quad (5.11b)$$

To analyze the spectral properties of $u(t)$ consider first the quantity

![Figure 5.3 The covariance function of some ARMA processes. (a) $\lambda^2 = 1$, $C(z) = 1 - 1.5z + 0.7z^2$, $D(z) = 1$. (b) $\lambda^2 = 1$, $C(z) = 1 - 1.5z + 0.9z^2$, $D(z) = 1$. (c) $\lambda^2 = 1$, $C(z) = 1$, $D(z) = 1 - 1.5z + 0.7z^2$.](a)
FIGURE 5.4  The spectral densities of some ARMA processes. (a) $\lambda^2 = 1$, $C(z) = 1 - 1.5z + 0.7z^2$, $D(z) = 1$. (b) $\lambda^2 = 1$, $C(z) = 1 - 1.5z + 0.9z^2$, $D(z) = 1$. (c) $\lambda^2 = 1$, $C(z) = 1$, $D(z) = 1 - 1.5z + 0.7z^2$. 
Section 5.2  Spectral characteristics  107

\[ S_N = \frac{1}{N} \sum_{t=1}^{N} \sin(\omega t + \varphi) \]  

(5.12a)

If \( \omega \) is a multiple of \( 2\pi \) then \( S_N = \sin \varphi \). For all other arguments,

\[ S_N = \frac{1}{N} \text{Im} \sum_{t=1}^{N} e^{i(\omega t + \varphi)} = \frac{1}{N} \text{Im} \left( e^{i\varphi} \frac{e^{i\omega} - 1}{1 - e^{i\omega}} \right) \]

and

\[ |S_N| \leq \frac{1}{N} \left| \frac{1 - e^{i\omega N}}{1 - e^{i\omega}} \right| \leq \frac{1}{N} \left| e^{i\omega / 2} - e^{-i\omega / 2} \right| = \frac{1}{N} \frac{1}{|\sin \omega / 2|} \]

Hence

\[ S_N \to \begin{cases} \sin \varphi & \text{if } \omega = 2\pi k \ (k \text{ an integer}) \\ 0 & \text{elsewhere} \end{cases} \quad \text{as } N \to \infty \]  

(5.12b)

Since \( u(t) \) is a deterministic function the definitions (5.6b) of \( m \) and \( r(\tau) \) must be applied. From (5.12a, b), the mean value is

\[ m = \begin{cases} a_1 \sin \varphi_1 & \text{if } \omega_1 = 0 \\ 0 & \text{if } \omega_1 \neq 0 \end{cases} \]  

(5.12c)

In the case \( \omega_1 = 0 \) this is precisely the first term in (5.11a). Thus the signal \( u(t) - m \) contains only strictly positive frequencies. To simplify the notation in the following calculations \( u(t) - m \) will be replaced by \( u(t) \) and it is assumed that \( \omega_1 > 0 \). Then
\[ r(\tau) = \lim_{N \to \infty} \frac{1}{N} \sum_{t=1}^{N} u(t + \tau)u(t) \]
\[ = \sum_{j=1}^{m} \sum_{k=1}^{m} a_j a_k \lim_{N \to \infty} \frac{1}{N} \sum_{t=1}^{N} \sin(\omega_j t + \omega_j \tau + \varphi_j) \sin(\omega_k t + \varphi_k) \]
\[ = \sum_{j=1}^{m} \sum_{k=1}^{m} a_j a_k \lim_{N \to \infty} \frac{1}{2N} \sum_{t=1}^{N} \{\cos(\omega_j t + \omega_j \tau + \varphi_j - \omega_k t - \varphi_k) \]
\[ - \cos(\omega_j t + \omega_j \tau + \varphi_j + \omega_k t + \varphi_k)\} \]

Application of (5.12a, b) produces
\[ \lim_{N \to \infty} \frac{1}{N} \sum_{t=1}^{N} \cos(\omega_j t + \omega_j \tau + \varphi_j - \omega_k t - \varphi_k) \]
\[ = \lim_{N \to \infty} \frac{1}{N} \sum_{t=1}^{N} \sin\Big((\omega_k - \omega_j)t + \frac{\pi}{2} - \omega_j \tau - \varphi_j + \varphi_k\Big) \]
\[ = \sin\left(\frac{\pi}{2} - \omega_j \tau - \varphi_j + \varphi_k\right) \delta_{j,k} = \cos(\omega_j \tau) \delta_{j,k} \]

If \( \omega_m < \pi \) or \( j + k < 2m \),
\[ \lim_{N \to \infty} \frac{1}{N} \sum_{t=1}^{N} \cos(\omega_j t + \omega_k t + \omega_j \tau + \varphi_j + \varphi_k) \]
\[ = \lim_{N \to \infty} \frac{1}{N} \sum_{t=1}^{N} \sin\Big(-(\omega_j + \omega_k) t + \frac{\pi}{2} - \omega_j \tau - \varphi_j - \varphi_k\Big) = 0 \]

while for \( \omega_m = \pi, \ j = k = m, \)
\[ \lim_{N \to \infty} \frac{1}{N} \sum_{t=1}^{N} \cos(\omega_j t + \omega_k t + \omega_j \tau + \varphi_j + \varphi_k) \]
\[ = \lim_{N \to \infty} \frac{1}{N} \sum_{t=1}^{N} \sin\left(-2\pi t + \frac{\pi}{2} - \omega_m \tau - 2\varphi_m\right) \]
\[ = \cos(\pi \tau + 2\varphi_m) \]

From these calculations the covariance function can be written as

\[ r(\tau) = \sum_{j=1}^{m} C_j \cos(\omega_j \tau) \]
\[ C_j = \frac{a_j^2}{2} \quad (5.12d) \]
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If \( \omega_m = \pi \) the weight \( C_m \) should be modified. The contribution of the last sinusoid to \( r(\tau) \) is then, according to the previous calculation,

\[
\frac{a_m^2}{2} \cos(\omega_m \tau) - \frac{a_m^2}{2} \cos(\omega_m \tau + 2\varphi_m)
\]

\[
= \frac{a_m^2}{2} \left[ \cos(\pi \tau) - \cos(\pi \tau) \cos(2\varphi_m) + \sin(\pi \tau) \sin(2\varphi_m) \right]
\]

\[
= \frac{a_m^2}{2} \cos \pi \tau [1 - \cos(2\varphi_m)]
\]

\[
= a_m^2 \sin^2(\varphi_m) \cos(\pi \tau)
\]

Thus for this particular case,

\[
C_m = a_m^2 \sin^2(\varphi_m) \tag{5.12e}
\]

Note that (5.12e) is fairly natural: considering only one sinusoid with \( a = 1, \omega = \pi \) we get \( y(1) = -\sin \varphi_m, y(2) = \sin \varphi_m \), and in general \( y(t) = (-1)^t \sin \varphi_m \). This gives \( r_y(\tau) = \sin^2 \varphi_m (1 - (-1)^\tau) \), which is perfectly consistent with (5.12d, e).

It remains to find the spectral density corresponding to the covariance function (5.12d). The procedure is similar to the calculations in Appendix A5.1. An expression for \( \phi(\omega) \) is postulated and then it is verified by proving that (5.8) holds. We therefore claim that the spectral density corresponding to (5.12d) is

\[
\phi(\omega) = \sum_{j=1}^{m} \frac{C_j}{2} \left[ \delta(\omega - \omega_j) + \delta(\omega + \omega_j) \right] \tag{5.12f}
\]

Substituting (5.12f) in (5.8),

\[
r(\tau) = \int_{-\pi}^{\pi} \sum_{j=1}^{m} \frac{C_j}{2} \left[ \delta(\omega - \omega_j) + \delta(\omega + \omega_j) \right] e^{i\omega \tau} d\omega
\]

\[
= \sum_{j=1}^{m} \frac{C_j}{2} \left[ e^{i\omega_j \tau} + e^{-i\omega_j \tau} \right] = \sum_{j=1}^{m} C_j \cos(\omega_j \tau)
\]

which is precisely (5.12d).

As a numerical illustration, Figure 5.5 illustrates the covariance function \( r(\tau) \) for the sum of sinusoids depicted in Figure 5.2.

 Similarities between PRBS and white noise

In the informal analysis of Chapter 2 a PRBS was approximated by white noise. The validity of such an approximation is now examined.

First note that only second-order properties (the covariance functions) will be compared here. The distribution functions can be quite different. A PRBS has a two-
FIGURE 5.5 Covariance function for the sum of two sinusoids \( u(t) = \sin 0.4t + 2 \sin 0.7t \), Example 5.4.

point distribution (since it can take two distinct values only) while the noise in most cases has a continuous probability density function.

A comparison of the covariance functions, which are given by (5.9a) and (5.10a), shows that they are very similar for moderate values of \( \tau \) provided \( \lambda^2 = a^2 \) and \( M \) is large. It is therefore justifiable to say that a PRBS has similar properties to a white noise. Since a PRBS is periodic, the spectral densities, which are given by (5.9e) and (5.10b), look quite different. The density (5.9e) is a weighted sum of Dirac functions whereas (5.10b) is a constant function. However, it is not so relevant to compare spectral densities as such: what matters are the covariances between various filtered input signals (cf. Chapters 2, 7 and 8). Let

\[
x_1(t) = G_1(q^{-1})u(t) \quad x_2(t) = G_2(q^{-1})u(t)
\]

where \( G_1(q^{-1}) \) and \( G_2(q^{-1}) \) are two asymptotically stable filters. Then the covariance between \( x_1(t) \) and \( x_2(t) \) can be calculated to be

\[
E x_1(t)x_2(t) = \int_{-\pi}^{\pi} G_1(e^{-i\omega})G_2(e^{i\omega})\Phi_\eta(\omega)d\omega
\]

(cf. Problem 3.6; equation (5.8); and Appendix A3.1). Hence it is relevant to consider integrals of the form

\[
I = \int_{-\pi}^{\pi} f(\omega)\phi(\omega)d\omega
\]

where \( f(\omega) \) is a continuous function of \( \omega \), and \( \phi(\omega) \) is the spectral density of a PRBS or a white noise sequence. Using the spectral density (5.10b) the integral becomes
\[ I_1 = \frac{a^2}{2\pi} \int_{-\pi}^{\pi} f(\omega) d\omega = \frac{a^2}{2\pi} \int_{0}^{2\pi} f(\omega) d\omega \]  
(5.13a)

Using the spectral density (5.9e) the integral becomes
\[ I_2 = \frac{a^2}{M^2} \left[ f(0) + (M + 1) \sum_{k=1}^{M-1} f \left( 2\pi \frac{k}{M} \right) \right] \]  
(5.13b)

Now assume that the integral in (5.13a) is approximated by a Riemann sum. Then the interval (0, 2\pi) is divided into \( M \) subintervals, each of length \( 2\pi/M \), and the integral is replaced by a sum in the following way:
\[ I_1 \approx \frac{a^2}{2\pi M} \sum_{k=0}^{M-1} f \left( 2\pi \frac{k}{M} \right) \triangleq I_3 \]  
(5.13c)

The approximation error tends to zero as \( M \) tends to infinity. It is easy to see that \( I_2 \) and \( I_3 \) are very similar. In fact,
\[ I_2 - I_3 = \frac{a^2}{M^2} \left[ (1 - M) f(0) + \sum_{k=1}^{M-1} f \left( 2\pi \frac{k}{M} \right) \right] \]  
(5.13d)

which is of order \( O(1/M) \).

The following example illustrates numerically the difference between the covariance functions of a filtered PRBS and a filtered white noise.

**Example 5.8** Comparison of a filtered PRBS and a filtered white noise

Let \( u_1(t) \) be white noise of zero mean and variance \( \lambda^2 \) and define \( y_1(t) \) as
\[ y_1(t) - ay_1(t - 1) = u_1(t) \]  
(5.14a)

The covariance function of \( y_1(t) \) is given by
\[ r_1(\tau) = \frac{\lambda^2}{1 - a^2} a^\tau \quad (\tau \geq 0) \]  
(5.14b)

Let \( u_2(t) \) be a PRBS of period \( M \) and amplitude \( \lambda \) and set
\[ y_2(t) - ay_2(t - 1) = u_2(t) \]  
(5.15a)

The covariance function of \( y_2(t) \) is calculated as follows. From (5.8), (5.9e) (see also Appendix A3.1),
\[ r_2(\tau) = \int_{-\pi}^{\pi} \phi_{y_2}(\omega) e^{i\tau \omega} d\omega \]
\[ = \text{Re} \int_{-\pi}^{\pi} \phi_{u_2}(\omega) \left| \frac{1}{1 - ae^{i\omega}} \right|^2 e^{i\tau \omega} d\omega \]
\[ = \frac{\lambda^2}{M^2} \int_{0}^{2\pi} \left[ \delta(\omega) + (M + 1) \sum_{k=1}^{M-1} \delta \left( \omega - 2\pi \frac{k}{M} \right) \right] \]
\[ \times \frac{1}{1 + a^2 - 2a \cos \omega} \cos(\tau \omega) d\omega \]
\[ = \frac{\lambda^2}{M^2} \left[ \frac{1}{(1 - a)^2} + (M + 1) \sum_{k=1}^{M-1} \frac{1}{1 + a^2 - 2a \cos(2\pi k/M)} \cos \left( \tau 2\pi \frac{k}{M} \right) \right] \]  
(5.15b)
Figure 5.6 shows the plots of the covariance functions $r_1(\tau)$ and $r_2(\tau)$ versus $\tau$, for different values of $M$. It can be seen from the figure that $r_1(\tau)$ and $r_2(\tau)$ are very close for large values of $M$. This is in accordance with the previous general discussion showing that PRBS and white noise may have similar properties. Note also that for small values of $M$ there are significant differences between $r_1(\tau)$ and $r_2(\tau)$.

### 5.3 Lowpass filtering

The frequency content of an input signal and its distribution over the interval $[0, \pi]$ can be of considerable importance in identification. In most cases the input should emphasize the low-frequency properties of the system and hence it should have a rich content of low frequencies. This section examines some ways of modifying a white noise process (which has a constant spectral density) into a low-frequency signal. In this way it should be possible to emphasize the low-frequency properties of the system during the identification experiment. Example 12.1 will show how the frequency content of the input can influence the accuracy of the identified model in different frequency ranges. The modifications which are aimed at emphasizing the low frequencies can be applied to signals other than white noise, but the discussion here is limited to white noise in order to keep the analysis simple. The different approaches to be illustrated in the following examples are:
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- Standard filtering.
- Increasing the clock period.
- Decreasing the probability of level change.

Example 5.9 Standard filtering
This approach was explained in Examples 5.3 and 5.6. The user has to choose the filter parameters \( \{c_i, d_i\} \). It was seen in Example 5.6 how these parameters can be chosen to obtain various frequency properties. In particular, \( u(t) \) will be a low-frequency signal if the polynomial \( C(z) \) has zeros close to \( z = 1 \). Then, for small \( \omega \), \( |C(e^{i\omega})| \) will be small and \( \phi(\omega) \) large (see (5.10c)).

Example 5.10 Increasing the clock period
Let \( e(t) \) be a white noise process. Then the input \( u(t) \) is obtained from \( e(t) \) by keeping the same value for \( N \) steps. In this case \( N \) is called the increased clock period. This means that

\[
u(t) = e^\left(\frac{t - 1}{N}\right) + 1 \quad t = 1, 2, \ldots \tag{5.16a}\]

where \( [x] \) = integer part of \( x \). This approach is illustrated in Figure 5.7.

Assume that \( e(t) \) has zero mean and unit variance. The signal \( u(t) \) will not be stationary. By construction it holds that \( u(t) \) and \( u(s) \) are uncorrelated if \( |t - s| \geq N \). Therefore let \( \tau = t - s \in [0, N - 1] \). Note that \( Eu(t + \tau)u(t) \) is a periodic function of \( t \), with period \( N \).

The covariance function will be evaluated using (5.6b), which gives

\[
r(\tau) = \lim_{M \to \infty} \frac{1}{M} \sum_{t=1}^{M} u(t + \tau)u(t) \]

Note that this definition of the covariance function is relevant to the asymptotic behavior of most identification methods. This is why (5.6b) is used here even if \( M(t) \) is not a deterministic signal.

Now set \( M = pN \) and

\[
v_\tau(s) = \frac{1}{N} \sum_{k=1}^{N} u(sN - N + k + \tau)u(sN - N + k) \]

Then

\[
r(\tau) = \lim_{p \to \infty} \frac{1}{pN} \sum_{s=1}^{p} \sum_{k=1}^{N} u(sN - N + k + \tau)u(sN - N + k)\]

\[
= \lim_{p \to \infty} \frac{1}{p} \sum_{s=1}^{p} v_\tau(s)\]

Now \( v_\tau(s_1) \) and \( v_\tau(s_2) \) are uncorrelated for \( |s_1 - s_2| > 2 \), since they then are formed from the input of disjoint intervals. Hence Lemma B.1 can be applied, and
FIGURE 5.7 The effect of increasing the clock period. (a) \(e(k)\). (b) \(u(k)\); \(N = 3\).
\[ r(\tau) = Ev_\tau(s) = \frac{1}{N} \sum_{k=1}^{N} Eu(sN - N + k + \tau)u(sN - N + k) \]
\[ = \frac{1}{N} \sum_{k=1}^{N} Eu(k + \tau)u(k) \]
\[ = \frac{1}{N} \left[ \sum_{k=1}^{N-\tau} Eu(k + \tau)u(k) + \sum_{k=N-\tau+1}^{N} Eu(k + \tau)u(k) \right] \]
\[ = \frac{1}{N} \left[ \sum_{k=1}^{N-\tau} Ee(1)e(1) + \sum_{k=N-\tau+1}^{N} Ee(2)e(1) \right] \]
\[ = \frac{N - \tau}{N} \quad (5.16b) \]

The covariance function (5.16b) can also be obtained by filtering the white noise \( e(t) \) through the filter
\[ H(q^{-1}) = \frac{1}{\sqrt{N}} (1 + q^{-1} + \ldots + q^{-N+1}) = \frac{1}{\sqrt{N}} \frac{1 - q^{-N}}{1 - q^{-1}} \quad (5.16c) \]

This can be shown using (A3.1.9). For the present case we have
\[ h(j) = \begin{cases} 
1/\sqrt{N} & j = 0, \ldots, N - 1 \\
0 & \text{elsewhere} 
\end{cases} \]

Then (A3.1.9) gives
\[ r_u(\tau) = \sum_{j=0}^{\infty} \sum_{k=0}^{\infty} h(j)h(k)r_e(\tau - j + k) \]
\[ = \sum_{j=0}^{N-1} \sum_{k=0}^{N-1} \frac{1}{N} \delta_{\tau - j + k, 0} \]
\[ = \frac{1}{N} \sum_{k=0}^{N-1-\tau} 1 \cdot \frac{N - \tau}{N} \]

which coincides with (5.16b).

**Remark.** There are some advantages of using a signal with increased clock period over a white noise filtered by (5.16c). In the first case the input will be constant over long periods of time. This means that in the recorded data, prior to any parameter estimation, we may directly see the beginning of the step response. This can be valuable information per se. The measured data will thus approximately contain transient analysis. Secondly, a continuously varying input signal will cause more wearing of the actuators.

**Example 5.11** Decreasing the probability of level change
Let \( e(t) \) be a white noise process with zero mean and variance \( \lambda^2 \). Define \( u(t) \) as
\[ u(t) = \begin{cases} u(t - 1) & \text{with probability } \alpha \\ e(t) & \text{with probability } 1 - \alpha \end{cases} \quad (5.17a) \]

The probability described by (5.17a) is independent of the state in previous time steps.

It is intuitively clear that if \( \alpha \) is chosen close to 1, the input will remain constant over long intervals and hence be of a low-frequency character. Figure 5.8 illustrates such a signal.

When evaluating the covariance function \( r_u(\tau) \) note that there are two random sequences involved in the generation of \( u(t) \). The white noise \( \{e(t)\} \) is one sequence, while the other sequence accounts for occurrence of changes. These two sequences are independent. We have

\[ u(t + \tau) = e(t_1) \quad \text{for some } t_1 \leq t + \tau \]
\[ u(t) = e(t_2) \quad \text{for some } t_2 \leq t \quad (5.17b) \]

Thus for \( \tau \geq 0 \),

\[ r_u(\tau) = Eu(t + \tau)u(t) = E(e(t_1)e(t_2)) \]
\[ = E[e(t_1)e(t_2)|t_1 \neq t_2]P(\text{at least one change has occurred in the interval } [t, t + \tau]) \]
\[ + E[e(t_1)e(t_2)|t_1 = t_2]P(\text{no change has occurred in the interval } [t, t + \tau]) \]
\[ = 0 \times (1 - \alpha^\tau) + \lambda^2 \alpha^\tau \]
\[ = \lambda^2 \alpha^\tau \quad (5.17c) \]

**FIGURE 5.8** A signal \( u(t) \) generated as in (5.17a). The white noise \( \{e(t)\} \) has a two-point distribution \( P(e(t) = 1) = P(e(t) = -1) = 0.5 \). The parameter \( \alpha = 0.8 \).
This covariance function would also be obtained by filtering \( e(t) \) with a first-order filter

\[
H(q^{-1}) = \frac{(1 - \alpha^2)^{1/2}}{1 - \alpha q^{-1}}
\]  

(5.17d)

To see this, note that the weighting sequence of this filter is given by

\[
h(j) = (1 - \alpha^2)^{1/2} \alpha^j \quad j \geq 0
\]

Then from (A3.1.8),

\[
r_u(\tau) = \sum_{j=0}^{\infty} \sum_{k=0}^{\infty} h(j)h(k)r_c(\tau - j + k)
\]

\[
= \lambda^2 \sum_{k=0}^{\infty} h(k)h(k + \tau)
\]

\[
= \lambda^2(1 - \alpha^2) \sum_{k=0}^{\infty} \alpha^{2k+\tau} = \lambda^2 \alpha^\tau
\]

which coincides with (5.17c).

These examples have shown different methods to increase the low-frequency content of a signal. For the methods based on an increased clock period and a decreased probability of change we have also given ‘equivalent filter interpretations’. These methods will give signals whose spectral properties could also be obtained by standard lowpass filtering using the ‘equivalent filters’.

The next example illustrates how the spectral densities are modified.

**Example 5.12** *Spectral density interpretations*

Consider first the covariance function (5.16b). Since it can be associated with the filter (5.16c), the corresponding spectral density is readily found to be

\[
\phi_1(\omega) = \frac{1}{2\pi} \left| \frac{1}{\sqrt{N}} \frac{1 - e^{-i\omega N}}{1 - e^{-i\omega}} \right|^2 = \frac{1}{2\pi} \frac{1}{N} \frac{1 - 2 \cos N\omega}{2 - 2 \cos \omega} = \frac{1}{2\pi} \frac{1}{N} \frac{1 - \cos N\omega}{1 - \cos \omega}
\]

Next consider the covariance function (5.17c) with \( \lambda^2 = 1 \). From (5.17d) the spectral density is found to be

\[
\phi_2(\omega) = \frac{1}{2\pi} \left| \frac{1 - \alpha^2}{1 - \alpha e^{i\omega}} \right|^2 = \frac{1}{2\pi} \frac{1}{1 + \alpha^2 - 2\alpha \cos \omega}
\]

These spectral densities are illustrated in Figure 5.9, where it is clearly seen how the frequency content is concentrated at low frequencies. It can also be seen how the low-frequency character is emphasized when \( N \) is increased or \( \alpha \) approaches 1.

**5.4 Persistent excitation**

Consider the estimate (3.30) of a truncated weighting function. Then, asymptotically (for \( N \to \infty \)), the coefficients \( \{h(k)\}_{k=0}^{M-1} \) are determined as the solution to
FIGURE 5.9 (a) Illustration of $\phi_1(\omega)$, $N = 3$, Example 5.12. (b) Similarly for $N = 5$. (c) Similarly for $N = 10$. (d) Illustration of $\phi_2(\omega)$, for $\lambda^2 = 1$, $\alpha = 0.3$, 0.7 and 0.9, Example 5.12.
For a unique solution to exist the matrix appearing in (5.18) must be nonsingular. This leads to the concept of persistent excitation.

**Definition 5.1**
A signal \( u(t) \) is said to be persistently exciting (pe) of order \( n \) if:

(i) the following limit exists:
\[
\lim_{N \to \infty} \frac{1}{N} \sum_{i=1}^{N} u(t + \tau)u^T(t) = r_u(\tau)
\]
and

(ii) the matrix
\[
R_u(n) = \begin{pmatrix}
  r_u(0) & r_u(1) & \ldots & r_u(n-1) \\
  r_u(-1) & r_u(0) & & \\
  & \ddots & \ddots & \\
  r_u(1-n) & \ldots & r_u(0)
\end{pmatrix}
\]

is positive definite.

**Remark 1.** As noted after (5.6), many stationary stochastic processes are ergodic. In such cases one can substitute
\[
\lim_{N \to \infty} \frac{1}{N} \sum_{i=1}^{N} u(t + \tau)u^T(t)
\]
in (5.19) by the expectation operator \( E \). Then the matrix \( R_u(n) \) is the usual covariance matrix (supposing for simplicity that \( u(t) \) has zero mean).

**Remark 2.** In the context of adaptive control an alternative definition of pe is used (see e.g. Anderson, 1982; Goodwin and Sin, 1984; Bai and Sastry, 1985. See also Lai and Wei, 1986.) There \( u(t) \) is said to be persistently exciting of order \( n \) if for all \( t \) there is an integer \( m \) such that
\[
\eta_1 I > \sum_{k=t}^{t+m} \psi(k)\psi^T(k) > \eta_2 I
\]
where \( \eta_1, \eta_2 > 0 \) and the vector \( \psi(t) \) is given by
\[
\psi(t) = (u^T(t-1) \ldots u^T(t-n))^T
\]
To see the close relation between Definition 5.1 and (5.21), note that the matrix (5.20) can be written as
\[ R_u(n) = \lim_{N \to \infty} \frac{1}{N} \sum_{t=1}^{N} \varphi(t) \varphi^T(t) \]  

(5.22)

As illustration of the concept of persistent excitation, the following example considers some simple input signals.

**Example 5.13 Order of persistent excitation**

Let \( u(t) \) be white noise, say of zero mean and variance \( \sigma^2 \). Then \( r_u(\tau) = \sigma^2 \delta_{0,\tau} \) and \( R_u(n) = \sigma^2 I_n \), which always is positive definite. Thus white noise is persistently exciting of all orders.

Next, let \( u(t) \) be a step function of magnitude \( \sigma \). Then \( r_u(\tau) = \sigma^2 \) for all \( \tau \). Hence \( R_u(n) \) is nonsingular if and only if \( n = 1 \). Thus a step function is pe of order 1 only.

Finally, let \( u(t) \) be an impulse: \( u(t) = 1 \) for \( t = 0 \) and 0 otherwise. This gives \( r_u(\tau) = 0 \) for all \( \tau \) and \( R_u(n) = 0 \). This signal is not pe of any order.

**Remark 1.** Sometimes one includes a term corresponding to an estimated mean value in (5.19) for the definition of pe signals. This means that (5.19) is replaced by

\[ m_u = \lim_{N \to \infty} \frac{1}{N} \sum_{t=1}^{N} u(t) \]

\[ r_u(\tau) = \lim_{N \to \infty} \frac{1}{N} \sum_{t=1}^{N} [u(t + \tau) - m_u][u^T(t) - m_u^T] \]  

(5.23)

In this way the order of persistent excitation can be decreased by at most one. This can be seen to be the case since

\[ R_u(n)^{\text{new}} = R_u(n)^{\text{old}} - mm^T \]

\[ m^T = (m_u^T \ldots m_u^T) \]

and therefore \( \text{rank } R_u(n)^{\text{new}} \geq \text{rank } R_u(n)^{\text{old}} - 1 \). With this convention a white noise is still pe of any order. However, for a step function we now get \( r_u(\tau) = 0 \) all \( \tau \). Then \( R_u(n) \) becomes singular for all \( n \). Thus a step function is not pe of any order with this alternative definition.

**Remark 2.** The concept of persistent excitation was introduced here using the truncated weighting function estimation model. However, the use of this concept is not limited to the weighting function estimation problem. As will be seen in subsequent chapters, a necessary condition for consistent estimation of an \( n \)-th-order linear system is that the input signal is persistently exciting of order \( 2n \). Some detailed calculations can be found in Example 11.6. In some cases, notably when the least squares method is applied, it is sufficient to use an input that is pe of order \( n \). This result explains why consistent parameter estimates were not obtained in Example 2.6 when the input was an impulse. (See also Complement C5.1.)
Remark 3. The statements of Remark 2 are applicable to consistent estimation in noisy systems. For noise-free systems, it is not necessary that the input is persistently exciting. Consider for example an nth-order linear system initially at rest. Assume that an impulse is applied, and the impulse response is recorded. From the first 2n (nonzero) values of the impulse it is possible to find the system parameters (cf. Problem 3.11). Hence the system can be identified even though the input is not persistently exciting. The reason is that noise-free systems can be identified from a finite number of data points \( N < \infty \) whereas persistent excitation concerns the input properties for \( N \to \infty \) (which are relevant to the analysis of the consistency of the parameter estimates in noisy systems).

Remark 4. Sometimes it would be valuable to have a more detailed concept than the order of persistent excitation. Complement C5.2 discusses the condition number of \( R_u(n) \) as a more detailed measure of the persistency properties of an input signal, and presents some results tied to ARMA processes.

In what follows some properties of persistently exciting signals are presented. Such an analysis was originally undertaken by Ljung (1971), while an extension to multivariable signals was made by Stoica (1981a). To simplify the proofs we restrict them to stationary ergodic, stochastic processes, but similar results hold for deterministic signals; see Ljung (1971) for more details.

Property 1
Let \( u(t) \) be a multivariable ergodic process of dimension \( nu \). Assume that its spectral density matrix is positive definite in at least \( n \) distinct frequencies (within the interval \( (-\pi, \pi) \)). Then \( u(t) \) is persistently exciting of order \( n \).

Proof. Let \( g = (g_1^T \ldots g_n^T)^T \) be an arbitrary \( n \times nu \)-vector and set \( G(q^{-1}) = \sum_{i=1}^{n} g_i q^{-i} \). Consider the equation

\[
0 = g^T R_u(n) g = E[G^T(q^{-1})u(t)][G^T(q^{-1})u(t)]^T \\
= \int_{-\pi}^{\pi} G^T(e^{-i\omega})\phi_u(\omega)G(e^{i\omega})d\omega
\]

where \( \phi_u(\omega) \) is the spectral density matrix of \( u(t) \). Since \( \phi_u(\omega) \) is nonnegative definite,

\[
G^T(e^{-i\omega})\phi_u(\omega)G(e^{i\omega}) \equiv 0
\]

Thus \( G(e^{-i\omega}) \) is equal to zero in \( n \) distinct frequencies. However, since \( G(z) \) is a (vector) polynomial of degree \( n - 1 \) only, this implies \( g = 0 \). Thus the matrix \( R_u(n) \) is positive definite and \( u(t) \) is persistently exciting of order \( n \).

Property 2
An ARMA process is persistently exciting of any finite order.

Proof. The assertion follows immediately from Property 1 since the spectral density matrix of an ARMA process is positive definite for almost all frequencies in \( (-\pi, \pi) \).
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For scalar processes the condition of Property 1 is also necessary for \( u(t) \) to be pe of order \( n \) (see Property 3 below). This is not true in the multivariable case, as shown by Stoica (1981a).

**Property 3**
Let \( u(t) \) be a scalar signal that is persistently exciting of order \( n \). Then its spectral density is nonzero in at least \( n \) frequencies.

**Proof.** The proof is by contradiction. From the calculation of Property 1,
\[
0 = g^T R_u(n) g \Leftrightarrow \phi_u(\omega)|G(e^{j\omega})|^2 = 0
\]
Assume that the spectral density is nonzero in at most \( n - 1 \) frequencies. Then we can choose the polynomial \( G(z) \) (of degree \( n - 1 \)) to vanish where \( \phi_u(\omega) \) is nonzero. This means that there is a nonzero vector \( g \) such that \( g^T R_u(n) g = 0 \). Hence \( u \) is not pe of order \( n \). This is a contradiction and so the result is proved.

A scalar signal that is pe of order \( n \) but not of order \( n + 1 \) has a spectral density which is nonzero in precisely \( n \) distinct points (in the interval \( (-\pi, \pi) \)). It can be generated as a sum of \( [n/2 + 1] \) sinusoids (cf. Example 5.17).

**Property 4**
Let \( u(t) \) be a multivariable ergodic signal with spectral density matrix \( \phi_u(\omega) \). Assume that \( \phi_u(\omega) \) is positive definite for at least \( n \) distinct frequencies. Let \( H(q^{-1}) \) be an \( (nu|nu) \) asymptotically stable linear filter and assume that \( \det[H(z)] \) has no zero on the unit circle. Then the filtered signal \( y(t) = H(q^{-1})u(t) \) is persistently exciting of order \( n \).

**Proof.** Since
\[
\phi_y(\omega) = H(e^{-j\omega})\phi_u(\omega)H^T(e^{j\omega})
\]
the result is an immediate consequence of Property 1.

The preceding result can be somewhat strengthened for scalar signals.

**Property 5**
Let \( u(t) \) be a scalar signal that is persistently exciting of order \( n \). Assume that \( H(q^{-1}) \) is an asymptotically stable filter with \( k \) zeros on the unit circle. Then the filtered signal \( y(t) = H(q^{-1})u(t) \) is persistently exciting of order \( m \) with \( n - k \leq m \leq n \).

**Proof.** We have
\[
\phi_y(\omega) = \phi_u(\omega)|H(e^{j\omega})|^2
\]
Now \( \phi_u(\omega) \) is nonzero in \( n \) points; \( |H(e^{j\omega})|^2 \) is zero in precisely \( k \) points; hence \( \phi_y(\omega) \) is nonzero in \( m \) points, where \( n - k \leq m \leq n \). The result now follows from Property 1.

Note that the exact value of \( m \) depends on the location of the zeros of \( |H(e^{j\omega})|^2 \) and
whether $\phi_n(\omega)$ is nonzero for these frequencies. If in particular $H(q^{-1})$ has no zeros on the unit circle then $u(t)$ and $H(q^{-1})u(t)$ are pe of the same order.

**Property 6**
Let $u(t)$ be a stationary process and let

$$z(t) = \sum_{i=1}^{n} H_i u(t-i)$$

Then $Ez(t)z^T(t) = 0$ implies $H_i = 0, i = 1, \ldots, n$ if and only if $u(t)$ is persistently exciting of order $n$.

**Proof.** Set

$$\bar{H} = (H_1 \ldots H_n)^T \quad \varphi(t) = (u^T(t-1) \ldots u^T(t-n))^T$$

Then $z(t) = \bar{H}^T \varphi(t)$ and

$$0 = Ez(t)z^T(t) = E\bar{H}^T \varphi(t) \varphi^T(t) \bar{H} = \bar{H}^T [E\varphi(t) \varphi^T(t)] \bar{H}$$

$$= \bar{H}^T R_u(n) \bar{H}$$

Thus $Ez(t)z^T(t) = 0$ implies $\bar{H} = 0$ if and only if $R_u(n)$ is positive definite. However, this condition is the same as $u(t)$ being pe of order $n$.

The following examples analyze the input signals introduced in Section 5.1 with respect to their persistent excitation properties.

**Example 5.14 A step function**
As already discussed in Example 5.13, a step function is pe of order 1, but of no greater order.

**Example 5.15 A PRBS**
We consider a PRBS of period $M$. Let $h$ be an arbitrary non-zero $n$-vector, where $n \leq M$. Set

$$e = (1 \ 1 \ldots 1)^T \quad (n|1)$$

The covariance function of the PRBS is given by (5.9a). Therefore, for $n \neq 0$

$$h^T R_u(n) h = h^T \begin{pmatrix} a^2 & \ldots & -a^2/M \\ -a^2/M & \ddots & \vdots \\ \vdots & \ddots & h \\ -a^2/M & \ldots & a^2 \end{pmatrix}$$

$$= h^T \left[ (a^2 + \frac{a^2}{M} I - \frac{a^2}{M} e e^T \right] h = a^2 \left( 1 + \frac{1}{M} \right) h^T h - \frac{a^2}{M} (h^T e)^2$$

$$\geq a^2 \left( 1 + \frac{1}{M} \right) h^T h - \frac{a^2}{M} h^T he \frac{e}{M} = a^2 h^T h \left[ 1 + \frac{1}{M} - \frac{n}{M} \right] > 0$$
The inequality follows from the Cauchy–Schwartz inequality. In addition,

\[
R_u(M + 1) = \begin{pmatrix}
  a^2 & -a^2/M & \ldots & a^2 \\
  -a^2/M & a^2 & \ldots & -a^2/M \\
  \vdots & \vdots & \ddots & \vdots \\
  -a^2/M & \ldots & \ldots & a^2 \\
  a^2 & -a^2/M & \ldots & a^2
\end{pmatrix}
\]

Since the first and the last row are equal, the matrix \( R_u(M + 1) \) is singular. Hence a PRBS with period \( M \) is pe of order equal to but not greater than \( M \).

**Remark.** A general periodic signal of period \( M \) can be persistently exciting of at most order \( M \). This can be realized as follows. From (A5.1.8) it may be concluded that the spectral density is positive in at most \( M \) distinct frequencies. Then it follows from Properties 1 and 3 that the signal is pe of an order \( n \) that cannot exceed \( M \). For the specific case of a PRBS we know from Example 5.5 that the spectral density is positive for exactly \( M \) distinct frequencies. Then Property 1 implies that it is pe of order \( M \).

**Example 5.16** An ARMA process
Consider the ARMA process \( u(t) \) introduced in Example 5.3. It follows from Property 2 that \( u(t) \) is pe of any finite order.

**Example 5.17** A sum of sinusoids
Consider the signal

\[
u(t) = \sum_{j=1}^{m} a_j \sin(\omega_j t + \varphi_j)\]

\[0 \leq \omega_1 < \omega_2 \ldots < \omega_m \leq \pi\]

which was introduced in Example 5.4. The spectral density was given in (5.12f) as

\[
\phi_u(\omega) = \sum_{j=1}^{m} \frac{C_j}{2} [\delta(\omega - \omega_j) + \delta(\omega + \omega_j)]
\]

Thus the spectral density is nonzero (in the interval \((-\pi, \pi]\)) in exactly \( n \) points, where

\[
n = \begin{cases}
  2m & \text{if } 0 < \omega_1, \omega_m < \pi \\
  2m - 1 & \text{if } 0 = \omega_1 \text{ or } \omega_m = \pi \\
  2m - 2 & \text{if } 0 = \omega_1 \text{ and } \omega_m = \pi
\end{cases}
\]  

(5.24)

It then follows from Properties 1 and 3 that \( u(t) \) is pe of order \( n \), as given by (5.24), but not of any greater order.

**Summary**

Section 5.1 introduced some typical input signals that often are used in identification experiments. These included PRBS and ARMA processes. In Section 5.2 they were characterized in terms of the covariance function and spectral density.
Section 5.3 described several ways of implementing lowpass filtering. This is of interest for shaping low-frequency inputs. Such inputs are useful when the low frequencies in a model to be estimated are of particular interest.

Section 5.4 introduced the concept of persistent excitation, which is fundamental when analyzing parameter identifiability. A signal is persistently exciting (pe) of order \( n \) if its covariance matrix of order \( n \) is positive definite. In the frequency domain, this condition is equivalent to requiring that the spectral density of the signal is nonzero in at least \( n \) points. It was shown that an ARMA process is pe of infinite order, while a sum of sinusoids is pe only of a finite order (in most cases equal to twice the number of sinusoids). A PRBS with period \( M \) is pe of order \( M \), while a step function is pe of order one only.

**Problems**

**Problem 5.1** *Nonnegative definiteness of the sample covariance matrix*

The following are two commonly used estimates of the covariance function of a stationary process:

\[
R_k = \frac{1}{N} \sum_{t=1}^{N-k} y(t)y^T(t + k) \quad R_{-k} = R_k^T \quad k \geq 0
\]

and

\[
\bar{R}_k = \frac{1}{N - k} \sum_{t=1}^{N-k} y(t)y^T(t + k) \quad \bar{R}_{-k} = \bar{R}_k^T \quad k \geq 0
\]

where \( \{y(1), \ldots, y(N)\} \) is the sample of observations.

(a) Show that the sample covariance matrix \( [\bar{R}_{i-j}] \) is not necessarily nonnegative definite.

(b) Let \( R_k = 0 \), \( |k| \geq N \). Then show that the sample covariance matrix of any dimension \( [\bar{R}_{i-j}] \) is nonnegative definite.

**Problem 5.2** *A rapid method for generating sinusoidal signals on a computer*

The sinusoidal signal

\[ u(t) = a \sin(\omega t + \varphi) \quad t = 1, 2, \ldots \]

obeys the following recurrence equation

\[ u(t) - (2 \cos \omega)u(t - 1) + u(t - 2) = 0 \]  

(i)

Show this in two ways: (a) using simple trigonometric equalities; and (b) using the spectral properties of sinusoidal signals and the formula for the transfer of spectral densities through linear systems. Use the property above to conceive a computationally efficient method for generating sinusoidal signals on a computer. Implement this method and study empirically its computational efficiency and the propagation of numerical errors compared to standard procedures.
Problem 5.3 Spectral density of the sum of two sinusoids
Consider the signal
\[ u(t) = a_1 \sin \omega_1 t + a_2 \sin \omega_2 t \]
where \( \omega_j = 2\pi k_j/M \) (\( j = 1, 2 \)) and \( k_1, k_2 \) are integers in the interval \([1, M - 1]\). Derive the spectral density of \( u(t) \) using (5.12d), (A5.1.8), (A5.1.15). Compare with (5.12f).

Problem 5.4 Admissible domain for \( \varrho_1 \) and \( \varrho_2 \) of a stationary process
Let \( \{r_k\} \) denote the covariance at lag \( k \) of a stationary process and let \( \varrho_k = r_k/r_0 \) be the \( k \)th correlation coefficient. Derive the admissible domain for \( \varrho_1, \varrho_2 \).

Hint. The correlation matrix \([\varrho_{i-j}]\) must be nonnegative definite.

Problem 5.5 Admissible domain of \( \varrho_1 \) and \( \varrho_2 \) for MA(2) and AR(2) processes
Which is the domain spanned by the first two correlations \( \varrho_1, \varrho_2 \) of a MA(2) process? What is the corresponding domain for an AR(2) process? Which one of these two domains is the largest?

Problem 5.6 Spectral properties of a random wave
Consider a random wave \( u(t) \) generated as follows:
\[ u(t) = \pm a \]
\[ u(t) = \begin{cases} 
  u(t-1) & \text{with probability } 1 - \alpha \\
  -u(t-1) & \text{with probability } \alpha 
\end{cases} \]
where \( 0 < \alpha < 1 \). The probability of change at time \( t \) is independent of what happened at previous time instants.

(a) Derive the covariance function.

Hint. Use the ideas of Example 5.11.

(b) Determine the spectral density. Also show that the signal has low-frequency character (\( \phi(\omega) \) decreases with increasing \( \omega \)) if and only if \( \alpha \leq 0.5 \).

Problem 5.7 Spectral properties of a square wave
Consider a square wave of period \( 2n \), defined by
\[ u(t) = 1 \quad t = 0, \ldots, n - 1 \]
\[ u(t + n) = -u(t) \quad \text{all } t \]

(a) Derive its covariance function.

(b) Show that the spectral density is given by
\[ \phi_u(\omega) = \sum_{j=1}^{n} \frac{2}{n^2} \frac{1}{1 - \cos \frac{\pi}{n}(2j - 1)} \delta \left( \omega - \frac{\pi}{n}(2j - 1) \right) \]

Hint. \( \sum_{j=0}^{n-1} jz^{j-1} = \frac{d}{dz} \sum_{j=0}^{n-1} z^j = -n \frac{z^{n-1}}{(1 - z)} + \frac{1 - z^n}{(1 - z)^2} \)

(c) Of what order will \( u(t) \) be persistently exciting?
Problem 5.8 Simple conditions on the covariances of a moving average process
Let \( \{r_k\}_{k=0}^n \) denote some real scalars, with \( r_0 > 0 \). Show that
(a) \( \{r_k\} \) are the covariances of a \( n \)-th order MA process if
\[
\sum_{k=1}^n |r_k| \leq \frac{1}{2} r_0 \quad \text{(sufficient condition)}
\]
(b) \( \{r_k\} \) are the covariances of a \( n \)-th order MA process only if
\[
\sum_{k=1}^n |r_k| \leq \frac{n}{2} r_0 \quad \text{(necessary condition)}
\]

Problem 5.9 Weighting function estimation with PRBS
Derive a closed-form formula for the weighting coefficient estimates (5.18) when the input is a PRBS of amplitudes \( \pm 1 \) and period \( N \geq M \). Show that
\[
\hat{h}(k) = \frac{N}{(N+1)(N-M+1)} \left[ \sum_{i=0}^{M-1} \hat{r}_{yu}(i) + (N-M+2)\hat{r}_{yu}(k) \right]
\]
If \( N \) is much larger than \( M \) show that this can be simplified to \( \hat{h}(k) \approx \hat{r}_{yu}(k) \). Next observe that for \( N = M \), the formula above reduces to \( \hat{h}(k) \approx \hat{r}_{yu}(k) + \frac{1}{N-1} \sum_{i=0}^{N-1} \hat{r}_{yu}(i) \). This might appear to be a contradiction of the fact that for large \( N \) the covariance matrix of a PRBS with unit amplitude is approximately equal to the identity matrix. Resolve this contradiction.

Problem 5.10 The cross-covariance matrix of two autoregressive processes obeys a Lyapunov equation
Consider the following two stationary AR processes:
\[
(1 + a_1 q^{-1} + \ldots + a_n q^{-n})y(t) = e(t) \quad Ee(t)e(s) = \delta_{t,s}
\]
\[
(1 + b_1 q^{-1} + \ldots + b_m q^{-m})x(t) = e(t)
\]
Let
\[
R = E \begin{pmatrix}
    y(t-1) \\
    \vdots \\
    y(t-n)
\end{pmatrix} \begin{pmatrix}
    x(t-1) & \ldots & x(t-m)
\end{pmatrix} \quad \text{(cross-covariance matrix)}
\]
\[
A = \begin{pmatrix}
    -a_1 & \ldots & -a_{n-1} & -a_n \\
    1 & \ddots & & \vdots \\
    & \ddots & & 0 \\
    0 & \ddots & 1 & 0
\end{pmatrix}
\]
\[
B = \begin{pmatrix}
    -b_1 & \ldots & -b_{m-1} & -b_m \\
    1 & \ddots & & \vdots \\
    & \ddots & & 0 \\
    0 & \ddots & 1 & 0
\end{pmatrix}
\]
Show that

\[ R - A R B^T = \mu_n \mu_m^T \]

where \( \mu_n \) is the first \( n \)th-order unit vector; that is \( \mu_n = (1 \ 0 \ \ldots \ 0)^T \).

**Bibliographical notes**


PRBS and other pseudorandom signals are described and analyzed in detail by Davies (1970). See also Verbruggen (1975).

The concept of persistent excitation originates from Åström and Bohlin (1965). A further analysis of this concept was carried out by Ljung (1971) and Stoica (1981a).

Digital lowpass filtering is treated, for example, by Oppenheim and Schafer (1975), and Rabiner and Gold (1975).

**Appendix A5.1**

**Spectral properties of periodic signals**

Let \( u(t) \) be a deterministic signal that is periodic with period \( M \), i.e.

\[ u(t) = u(t - M) \quad \text{all } t \tag{A5.1.1} \]

The mean value \( m \) and the covariance function \( r(\tau) \) are then defined as

\[
m \triangleq \lim_{N \to \infty} \frac{1}{N} \sum_{t=1}^{N} u(t) = \frac{1}{M} \sum_{t=1}^{M} u(t)
\]

\[
r(\tau) \triangleq \lim_{N \to \infty} \frac{1}{N} \sum_{t=1}^{N} [u(t + \tau) - m][u(t) - m]^T
\]

\[= \frac{1}{M} \sum_{t=1}^{M} [u(t + \tau) - m][u(t) - m]^T \tag{A5.1.2} \]

The expressions for the limits in the definitions of \( m \) and \( r(\tau) \) can be readily established. For general signals (deterministic or stochastic) it holds that

\[ r(-\tau) = r^T(\tau) \tag{A5.1.3} \]

In addition, for periodic signals we evidently have

\[ r(M + \tau) = r(\tau) \tag{A5.1.4} \]

and hence

\[ r(M - k) = r^T(k) \tag{A5.1.5} \]
The general relations (A3.1.2), (A3.1.3) between a covariance function and the associated spectral density apply also in this case. However, when \( r(\tau) \) is a periodic function, the spectral density will no longer be a smooth function of \( \omega \). Instead it will consist of a number of weighted Dirac pulses. This means that only certain frequencies are present in the signal.

An alternative to the definition of spectral density for periodic signals in (A3.1.2)

\[
\phi(\omega) = \frac{1}{2\pi} \sum_{\tau=-\infty}^{\infty} r(\tau)e^{-i\omega \tau}
\]

is given by the discrete Fourier transform (DFT)

\[
\hat{\phi}_n = \sum_{\tau=0}^{M-1} r(\tau)e^{-i2\pi \tau n/M} \quad n = 0, \ldots, M - 1
\]  

(A5.1.6)

Then instead of the relation (A3.1.3),

\[
r(\tau) = \int_{-\pi}^{\pi} e^{i\tau \omega} \phi(\omega) d\omega
\]

we have

\[
r(\tau) = \frac{1}{M} \sum_{n=0}^{M-1} \hat{\phi}_n e^{i\tau \omega / M}
\]  

(A5.1.7)

We will, however, keep the original definition of a spectral density. For a treatment of the DFT, see Oppenheim and Schafer (1975), and Čiček (1986). The relation between \( \phi(\omega) \) and \( \{\hat{\phi}_n\} \) will become clear later (see (A5.1.8), (A5.1.15) and the subsequent discussion).

For periodic signals it will be convenient to define the spectral density over the interval [0, 2\( \pi \)] rather than [\(-\pi, \pi\)]. This does not introduce any restriction since \( \phi(\omega) \) is by definition a periodic (even) function with period 2\( \pi \).

For periodic signals it is not very convenient to evaluate the spectral density from (A3.1.2). An alternative approach is to try the structure

\[
\phi(\omega) = \sum_{k=0}^{M-1} C_k \delta \left( \omega - 2\pi \frac{k}{M} \right)
\]  

(A5.1.8)

where \( C_k \) are matrix coefficients to be determined. It will be shown that with certain values of \( \{C_k\} \) the equation (A3.1.3) is satisfied by (A5.1.8).

First note that substitution of (A5.1.8) in the relation (A3.1.3) gives

\[
r(\tau) = \int_{0}^{2\pi} \sum_{k=0}^{M-1} C_k \delta \left( \omega - 2\pi \frac{k}{M} \right) e^{i\omega \tau} d\omega
\]

\[
= \sum_{k=0}^{M-1} C_k \alpha^{k \tau}
\]  

(A5.1.9)
where
\[ \alpha \triangleq e^{i2\pi/M} \]  
(A5.1.10)

Note that
\[ \alpha \neq 1, \alpha^M = 1 \]  
(A5.1.11)

It follows directly from (A5.1.11) that the right-hand side of (A5.1.9) is periodic with period \( M \). It is therefore sufficient to verify (A5.1.9) for the values \( \tau = 0, \ldots, M - 1 \). For this purpose introduce the \((M|M)\) matrix

\[
U = \frac{1}{\sqrt{M}} \begin{pmatrix}
1 & 1 & 1 & \ldots & 1 \\
1 & \alpha & \alpha^2 & \ldots & \alpha^{M-1} \\
1 & \alpha^2 & \alpha^4 & & \\
& & & \ddots & \\
1 & \alpha^{M-1} & \alpha^{2(M-1)} & \ldots & \alpha^{(M-1)^2}
\end{pmatrix}
\]  
(A5.1.12)

Then note that (A5.1.9) for \( \tau = 0, \ldots, M - 1 \) can be written in matrix form as

\[
\begin{pmatrix}
\tau(0) \\
\tau(1) \\
\vdots \\
\tau(M - 1)
\end{pmatrix} = (\sqrt{M}U \otimes I) \begin{pmatrix}
C_0 \\
\vdots \\
C_{M-1}
\end{pmatrix}
\]  
(A5.1.13)

where \( \otimes \) denotes Kronecker product (see Section A.7 of Appendix A). The matrix \( U \) can be viewed as a Vandermonde matrix and it is therefore easy to prove that it is nonsingular. This means that \( \{C_k\}_{k=0}^{M-1} \) can be derived uniquely from \( \{\tau(\tau)\}_{\tau=0}^{M-1} \). In fact \( U \) turns out to be unitary, i.e.

\[ U^{-1} = U^* \]  
(A5.1.14)

where \( U^* \) denotes the complex conjugate transpose of \( U \). To prove (A5.1.14) evaluate the elements of \( UU^* \). When doing this it is convenient to let the indexes vary from 0 to \( M - 1 \). Since \( U_{jk} = \alpha^{jk}/\sqrt{M} \),

\[
(UU^*)_{jk} = \sum_{p=0}^{M-1} U_{jp}U_{pk}^* = \frac{1}{M} \sum_{p=0}^{M-1} \alpha^{jp}\alpha^{-pk}
\]

\[
= \frac{1}{M} \sum_{p=0}^{M-1} \alpha^{p(j-k)}
\]

Hence

\[
(UU^*)_{jj} = \frac{1}{M} \sum_{p=0}^{M-1} 1 = 1
\]

and for \( j \neq k \)

\[
(UU^*)_{jk} = \frac{1}{M} \frac{1 - \alpha^{M(j-k)}}{1 - \alpha^{j-k}} = 0
\]
These calculations prove that $UU^* = I$, which is equivalent to (A5.1.14).

Using (A5.1.12)–(A5.1.14) an expression can be derived for the coefficients $\{C_k\}$ in the spectral density. From (A5.1.14) and Lemma A.32,

$$(U \otimes I)^{-1} = U^* \otimes I$$

Thus

$$C_k = \frac{1}{\sqrt{M}} \left[ U_{k0}^* r(0) + U_{k1}^* r(1) + \ldots + U_{k,M-1}^* r(M - 1) \right]$$

$$= \frac{1}{M} [r(0) + \alpha^{-k} r(1) + \ldots + \alpha^{-k(M-1)} r(M - 1)]$$

or

$$C_k = \frac{1}{M} \sum_{j=0}^{M-1} \alpha^{-kj} r(j) \quad (A5.1.15)$$

Note that from (A5.1.6) and (A5.1.15) it follows that

$$C_k = \frac{1}{M} \tilde{c}_k$$

Hence the weights of the Dirac pulses in the spectral density are equal to the normalized DFT of the covariance function.

In the remaining part of this appendix it is shown that the matrix $C_k$ is Hermitian and nonnegative definite. Introduce the matrix

$$R = \begin{pmatrix}
    r(0) & r(1) & \ldots & r(M - 1) \\
    r(-1) & r(0) & \ddots & \vdots \\
    \vdots & \ddots & \ddots & r(0) \\
    r(1 - M) & \ldots & \ldots & r(0)
\end{pmatrix}$$

$$= \lim_{N \to \infty} \frac{1}{N} \sum_{t=1}^{N} \begin{pmatrix}
    u(t - 1) - m \\
    \vdots \\
    u(t - M) - m
\end{pmatrix} \begin{pmatrix}
    u^T(t - 1) - m^T \\
    \vdots \\
    u^T(t - M) - m^T
\end{pmatrix}$$

which by construction is nonnegative definite. Further, introduce the complex-valued matrix

$$a_k \triangleq (1 \quad \alpha^k \quad \alpha^{2k} \quad \ldots \quad \alpha^{(M-1)k}) \otimes I$$

The quadratic form $a_k^* R a_k^*$ is a Hermitian and nonnegative definite matrix by construction. Then (A5.1.5), (A5.1.10), (A5.1.11) give
Complement C5.1

\[ a_k R a_k^* = r(0) M + \sum_{\tau=1}^{M-1} (M - \tau) r(\tau) \alpha^{-\kappa \tau} + \sum_{\tau=1}^{M-1} (M - \tau) r(-\tau) \alpha^{\kappa \tau} \]
\[ = r(0) M + \sum_{\tau=1}^{M-1} (M - \tau) r(\tau) \alpha^{-\kappa \tau} + \sum_{l=1}^{M-1} lr(l) \alpha^{k(l-1)} \]
\[ = M \left[ r(0) + \sum_{\tau=1}^{M-1} r(\tau) \alpha^{-\kappa \tau} \right] = M^2 C_k \]

This calculation shows that the \( C_k \), for \( k = 0, \ldots, M - 1 \), are Hermitian and non-negative definite matrices. Finally observe that if \( u(t) \) is a persistently exciting signal of order \( M \), then \( R \) is positive definite. Since the matrices \( a_k \) have full row rank, it follows that in such a case \( \{C_k\} \) are positive definite matrices.

Complement C5.1

Difference equation models with persistently exciting inputs

The persistent excitation property has been introduced in relation to the LS estimation of weighting function (or all-zeros) models. It is shown in this complement that the pe property is relevant to difference equation (or poles–zeros) models as well. The output \( y(t) \) of a linear, asymptotically stable, rational filter \( B(q^{-1})/A(q^{-1}) \) with input \( u(t) \) can be written as
\[ A(q^{-1}) y(t) = B(q^{-1}) u(t) + \varepsilon(t) \quad \text{(C5.1.1)} \]
where
\[ A(q^{-1}) = 1 + a_1 q^{-1} + \ldots + a_n q^{-na} \]
\[ B(q^{-1}) = b_1 q^{-1} + \ldots + b_{nb} q^{-nb} \]
and where \( \varepsilon(t) \) denotes some random disturbance. With
\[ \varphi(t) \triangleq (-y(t-1), \ldots, -y(t-na), u(t-1), \ldots, u(t-nb))^T \]
\[ \theta \triangleq (a_1, \ldots, a_n, b_1, \ldots, b_{nb})^T \]
the difference equation (C5.1.1) can be written as a linear regression
\[ y(t) = \varphi^T(t) \theta + \varepsilon(t) \quad \text{(C5.1.2)} \]

Similarly to the case of all-zeros models, the existence of the least squares estimate \( \hat{\theta} \) will be asymptotically equivalent to the nonsingularity (positive definiteness) of the covariance matrix
\[ R = E \varphi(t) \varphi^T(t) \]
As shown below, the condition \( R > 0 \) is intimately related to the persistent excitation property of \( u(t) \). The cases \( \varepsilon(t) \equiv 0 \) and \( \varepsilon(t) \neq 0 \) will be considered separately.
Noise-free output

For $\varepsilon(t) \equiv 0$ one can write

$$
\varphi(t) = \begin{pmatrix}
\begin{array}{cccc}
-b_1 & \cdots & -b_{nb} & 0 \\
\vdots & & \vdots & \vdots \\
0 & & -b_1 & \cdots & -b_{nb} \\
1a_1 & \cdots & a_{na} & 0 \\
0 & & 1a_1 & \cdots & a_{na}
\end{array}
\end{pmatrix}
\begin{pmatrix}
1 \\
\frac{1}{A(q^{-1})} u(t - 1) \\
\vdots \\
\frac{1}{A(q^{-1})} u(t - na - nb)
\end{pmatrix}
$$

$\triangleq \mathcal{J}(-B, A) \bar{\varphi}(t)$

Thus

$$
R = \mathcal{J}(-B, A) E \bar{\varphi}(t) \varphi^T(t) \mathcal{J}^T(-B, A) \triangleq \mathcal{J}(-B, A) \bar{R} \mathcal{J}^T(-B, A)
$$

which shows that

$$
\{ R > 0 \} \Leftrightarrow \{ \mathcal{J} \text{ nonsingular and } \bar{R} > 0 \}
$$

Now $\mathcal{J}(-B, A)$ is the Sylvester matrix associated with the polynomials $-B(z)$ and $A(z)$ (see Definition A.8). It is nonsingular if and only if $A(z)$ and $B(z)$ are coprime (see Lemma A.30).

Regarding the matrix $\bar{R}$, it is positive definite if and only if $u(t)$ is pe of order $(na + nb)$; see Property 5 in Section 5.4. Thus

$$
\{ R > 0 \} \Leftrightarrow \{ u(t) \text{ is pe of order } (na + nb), \text{ and } A(z), B(z) \text{ are coprime} \}
$$

(C5.1.3)

Noisy output

Let

$$
\hat{\varepsilon}(t) = -\frac{1}{A(q^{-1})} \varepsilon(t) \quad x(t) = \frac{B(q^{-1})}{A(q^{-1})} u(t)
$$

and assume that $Eu(t)\varepsilon(s) = 0$ for all $t$ and $s$. Then one can write

$$
R = E \begin{pmatrix}
x(t-1) \\
\vdots \\
x(t-na) \\
u(t-1) \\
\vdots \\
u(t-nb)
\end{pmatrix}
\begin{pmatrix}
(x(t-1) & \cdots & x(t-na) & u(t-1) & \cdots & u(t-nb)
\end{pmatrix}
$$
Complement C5.2

\[ + E \begin{pmatrix} \bar{\varepsilon}(t-1) \\ \vdots \\ \bar{\varepsilon}(t-na) \\ 0 \\ \vdots \\ 0 \end{pmatrix} (\bar{\varepsilon}(t-1) \ldots \bar{\varepsilon}(t-na) 0 \ldots 0) \]

\[ \triangleq \begin{pmatrix} \bar{A} & B \\ B^T & C \end{pmatrix} + \begin{pmatrix} \bar{A} & 0 \\ 0 & 0 \end{pmatrix} \]

Clearly the condition \( C > 0 \) is necessary for \( R > 0 \). Under the assumption that \( \bar{A} > 0 \), it is also sufficient. Indeed, it follows from Lemma A.3 that if \( C > 0 \) then

\[ \bar{A} - BC^{-1}B^T \geq 0 \]

and

\[ \text{rank } R = nb + \text{rank } (\bar{A} + \bar{A} - BC^{-1}B^T) \]

Thus, assuming \( \bar{A} > 0 \),

\[ \text{rank } R = na + nb \]

The conclusion is that under weak conditions on the noise \( \varepsilon(t) \) (more precisely \( \bar{A} > 0 \)), the following equivalence holds:

\[ \{R > 0\} \Leftrightarrow \{u(t) \text{ is pe of order } (nb)\} \] (C5.1.5)

Complement C5.2

Condition number of the covariance matrix of filtered white noise

As shown in Properties 2 and 5 of Section 5.4, filtered white noise is a persistently exciting signal of any order. Thus, the matrix

\[ R_m = E \begin{pmatrix} u(t-1) \\ \vdots \\ u(t-m) \end{pmatrix} (u(t-1) \ldots u(t-m)) u(t) = H(q^{-1})e(t) \]

where \( Ee(t)e(s) = \delta_{t,s} \), and \( H(q^{-1}) \) is an asymptotically stable filter, is positive definite for any \( m \). From a practical standpoint it would be more useful to have information on the condition number of \( R_m \) (cond \((R_m)) \) rather than to just know that \( R_m > 0 \). In the following a simple upper bound on

\[ \text{cond}(R_m) \triangleq \lambda_{\max}(R_m)/\lambda_{\min}(R_m) \]

is derived (see Stoica et al., 1985c; Grenander and Szegő, 1958).

First recall that for a symmetric matrix \( R \) the following relationships hold:
\[ \lambda_{\min} = \inf_{x} \frac{x^T R x}{x^T x} \]
\[ \lambda_{\max} = \sup_{x} \frac{x^T R x}{x^T x} \]

Since the matrices \( R_{m+1} \) and \( R_m \) are nested, i.e.
\[ R_{m+1} = \begin{pmatrix} R_m & \ast \\ \ast & \ast \end{pmatrix} \]
it follows that
\[ \lambda_{\min}(R_{m+1}) \leq \lambda_{\min}(R_m) \]
\[ \lambda_{\max}(R_{m+1}) \geq \lambda_{\max}(R_m) \]

Thus
\[ \text{cond}(R_{m+1}) \geq \text{cond}(R_m) \quad (C5.2.3) \]

Next we prove that
\[ \sigma_{\min} \triangleq \lim_{m \to \infty} \lambda_{\min}(R_m) = \inf_{\omega} |H(e^{i\omega})|^2 \quad (C5.2.4) \]
\[ \sigma_{\max} \triangleq \lim_{m \to \infty} \lambda_{\max}(R_m) = \sup_{\omega} |H(e^{i\omega})|^2 \quad (C5.2.5) \]

Let \( \varphi \) be a real number, and consider the matrix \( R_m - \varphi I \). The \((k, p)\) element of this matrix is given by
\[ \frac{1}{2\pi} \int_{-\pi}^{\pi} |H(e^{i\omega})|^2 e^{i\omega(k-p)} d\omega - \varphi \delta_{k,p} = \frac{1}{2\pi} \int_{-\pi}^{\pi} \left[ |H(e^{i\omega})|^2 - \varphi \right] e^{i\omega(k-p)} d\omega \quad (C5.2.6) \]

If \( \varphi \) satisfies
\[ |H(e^{i\omega})|^2 - \varphi \geq 0 \quad \text{for} \ \omega \in (-\pi, \pi) \quad (C5.2.7) \]
then it follows from (C5.2.6) that \( R_m - \varphi I \) is the covariance matrix of a process with the spectral density function equal to the left-hand side of (C5.2.7). Thus
\[ R_m \geq \varphi I \quad \text{for all} \ m \quad (C5.2.8) \]

If (C5.2.7) does not hold, then (C5.2.8) cannot be true. Now \( \sigma_{\min} \) is uniquely defined by the following two conditions:
\[ R_m \geq \sigma_{\min} I \quad \text{for all} \ m \]

and
\[ R_m \geq (\sigma_{\min} + \epsilon) I \quad \text{some} \ \epsilon > 0, \ \text{cannot hold for all} \ m \]

From the above discussion it readily follows that \( \sigma_{\min} \) is given by (C5.2.4). The proof of (C5.2.5) is similar and is therefore omitted.

The result above implies that
\[ \text{cond}(R_m) \leq \sup_{\omega} |H(e^{i\omega})|^2 / \inf_{\omega} |H(e^{i\omega})|^2 \]  
(C5.2.9)

with equality holding in the limit as \( m \to \infty \). Thus, if \( H(q^{-1}) \) has zeros on or close to the unit circle, then the matrix \( R_m \) is expected to be ill-conditioned for large \( m \).

### Complement C5.3

**Pseudorandom binary sequences of maximum length**

Pseudorandom binary sequences (PRBS) are two-state signals which may be generated, for example, by using a shift register of order \( n \) as depicted in Figure C5.3.1.

The register state variables are fed with 1 or 0. Every initial state vector is allowed except the all-zero state. When the clock pulse is applied, the value of the \( k \)th state is transferred to the \( (k + 1) \)th state and a new value is introduced into the first state through the feedback path.

The feedback coefficients, \( a_1, \ldots, a_n \), are either 0 or 1. The modulo-two addition, denoted by \( \oplus \) in the figure, is defined in Table C5.3.1. The system operates in discrete time. The clock period is equal to the sampling time.

![Shift register diagram](image)

**FIGURE C5.3.1** Shift register with modulo-two feedback path.

<table>
<thead>
<tr>
<th>( u_1 )</th>
<th>( u_2 )</th>
<th>( u_1 \oplus u_2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>

**TABLE C5.3.1** Modulo-two addition of two binary variables
The system shown in Figure C5.3.1 can be represented in state space form as

\[
x(t + 1) = \begin{pmatrix} a_1 & \ldots & a_n \\ 1 & \ddots & 0 \\ \vdots & \ddots & 1 \\ 0 & \ldots & 1 \end{pmatrix} x(t)
\]

\[u(t) = (0 \ldots 0 1)x(t)\]

(C5.3.1)

where all additions must be carried out modulo-two. Note the similarity with ‘standard’ state space models. In fact, with appropriate interpretations, it is possible to use several ‘standard’ results for state space models for the model (C5.3.1). Models of the above form where the state vector can take only a finite number of values are often called finite state systems. For a general treatment of such systems, refer to Zadeh and Polak (1969), Golomb (1967), Peterson and Weldon (1972).

It follows from the foregoing discussion that the shift register of Figure C5.3.1 will generate a sequence of ones and zeros. This is called a pseudorandom binary sequence. The name may be explained as follows. A PRBS is a purely deterministic signal: given the initial state of the register, its future states can be computed exactly. However, its correlation function resembles the correlation function of white random noise. This is true at least for certain types of PRBS called maximum length PRBS (ml PRBS). For this reason, this type of sequence is called ‘pseudorandom’. Of course, the sequence is called ‘binary’ since it contains two states only.

The PRBS introduced above takes the values 0 and 1. To generate a signal that shifts between the values \(a\) and \(b\), simply take

\[y(t) = a + (b - a)u(t)\]

(C5.3.2)

In particular, if \(b = -a\) (for symmetry) and \(b = 1\) (for simplicity; it will anyhow act as a scaling factor only), then

\[y(t) = -1 + 2u(t)\]

(C5.3.3)

This complement shows how to generate an ml PRBS by using the shift register of Figure C5.3.1. We also establish some important properties of ml PRBS and in particular justify the claim introduced above that the correlation properties of ml PRBS resemble those of white noise.

**Maximum length PRBS**

For a shift register with \(n\) states there is a possible total of \(2^n\) different state vectors composed of ones and zeros. Thus the maximum period of a sequence generated using such a system is \(2^n\). In fact, \(2^n\) is an upper bound which cannot be attained. The reason is that occurrence of the all-zero state must be prevented. If such a state occurred then the state vector would remain zero for all future times. It follows that the maximum possible period is

\[M = 2^n - 1\]

(C5.3.4)
where

\[ n = \text{order (number of stages) of the shift register} \]

A PRBS of period equal to \( M \) is called a maximum length PRBS. Whether or not an \( n \)-th order system will generate an m.l. PRBS depends on its feedback path. This is illustrated in the following example.

**Example C5.3.1 Influence of the feedback path on the period of a PRBS**

Let the initial state of a three-stage \((n = 3)\) shift register be \((1 \ 0 \ 0)^T\). For the following feedback paths the corresponding sequences of generated states will be determined.

(a) Feedback from states 1 and 2, i.e. \( a_1 = 1, a_2 = 1, a_3 = 0 \). The corresponding sequence of state vectors

\[
\begin{pmatrix} 1 \\ 0 \\ 0 \end{pmatrix}, \begin{pmatrix} 1 \\ 1 \\ 0 \end{pmatrix}, \begin{pmatrix} 0 \\ 1 \\ 1 \end{pmatrix}, \begin{pmatrix} 1 \\ 0 \\ 0 \end{pmatrix}
\]

has period equal to 3.

(b) Feedback from states 1 and 3, i.e. \( a_1 = 1, a_2 = 0, a_3 = 1 \). The corresponding sequence of state vectors

\[
\begin{pmatrix} 1 \\ 0 \\ 0 \end{pmatrix}, \begin{pmatrix} 1 \\ 1 \\ 1 \end{pmatrix}, \begin{pmatrix} 0 \\ 1 \\ 1 \end{pmatrix}, \begin{pmatrix} 1 \\ 0 \\ 0 \end{pmatrix}, \begin{pmatrix} 0 \\ 1 \\ 0 \end{pmatrix}, \begin{pmatrix} 1 \\ 0 \\ 0 \end{pmatrix}
\]

has the maximum period \( M = 2^3 - 1 = 7 \).

(c) Feedback from states 2 and 3, i.e. \( a_1 = 0, a_2 = 1, a_3 = 1 \). The corresponding sequences of state vectors

\[
\begin{pmatrix} 1 \\ 0 \\ 0 \end{pmatrix}, \begin{pmatrix} 0 \\ 1 \\ 1 \end{pmatrix}, \begin{pmatrix} 1 \\ 1 \\ 1 \end{pmatrix}, \begin{pmatrix} 1 \\ 0 \\ 0 \end{pmatrix}, \begin{pmatrix} 0 \\ 1 \\ 0 \end{pmatrix}, \begin{pmatrix} 1 \\ 0 \\ 0 \end{pmatrix}
\]

has again the maximum possible period \( M = 7 \).

(d) Feedback from all states, i.e. \( a_1 = 1, a_2 = 1, a_3 = 1 \). The corresponding sequence of the state vectors

\[
\begin{pmatrix} 1 \\ 0 \\ 0 \end{pmatrix}, \begin{pmatrix} 1 \\ 1 \\ 1 \end{pmatrix}, \begin{pmatrix} 0 \\ 0 \\ 0 \end{pmatrix}
\]

has period equal to 4.

There are at least two reasons for concentrating on maximum length (ml) PRBS:

- The correlation function of an ml PRBS resembles that of a white noise (see below). This property is not guaranteed for nonmaximum length PRBSs.
- As shown in Section 5.4, a periodic signal is persistently exciting of an order which cannot exceed the value of its period. Since persistent excitation is a vital condition for identifiability, a long period will give more flexibility in this respect.
The problem of choosing the feedback path of a shift register to give an ml PRBS is discussed in the following.

Let
\[
A(q^{-1}) = 1 \oplus a_1q^{-1} \oplus a_2q^{-2} \oplus \ldots \oplus a_nq^{-n}
\]  
(C5.3.5)

where \( q^{-1} \) is the unit delay operator. The PRBS \( u(t) \) generated using (C5.3.1) obeys the following homogeneous equation:

\[
A(q^{-1})u(t) = 0
\]  
(C5.3.6)

This can be shown as follows. From (C5.3.1),

\[
x_n(t + j) = x_n(t-j) \quad j = 1, \ldots, (n - 1)
\]

and

\[
A(q^{-1})u(t) = x_n(t) \oplus a_1x_n(t-1) \oplus \ldots \oplus a_nx_n(t-n)
\]

\[
= x_1(t-n+1) \oplus a_1x_1(t-n) \oplus \ldots \oplus a_nx_n(t-n) = 0
\]

The problem to study is the choice of the feedback coefficients \( \{a_i\} \) such that the equation (C5.3.6) has no solution \( u(t) \) with period smaller than \( 2^n - 1 \). A necessary and sufficient condition on \( \{a_i\} \) for this property to hold is provided by the following lemma.

**Lemma C5.3.1**

The homogeneous recursive equation (C5.3.6) has only solutions of period \( 2^n - 1 \), if and only if the following two conditions are satisfied:

(i) The binary polynomial \( A(q^{-1}) \) is irreducible [i.e. there do not exist any two polynomials \( A_1(q^{-1}) \) and \( A_2(q^{-1}) \) with binary coefficients such that \( A(q^{-1}) = A_1(q^{-1})A_2(q^{-1}) \)].

(ii) \( A(q^{-1}) \) is a factor of \( 1 \oplus q^{-M} \) but is not a factor of \( 1 \oplus q^{-p} \) for any \( p < M = 2^n - 1 \).

**Proof.** We first show that condition (i) is necessary. For this purpose assume that \( A(q^{-1}) \) is not irreducible. Then there are binary polynomials \( A_1(q^{-1}) \) and \( A_2(q^{-1}) \) with

\[
\deg A_1 = n_1 > 0 \quad \deg A_2 = n_2 > 0 \quad \text{and} \quad n_1 + n_2 = n
\]

such that the following factorization holds:

\[
A(q^{-1}) = A_1(q^{-1})A_2(q^{-1})
\]

Let \( u_1(t) \) and \( u_2(t) \) be solutions to the equations

\[
A_1(q^{-1})u_1(t) = 0
\]

\[
A_2(q^{-1})u_2(t) = 0
\]  
(C5.3.7)

Then

\[
u(t) = u_1(t) \oplus u_2(t)
\]  
(C5.3.8)

is a solution to (C5.3.6). Now, according to the above discussion, the maximum period of \( u_i(t) \) is \( 2^{n_i} - 1 \) \((i = 1, 2)\). Thus, the maximum possible period of \( u(t) \), (C5.3.8), is at most
equal to \((2^{n_1} - 1)(2^{n_2} - 1)\), which is strictly less than \(2^n - 1\). This establishes the necessity of condition (i).

We next show that if \(A(q^{-1})\) is irreducible then the equation (C5.3.6) has solutions of period \(p\) if and only if \(A(q^{-1})\) is a factor of \(1 \oplus q^{-p}\).

The ‘if’ part is immediate. If there exists a binary polynomial \(P(q^{-1})\) such that
\[
A(q^{-1})P(q^{-1}) = 1 \oplus q^{-p}
\]
then it follows that
\[
(1 \oplus q^{-p})u(t) = P(q^{-1})[A(q^{-1})u(t)] = 0
\]
which implies that \(u(t)\) has period \(p\).

The ‘only if’ part is more difficult to prove. Introduce the following ‘\(z\)-transform’ of the binary sequence \(u(t)\)
\[
U(z) = \sum_{t=0}^{\infty} u(t)z^t
\]
(C5.3.9)
where \(\Sigma\) denotes modulo-two summation. Let
\[
P(z) = u(0) \oplus u(1)z \oplus \ldots \oplus u(p - 1)z^{p - 1}
\]
Due to the assumption that the period of \(u(t)\) is equal to \(p\), we can write
\[
U(z) = P(z) \oplus z^p P(z) \oplus z^{2p} P(z) \oplus \ldots = P(z)[1 \oplus z^p \oplus z^{2p} \oplus \ldots]
\]
Hence
\[
U(z)[1 \oplus z^p] = P(z)
\]
(C5.3.10)
On the other hand, we also have (cf. (C5.3.6))
\[
U(z) = \sum_{t=0}^{\infty} \left[ \sum_{i=1}^{n} a_iu(t - i) \right]z^t = \sum_{i=1}^{n} a_i z^i \sum_{t=0}^{\infty} u(t - i)z^{t-i}
\]
\[
= \sum_{i=1}^{n} a_i z^i \left[ \sum_{t=-i}^{-1} u(t)z^t \oplus U(z) \right] = Q(z) \oplus \left[ \sum_{i=1}^{n} a_i z^i \right] U(z)
\]
(C5.3.11)
where
\[
Q(z) \triangleq \sum_{i=1}^{n} a_i \sum_{t=-i}^{-1} u(t)z^{t+i}
\]
(C5.3.12)
is a binary polynomial of degree \((n - 1)\), the coefficients of which depend on the initial values \(u(-1), \ldots, u(-n)\) and the feedback coefficients of the shift register. It follows that
\[
U(z) = Q(z) \oplus [A(z) \oplus 1]U(z)
\]
\[
= Q(z) \oplus A(z)U(z) \oplus U(z)
\]
and hence
Now, (C5.3.10) and (C5.3.13) give

$$A(z)P(z) = Q(z)[1 \oplus z^n]$$  \hspace{1cm} (C5.3.14)

Since $A(z)$ is assumed to be irreducible, it must be a factor of either $Q(z)$ or $1 \oplus z^n$. However, the degree of $Q(z)$ is smaller than the degree of $A(z)$. Hence $A(z)$ cannot be a factor of $Q(z)$. Thus, $A(z)$ is a factor of $1 \oplus z^n$, which was the required result.

The necessity of condition (ii) and the sufficiency of conditions (i) and (ii) follow immediately from this last result.

Tables of polynomials satisfying the conditions of the lemma are available in the literature. For example, Davies (1970) gives a table of all the polynomials which satisfy the conditions (i) and (ii), for $n$ from 3 to 10. Table C5.3.2 lists those polynomials with a minimum number of nonzero coefficients which satisfy the conditions of the lemma, for $n$ ranging from 3 to 10. (Note that for some values of $n$ there are more than two such polynomials; see Davies (1970).)

<table>
<thead>
<tr>
<th>$n$</th>
<th>$A(z)$</th>
<th>$A(z)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>$1 \oplus z \oplus z^3$</td>
<td>$1 \oplus z^2 \oplus z^3$</td>
</tr>
<tr>
<td>4</td>
<td>$1 \oplus z \oplus z^4$</td>
<td>$1 \oplus z^3 \oplus z^4$</td>
</tr>
<tr>
<td>5</td>
<td>$1 \oplus z^2 \oplus z^5$</td>
<td>$1 \oplus z^3 \oplus z^5$</td>
</tr>
<tr>
<td>6</td>
<td>$1 \oplus z \oplus z^6$</td>
<td>$1 \oplus z^3 \oplus z^6$</td>
</tr>
<tr>
<td>7</td>
<td>$1 \oplus z \oplus z^7$</td>
<td>$1 \oplus z^3 \oplus z^7$</td>
</tr>
<tr>
<td>8</td>
<td>$1 \oplus z \oplus z^2 \oplus z^7 \oplus z^8$</td>
<td>$1 \oplus z \oplus z^6 \oplus z^7 \oplus z^8$</td>
</tr>
<tr>
<td>9</td>
<td>$1 \oplus z^4 \oplus z^9$</td>
<td>$1 \oplus z^5 \oplus z^9$</td>
</tr>
<tr>
<td>10</td>
<td>$1 \oplus z^3 \oplus z^{10}$</td>
<td>$1 \oplus z^7 \oplus z^{10}$</td>
</tr>
</tbody>
</table>

**Remark.** In the light of Lemma C5.3.1, the period lengths encountered in Example C5.3.1 can be understood more clearly. Case (a) corresponds to the feedback polynomial

$$A(q^{-1}) = 1 \oplus q^{-1} \oplus q^{-2}$$

which does not satisfy condition (ii) of the lemma since

$$A(q^{-1})(1 \oplus q^{-1}) = 1 \oplus q^{-3}$$

Case (b) corresponds to

$$A(q^{-1}) = 1 \oplus q^{-1} \oplus q^{-3}$$

given in Table C5.3.2. Case (c) corresponds to

$$A(q^{-1}) = 1 \oplus q^{-2} \oplus q^{-3}$$
given in Table C5.3.2. Case (d) corresponds to
\[ A(q^{-1}) = 1 \oplus q^{-1} \oplus q^{-2} \oplus q^{-3} \]
which does not satisfy condition (ii) since
\[ A(q^{-1})(1 \oplus q^{-1}) = 1 \oplus q^{-4} \]

\section*{Covariance function of maximum length PRBS}

The ml PRBS has a number of properties, which are described by Davies (1970). Here we will evaluate its mean and covariance function. To do so we will use two specific properties, denoted by P1 and P2 below.

\textbf{Property P1}

If \( u(t) \) is an ml PRBS of period \( M = 2^n - 1 \), then within one period it contains \((M + 1)/2 = 2^{n-1}\) ones and \((M - 1)/2 = 2^{n-1} - 1\) zeros.

Property P1 is fairly obvious. During one period the state vector, \( x(t) \), will take all possible values, except the zero vector. Out of the \( 2^n \) possible state vectors, half of them, i.e. \( 2^{n-1} \), will contain a one in the last position (giving \( u(t) = 1 \)).

\textbf{Property P2}

Let \( u(t) \) be an ml PRBS of period \( M \). Then for \( k = 1, \ldots, M - 1 \),
\[ u(t) \oplus u(t - k) = u(t - l) \quad (C5.3.15) \]
for some \( l \in [1, M - 1] \) that depends on \( k \).

Property P2 can be realized as follows. According to (C5.3.6), \( A(q^{-1})u(t) = 0 \) for all initial values. Conversely, if \( A(q^{-1})u(t) = 0 \) then \( u(t) \) is an ml PRBS which is the solution to (C5.3.6) for some initial values. Now
\[ A(q^{-1})[u(t) \oplus u(t - k)] = [A(q^{-1})u(t)] \oplus [A(q^{-1})u(t - k)] = 0 \]
Hence \( u(t) \oplus u(t - k) \) is an ml PRBS, corresponding to some initial values. Since all possible state vectors appear during one period of \( u(t) \), the relation (C5.3.15) follows.

One further simple property is required, which is valid for binary variables.

\textbf{Property P3}

If \( x \) and \( y \) are binary variables, then
\[ xy = \frac{1}{2}[x + y - (x \oplus y)] \quad (C5.3.16) \]

Property P3 is easy to verify by direct computation of all possible cases; see Table C5.3.3.
TABLE C5.3.3 Verification of property P3

<table>
<thead>
<tr>
<th>x</th>
<th>y</th>
<th>x ⊕ y</th>
<th>(\frac{1}{2}[x + y - (x ⊕ y)])</th>
<th>xy</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

The mean and the covariance function of an m1 PRBS can now be evaluated. Let the period be \(M = 2^n − 1\). According to Appendix A5.1,

\[
m = \frac{1}{M} \sum_{i=1}^{M} u(t)\]

(C5.3.17)

\[
r(\tau) = \frac{1}{M} \sum_{i=1}^{M} [u(t + \tau) - m][u(t) - m]
\]

and \(r(\tau)\) is periodic with period \(M\).

Property P1 gives

\[
m = \frac{1}{M} \left(\frac{M + 1}{2}\right) = \frac{1}{2} + \frac{1}{2M}
\]

(C5.3.18)

The mean value is hence slightly greater than 0.5.

To evaluate the covariance function note first that

\[
r(0) = \frac{1}{M} \sum_{i=1}^{M} [u(t) - m]^2 = \frac{1}{M} \sum_{i=1}^{M} u^2(t) - m^2
\]

\[
= \frac{1}{M} \sum_{i=1}^{M} u(t) - m^2 = m - m^2 = m(1 - m)
\]

(C5.3.19)

\[
= \frac{M + 1}{2M} - \frac{1}{2M} = \frac{M^2 - 1}{4M^2}
\]

The variance is thus slightly less than 0.25. Next note that for \(\tau = 1, \ldots, M - 1\), properties P1–P3 give

\[
r(\tau) = \frac{1}{M} \sum_{i=1}^{M} [u(t + \tau) - m][u(t) - m]
\]

\[
= \frac{1}{M} \sum_{i=1}^{M} u(t + \tau)u(t) - m^2
\]

\[
= \frac{1}{2M} \sum_{i=1}^{M} [u(t + \tau) + u(t) - \{u(t + \tau) \oplus u(t)\}] - m^2
\]

(C5.3.20)

\[
= m - \frac{1}{2M} \sum_{i=1}^{M} u(t + \tau - l) - m^2
\]

\[
= \frac{m}{2} - m^2 = \frac{m}{2}(1 - 2m) = -\frac{M + 1}{4M^2}
\]
Considering the signal \( y(t) = -1 + 2u(t) \) from (C5.3.3), the following results are obtained:

\[
\begin{align*}
m_y &= -1 + 2m_u = \frac{1}{M} \approx 0 \\
r_y(0) &= 4r_u(0) = 1 - \frac{1}{M^2} \approx 1 \\
r_y(\tau) &= 4r_y(\tau) = -\frac{1}{M} - \frac{1}{M^2} \approx -\frac{1}{M} \quad \tau = 1, \ldots, M - 1
\end{align*}
\]  

(C5.3.21a)  
(C5.3.21b)  
(C5.3.21c)

The approximations in (C5.3.21) are obtained by neglecting the slight difference of the mean from zero.

It can be seen that for \( M \) sufficiently large the covariance function of \( y(t) \) resembles that of white noise of unit variance. The analogy between ml PRBS and white noise is further discussed in Section 5.2.

Due to their easy generation and their convenient properties the ml PRBSs have been used widely in system identification. The PRBS resembles white noise as far as the spectral properties are concerned. Furthermore, by various forms of linear filtering (increasing the clock period to several sampling intervals being one way of lowpass filtering; see Section 5.3), it is possible to generate a signal with prescribed spectral properties. These facts have made the PRBS a convenient probing signal for many identification methods.

The PRBS has also some specific properties that are advantageous for nonparametric methods. The covariance matrix \([r(i - j)]\) corresponding to an ml PRBS can be inverted analytically (see Problem 5.9). Also, calculation of the cross-correlation of a PRBS with another signal needs only addition operations (multiplications are not needed). These facts make the ml PRBS very convenient for nonparametric identification of weighting function models (see, for example, Section 3.4 and Problem 5.9).
Chapter 6

MODEL
PARAMETRIZATIONS

6.1 Model classifications

This chapter examines the role played by the model structure $M$ in system identification, and presents both a general description of linear models and a number of examples. In this section, some general comments are made on classification of models. A distinction can be made between:

- 'Intuitive' or 'mental' models.
- Mathematical models. These could also include models given in the form of graphs or tables.

Models can be classified in other ways. For example:

- Analog models, which are based on analogies between processes in different areas. For example, a mechanical and an electrical oscillator can be described by the same second-order linear differential equation, but the coefficients will have different physical interpretations. Analog computers are based on such principles: differential equations constituting a model of some system are solved by using an 'analog' or 'equivalent' electrical network. The voltages at various points in this network are recorded as functions of time and give the solution to the differential equations.
- Physical models, which are mostly laboratory-scale units that have the same essential characteristics as the (full-scale) processes they model.

In system science mathematical models are useful because they can provide a description of a physical phenomenon or a process, and can be used as a tool for the design of a regulator or a filter.

Mathematical models can be derived in two ways:

- Modeling, which refers to derivation of models from basic laws in physics, economics, etc. One often uses fundamental balance equations, for example net accumulation = input flow – output flow, which can be applied to a range of variables, such as energy, mass, money, etc.
- Identification, which refers to the determination of dynamic models from experimental data. It includes the set-up of the identification experiment, i.e. data acquisition, the determination of a suitable form of the model as well as of its parameters, and a validation of the model.

These methods have already been discussed briefly in Chapter 1.
Mathematical models of dynamic systems can be classified in various ways. Such models describe how the effect of an input signal will influence the system behavior at subsequent times. In contrast, for static models, which were exemplified in Chapter 4, there is no ‘memory’. Hence the effect of an ‘input variable’ is only instantaneous. The ways of classifying dynamic models include the following:

- **Single input, single output (SISO) models—multivariable models.** SISO models refer to processes where a description is given of the influence of one input on one output. When more variables are involved a multivariable model results. Most of the theory in this book will hold for multivariable models, although mostly SISO models will be used for illustration. It should be noted that multi-input, single output (MISO) models are in most cases as easy to derive as SISO models, whereas multi-input, multi-output (MIMO) models are more difficult to determine.

- **Linear models—nonlinear models.** A model is linear if the output depends linearly on the input and possible disturbances; otherwise it is nonlinear. With a few exceptions, only linear models will be discussed here.

- **Parametric models—nonparametric models.** A parametric model is described by a set of parameters. Some simple parametric models were introduced in Chapter 2, and we will concentrate on such models in the following. Chapter 3 provided some examples of nonparametric models, which can consist of a function or a graph.

- **Time invariant models—time varying models.** Time invariant models are certainly the more common. For time varying models special identification methods are needed. In such cases where a model has parameters that change with time, one often speaks about tracking or real-time identification when estimating the parameters.

- **Time domain models—frequency domain models.** Typical examples of time domain models are differential and difference equations, while a spectral density and a Bode plot are examples of frequency domain models. The major part of this book deals with time domain models.

- **Discrete time models—continuous time models.** A discrete time model describes the relation between inputs and outputs at discrete time points. It will be assumed that these points are equidistant and the time between two points will be used as time unit. Therefore the time \( t \) will take values 1, 2, 3 \ldots for discrete time models, which is the dominating class discussed here. Note that a continuous time model, such as a differential equation, can very well be fitted to discrete time data!

- **Lumped models—distributed parameter models.** Lumped models are described by or based on a finite number of ordinary differential or difference equations. If the number of equations is infinite or the model is based on partial differential equations, then it is called a distributed parameter model. The treatment here is confined to lumped models.

- **Deterministic models—stochastic models.** For a deterministic model the output can be exactly calculated as soon as the input signal is known. In contrast, a stochastic model contains random terms that make such an exact calculation impossible. The random terms can be seen as a description of disturbances. This book concentrates mainly on stochastic models.
Note that the term ‘linear models’ above refers to the way in which $y(t)$ depends on past data. Another concept concerns models that are \emph{linear in the parameters} $\theta$ to be estimated (sometimes abbreviated to LIP). Then $y(t)$ depends linearly on $\theta$. The identification methods to be discussed in Chapter 8 are restricted to such models. The linear regression model (4.1),

$$y(t) = \varphi^T(t)\theta$$

is both linear (since $y(t)$ depends linearly on $\varphi(t)$) and linear in the parameters (since $y(t)$ depends linearly on $\theta$). Note however that we can allow $\varphi(t)$ to depend on the measured data in a nonlinear fashion. Example 6.6 will illustrate such a case.

The choice of which type of model to use is highly problem-dependent. Chapter 11 discusses some means of choosing an appropriate model within a given type.

### 6.2 A general model structure

The general form of model structure that will be used here is the following:

\[
\mathcal{M}(\theta): \quad y(t) = G(q^{-1}; \theta)u(t) + H(q^{-1}; \theta)e(t) \\
E(e(t)e^T(s)) = \Lambda(\theta)\delta_{t,s}
\]  

(6.1)

In (6.1), $y(t)$ is the $ny$-dimensional output at time $t$ and $u(t)$ the $nu$-dimensional input. Further, $e(t)$ is a sequence of independent and identically distributed (iid) random variables with zero mean. Such a sequence is referred to as \emph{white noise}. The reason for this name is that the corresponding spectral density is constant over the whole frequency range (see Chapter 5). The analogy can be made with white light, which contains ‘all’ frequencies. In (6.1) $G(q^{-1}; \theta)$ is an $(ny\mid nu)$-dimensional filter and $H(q^{-1}; \theta)$ an $(ny\mid ny)$-dimensional filter. The argument $q^{-1}$ denotes the backward shift operator, so $q^{-1}u(t) = u(t - 1)$, etc. In most cases the filters $G(q^{-1}; \theta)$ and $H(q^{-1}; \theta)$ will be of finite order. Then they are rational functions of $q^{-1}$. The model (6.1) is depicted in Figure 6.1.

The filters $G(q^{-1}; \theta)$ and $H(q^{-1}; \theta)$ as well as the noise covariance matrix $\Lambda(\theta)$ are functions of the parameter vector $\theta$. Often $\theta$ (which we assume to be $n\theta$-dimensional) is restricted to lie in a subset of $R^{n\theta}$. This set is given by

![FIGURE 6.1 Block diagram of the model structure (6.1).](image)
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\[ \mathcal{D} = \{ \theta | H^{-1}(q^{-1}; \theta) \text{ and } H^{-1}(q^{-1}; \theta)G(q^{-1}; \theta) \text{ are asymptotically stable}, \]
\[ G(0; \theta) = 0, \ H(0; \theta) = I, \ \Lambda(\theta) \text{ is nonnegative definite} \]  \hspace{1cm} (6.2)

The reasons for these restrictions in the definition of \( \mathcal{D} \) will become clear in the next chapter, where it will be shown that when \( \theta \) belongs to \( \mathcal{D} \) there is a simple form for the optimal prediction of \( y(t) \) given \( y(t-1), u(t-1), y(t-2), u(t-2), \ldots \)

Note that for the moment \( H(q^{-1}; \theta) \) is not restricted to be asymptotically stable. In later chapters it will be necessary to do so occasionally in order to impose stationarity of the data. Models with unstable \( H(q^{-1}; \theta) \) can be useful for describing drift in the data as will be illustrated in Example 12.2. Since the disturbance term in such cases is not stationary, it is assumed to start at \( t = 0 \). Stationary disturbances, which correspond to an asymptotically stable \( H(q^{-1}; \theta) \) filter can be assumed to start at \( t = -\infty \).

For stationary disturbances with rational spectral densities it is a consequence of the spectral factorization theorem (see for example Appendix A6.1; Anderson and Moore, 1979; Åström, 1970) that they can be modeled within the restrictions given by (6.2). Spectral factorization can also be applied to nonstationary disturbances if \( H^{-1}(q^{-1}; \theta) \) is a stable filter. This is illustrated in Example A6.1.4.

Equation (6.1) describes a general linear model. The following examples describe typical model structures by specifying the parametrization. That is to say, they specify how \( G(q^{-1}; \theta), H(q^{-1}; \theta) \) and \( \Lambda(\theta) \) depend on the parameter vector \( \theta \).

Example 6.1 An ARMAX model

Let \( y(t) \) and \( u(t) \) be scalar signals and consider the model structure

\[ A(q^{-1})y(t) = B(q^{-1})u(t) + C(q^{-1})e(t) \]  \hspace{1cm} (6.3)

where

\[ A(q^{-1}) = 1 + a_1 q^{-1} + \ldots + a_{na} q^{-na} \]
\[ B(q^{-1}) = b_1 q^{-1} + \ldots + b_{nb} q^{-nb} \]
\[ C(q^{-1}) = 1 + c_1 q^{-1} + \ldots + c_{nc} q^{-nc} \]  \hspace{1cm} (6.4)

The parameter vector is taken as

\[ \theta = (a_1 \ldots a_{na} b_1 \ldots b_{nb} c_1 \ldots c_{nc})^T \]  \hspace{1cm} (6.5)

The model (6.3) can be written explicitly as the difference equation

\[ y(t) + a_1 y(t-1) + \ldots + a_{na} y(t-na) = b_1 u(t-1) + \ldots + b_{nb} u(t-nb) \]
\[ + e(t) + c_1 e(t-1) + \ldots + c_{nc} e(t-nc) \]  \hspace{1cm} (6.6)

but the form (6.3) using the polynomial formalism will be more convenient.

The parameter vector could be complemented with the noise variance
\( \lambda^2 = Ee^2(t) \) \hspace{1cm} (6.7)

so that

\[ \theta' = (\theta^T \quad \lambda^2)^T \]

is the new parameter vector, of dimension \( na + nb + nc + 1 \).

The model (6.3) is called an ARMAX model, which is short for an ARMA model (autoregressive moving average) with an exogenous signal (i.e. a control variable \( u(t) \)). Figure 6.2 gives block diagrams of the model (6.3).

To see how this relates to (6.1), note that (6.3) can be rewritten as

\[ y(t) = \frac{B(q^{-1})}{A(q^{-1})} u(t) + \frac{C(q^{-1})}{A(q^{-1})} e(t) \]

Thus for the model structure (6.3),

\[ G(q^{-1}; \theta) = \frac{B(q^{-1})}{A(q^{-1})} \]

\[ H(q^{-1}; \theta) = \frac{C(q^{-1})}{A(q^{-1})} \]

\( \Lambda(\theta) = \lambda^2 \)

The set \( \mathcal{D} \) is given by

\[ \mathcal{D} = \{ \theta \mid \text{The polynomial } C(z) \text{ has all zeros outside the unit circle} \} \]
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FIGURE 6.2 Equivalent block diagrams of an ARMAX model.
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A more standard formulation of the requirement \( \theta \in \mathcal{D} \) is that the reciprocal polynomial

\[
C^*(z) = z^{nc} + c_1 z^{nc-1} + \ldots + c_{nc} = z^{nc} C(z^{-1})
\]

has all zeros inside the unit circle.

There are several important special cases of (6.3):

- An autoregressive (AR) model is obtained when \( nb = nc = 0 \). (Then a pure time series is modeled, i.e., no input signal is assumed to be present.) For this case

\[
A(q^{-1}) y(t) = e(t) \\
\theta = (a_1 \ldots a_{na})^T
\]  

(6.9)

- A moving average (MA) model is obtained when \( na = nb = 0 \). Then

\[
y(t) = C(q^{-1}) e(t) \\
\theta = (c_1 \ldots c_{nc})^T
\]  

(6.10)

- An autoregressive moving average (ARMA) model is obtained when \( nb = 0 \). Then

\[
A(q^{-1}) y(t) = C(q^{-1}) e(t) \\
\theta = (a_1 \ldots a_{na} c_1 \ldots c_{nc})^T
\]

(6.11)

When \( A(q^{-1}) \) is constrained to contain the factor \( 1 - q^{-1} \) the model is called autoregressive integrated moving average (ARIMA). Such models are useful for describing drifting disturbances and are further discussed in Section 12.3.

- A finite impulse response (FIR) model is obtained when \( na = nc = 0 \). It can also be called a truncated weighting function model. Then

\[
y(t) = B(q^{-1}) u(t) + e(t) \\
\theta = (b_1 \ldots b_{nb})^T
\]  

(6.12)

- Another special case is when \( nc = 0 \). The model structure then becomes

\[
A(q^{-1}) y(t) = B(q^{-1}) u(t) + e(t) \\
\theta = (a_1 \ldots a_{na} b_1 \ldots b_{nb})^T
\]  

(6.13a)

This is sometimes called an ARX (controlled autoregressive) model. This structure can in some sense be viewed as a linear regression. To see this, rewrite the model (6.13a) as

\[
y(t) = \varphi^T(t) \theta + e(t)
\]  

(6.13b)

where

\[
\varphi(t) = (-y(t - 1) \ldots -y(t - na) u(t - 1) \ldots u(t - nb))^T
\]  

(6.13c)

Note though that here the regressors (the elements of \( \varphi(t) \)) are not deterministic functions. This means that the analysis carried out in Chapter 4 for linear regression models cannot be applied to (6.13).
Example 6.2 A general SISO model structure

The ARMAX structure (6.3) is in a sense quite general. Any linear, finite-order system with stationary disturbances having a rational spectral density can be described by an ARMAX model. (Then the integers na, nb and nc as well as \( \theta \) and \( \lambda^2 \) have, of course, to take certain appropriate values according to context.) However, there are alternative ways to parametrize a linear finite-order system. To describe a general case consider the equation

\[
A(q^{-1})y(t) = \frac{B(q^{-1})}{F(q^{-1})} u(t) + \frac{C(q^{-1})}{D(q^{-1})} e(t) \quad Ee^2(t) = \lambda^2 \quad (6.14)
\]

with \( A(q^{-1}), B(q^{-1}), C(q^{-1}) \) as in (6.4), and

\[
D(q^{-1}) = 1 + d_1 q^{-1} + \ldots + d_{nd} q^{-nd} \\
F(q^{-1}) = 1 + f_1 q^{-1} + \ldots + f_{nf} q^{-nf} \quad (6.15)
\]

The parameter vector is now

\[
\theta = (a_1 \ldots a_{na} \ b_1 \ldots b_{nb} \ c_1 \ldots c_{nc} \ d_1 \ldots d_{nd} \ f_1 \ldots f_{nf})^T \quad (6.16)
\]

Block diagrams of the general model (6.14) are given in Figure 6.3.

It should be stressed that it is seldom necessary to use the model structure (6.14) in its general form. On the contrary, for practical use one often restricts it by setting one or more polynomials to unity. For example, choosing \( nd = nf = 0 \) (i.e. \( D(q^{-1}) \equiv F(q^{-1}) \equiv 1 \)) produces the ARMAX model (6.3). The value of the form (6.14) lies in its generality. It includes a number of important forms as special cases. This makes it possible to describe and analyze several cases simultaneously.

Clearly, (6.14) gives

![Figure 6.3 Equivalent block diagrams of the general SISO model (6.14).](image-url)
\[ G(q^{-1}; \theta) = \frac{B(q^{-1})}{A(q^{-1})F(q^{-1})} \]
\[ H(q^{-1}; \theta) = \frac{C(q^{-1})}{A(q^{-1})D(q^{-1})} \]
\[ \Lambda(\theta) = \lambda^2 \]

The set \( \mathcal{D} \) becomes
\[ \mathcal{D} = \{ \theta \mid \text{The polynomials } C(z) \text{ and } F(z) \text{ have all zeros outside the unit circle} \} \]

Typical special cases of (6.14) include the following:

- If \( nd = nf = 0 \) the result is the ARMAX model
  \[ A(q^{-1})y(t) = B(q^{-1})u(t) + C(q^{-1})e(t) \]  
  (6.18)
  and its variants as discussed in Example 6.1.

- If \( na = nc = nd = 0 \) then
  \[ y(t) = \frac{B(q^{-1})}{F(q^{-1})} u(t) + e(t) \]  
  (6.19)
  In this case \( H(q^{-1}; \theta) = 1 \). Equation (6.19) is sometimes referred to as an output error structure, since it implies that
  \[ e(t) = y(t) - \frac{B(q^{-1})}{F(q^{-1})} u(t) \]  
  (6.20) 
  is the output error, i.e. the difference between the measurable output \( y(t) \) and the model output \( B(q^{-1})/F(q^{-1})u(t) \).

- If \( na = 0 \) then
  \[ y(t) = \frac{B(q^{-1})}{F(q^{-1})} u(t) + \frac{C(q^{-1})}{D(q^{-1})} e(t) \]  
  (6.21)

A particular property of this structure is that \( G(q^{-1}; \theta) \) and \( H(q^{-1}; \theta) \) have no common parameter; see (6.17). This can have a beneficial influence on the identification result in certain cases. It will be possible to estimate \( G(q^{-1}; \theta) \) consistently even if the parametrization of \( H(q^{-1}; \theta) \) is not appropriate (see Chapter 7 for details).

It is instructive to consider how different versions of the general model structure (6.14) are related. To describe an arbitrary linear system with given filters \( G(q^{-1}) \) and \( H(q^{-1}) \), the relations (6.17) must be satisfied, in which case it is necessary that the model comprises at least three polynomials. The following types of models are all equivalent in the sense that they 'solve' (6.17) with respect to the model polynomials.

- An ARMAX model implies that \( D(q^{-1}) = F(q^{-1}) = 1 \). Hence \( G(q^{-1}; \theta) \) and \( H(q^{-1}; \theta) \) have the same denominator. This may be relevant if the disturbances enter the process early (i.e. close to the input). If the disturbances enter late there will often
be common factors in $A(q^{-1})$ and $B(q^{-1})$ as well as in $A(q^{-1})$ and $C(q^{-1})$. For example, if the disturbances enter as white measurement noise then $H(q^{-1}; \theta) = 1$, which gives $A(q^{-1}) = C(q^{-1})$. In general $A(q^{-1})$ must be chosen as the (least) common denominator of $G(q^{-1}; \theta)$ and $H(q^{-1}; \theta)$.

- The model (6.21) implies that $A(q^{-1}) = 1$. Hence the filters $G(q^{-1}; \theta)$ and $H(q^{-1}; \theta)$ are parametrized with different parameters. This model might require fewer parameters than an ARMAX model. However, if $G(q^{-1})$ and $H(q^{-1})$ do have common poles, it is an advantage to use this fact in the model description. Such poles will also be estimated more accurately if an ARMAX model is used.

- The general form (6.14) of the model makes it possible to allow $G(q^{-1}; \theta)$ and $H(q^{-1}; \theta)$ to have partly the same poles.

Another structure that has gained some popularity is the so-called ARARX structure, for which $C(q^{-1}) = F(q^{-1}) = 1$. The name ARARX refers to the fact that the disturbance is modeled as an AR process and the system dynamics as an ARX model. This model is not as general as those above, since in this case

$$H(q^{-1}; \theta) = \frac{1}{A(q^{-1})D(q^{-1})}$$

This identity may not have any exact solution. Instead a polynomial $D(q^{-1})$ of high degree may be needed to get a good approximate solution. The advantage of this structure is that it can given simple estimation algorithms, such as the generalized least squares method (see Complement C7.4). It is also well suited for the optimal instrumental variable method (see Example 8.7 and the subsequent discussion). ■

The next two examples describe ways of generalizing the structure (6.13) to the multivariable case.

**Example 6.3 The full polynomial form**

For a linear multivariable system consider the model

$$A(q^{-1})y(t) = B(q^{-1})u(t) + e(t) \quad (6.22)$$

where now $A(q^{-1})$ and $B(q^{-1})$ are the following matrix polynomials of dimension $(ny\mid ny)$ and $(ny\mid nu)$ respectively:

$$A(q^{-1}) = I + A_1 q^{-1} + \ldots + A_{na} q^{-na}$$

$$B(q^{-1}) = B_1 q^{-1} + \ldots + B_{nb} q^{-nb} \quad (6.23)$$

Assume that all elements of the matrices $A_1, \ldots, A_{na}, B_1, \ldots, B_{nb}$ are unknown. They will thus be included in the parameter vector. The model (6.22) can alternatively be written as

$$y(t) = \phi^T(t)\theta + e(t) \quad (6.24)$$
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\[ \Phi^T(t) = \begin{pmatrix} \varphi^T(t) & 0 & \cdots & 0 \\ \vdots & \ddots & \vdots & \vdots \\ 0 & \cdots & \Phi^T(t) & \end{pmatrix} \quad (6.25a) \]

\[ \Phi^T(t) = (-y^T(t-1) \ldots -y^T(t-na) \ u^T(t-1) \ldots u^T(t-nb)) \quad (6.25b) \]

\[ \theta = \begin{pmatrix} \theta^1 \\ \vdots \\ \theta^{ny} \end{pmatrix} \quad (6.25c) \]

\[ \begin{pmatrix} (\theta^1)^T \\ \vdots \\ (\theta^{ny})^T \end{pmatrix} = (A_1 \ldots A_{na} \ B_1 \ldots B_{nb}) \quad (6.25d) \]

The set \( \mathcal{D} \) associated with (6.22) is the whole space \( \mathcal{R}^{nb} \).

For an illustration of (6.25) consider the case \( ny = 2, nu = 3, na = 1, nb = 2 \) and set

\[ A_1 = \begin{pmatrix} a^{11} & a^{12} \\ a^{21} & a^{22} \end{pmatrix} \quad B_1 = \begin{pmatrix} b_1^{11} & b_1^{12} & b_1^{13} \\ b_1^{21} & b_1^{22} & b_1^{23} \end{pmatrix} \quad B_2 = \begin{pmatrix} b_2^{11} & b_2^{12} & b_2^{13} \\ b_2^{21} & b_2^{22} & b_2^{23} \end{pmatrix} \]

Then

\[ \Phi^T(t) = (-y_1(t-1) - y_2(t-1) \ u_1(t-1) \ u_2(t-1) \ u_3(t-1) \ u_1(t-2) \ u_2(t-2)) \]

\[ \theta^1 = (a^{11} \ b_1^{11} \ b_1^{12} \ b_1^{13} \ b_2^{11} \ b_2^{12} \ b_2^{13})^T \]

\[ \theta^2 = (a^{21} \ b_1^{21} \ b_1^{22} \ b_1^{23} \ b_2^{21} \ b_2^{22} \ b_2^{23})^T \]

The full polynomial form (6.24) gives a natural and straightforward extension of the scalar model (6.13). Identification methods for estimating the parameters in the full polynomial form will look simple. However, this structure also has some drawbacks. The full polynomial form is not a canonical parametrization. Roughly speaking, this means that there are linear systems of the form (6.22) whose transfer function matrix \( A^{-1}(q^{-1})B(q^{-1}) \) cannot be uniquely parametrized by \( \theta \). Such systems cannot be identified using the full polynomial model, as should be intuitively clear. Note, however, that these ‘problematic’ systems are rare, so that the full polynomial form can be used to represent uniquely almost all linear systems of the form (6.22). The important problem of the uniqueness of the parametrization is discussed in the next section. A detailed analysis of the full polynomial model is provided in Complement C6.1.

Example 6.4 Diagonal form of a multivariable system

This model can be seen as another generalization of (6.13) to the multivariable case. Here the \( (ny|ny) \) matrix \( A(q^{-1}) \) is assumed to be diagonal. More specifically,
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\[ A(q^{-1}; \theta)y(t) = B(q^{-1}; \theta)u(t) + e(t) \]  

\[ A(z; \theta) = \begin{pmatrix} a_1(z; \theta) & 0 \\ \vdots & \ddots \\ 0 & a_{ny}(z; \theta) \end{pmatrix} \]  

where

\[ a_i(z; \theta) = 1 + a_{1,i}z + \ldots + a_{nai,i}z^{nai} \]

are scalar polynomials. Further,

\[ B(z; \theta) = \begin{pmatrix} B_1(z; \theta) \\ \vdots \\ B_{ny}(z; \theta) \end{pmatrix} \]

where \( B_i(z; \theta) \) is the following row-vector polynomial of dimension \( nu \):

\[ B_i(z; \theta) = b_{1,i}^Tz + \ldots + b_{nbi,i}^Tz^{nbi} \quad (b_{k,i} \text{ are } (nu|1) \text{ vectors}) \]

The integer-valued parameters \( nai \) and \( nbi, i = 1, \ldots, ny \) are the structural indices of the parametrization. The model can be written as

\[ y(t) = \phi^T(t)\theta + e(t) \]

where the parameter vector \( \theta \) and the matrix \( \phi(t) \) are given by

\[ \theta = \begin{pmatrix} \theta^1 \\ \vdots \\ \theta^{ny} \end{pmatrix} \quad \phi(t) = \begin{pmatrix} \varphi_1(t) & \ldots & 0 \\ \vdots & \ddots & \vdots \\ 0 & \ldots & \varphi_{ny}(t) \end{pmatrix} \]  

\[ \theta^i = (a_{1,i} \ldots a_{nai,i} \ b_{1,i}^T \ldots b_{nbi,i}^T)^T \]

\[ \varphi_i(t) = (-y_i(t-1) \ldots -y_i(t-nai) \ u^T(t-1) \ldots u^T(t-nbi))^T \]

The diagonal form model is a canonical parametrization of a linear model of the type of (6.22) (see, for example, Kashyap and Rao, 1976). However, compared to the full polynomial model, it has some drawbacks. First, estimation of the parameters in full polynomial form models may lead to simpler algorithms than those associated with diagonal models (see Chapter 8). Second, the structure of the diagonal model (6.27) clearly is more complicated than that of the full polynomial model (6.25). For the model (6.27) \( 2ny \) structure indices have to be determined while the model (6.25) needs determination of only two structure indices (the degrees \( na \) and \( nb \)). Determination of a large number of structural parameters, which in practical applications is most often done by scanning all the combinations of the structure parameters that are thought to be possible, may lead to a prohibitive computational burden. Third, the model (6.27) may often contain more unknown parameters than (6.25), as the following simple example demonstrates: consider a linear system given by (6.22) with \( ny = nu \) and \( na = nb = 1 \); then the model (6.24), (6.25) will contain \( 2ny^2 \) parameters, while the diagonal model (6.26), (6.27) will most often contain about \( ny^3 \) parameters.  

\[ \blacksquare \]
For both the full polynomial form and the diagonal form models the number of parameters used can be larger than necessary. If the number of parameters in a model is reduced, the user may gain two things. One is that the numerical computation required to obtain the parameter estimates will in general terms be simpler since the problem is of a lower dimension. The other advantage, which will be demonstrated later, is that using fewer free parameters will in a certain sense lead to a more accurate model (see (11.40)).

The following example presents a model for multivariable systems where the internal structure is of importance.

**Example 6.5 A state space model**
Consider a linear stochastic model in the state space form

\[
x(t + 1) = A(\theta)x(t) + B(\theta)u(t) + \nu(t)
\]

\[
y(t) = C(\theta)x(t) + \tilde{e}(t)
\]

(6.28)

Here \(\nu(t)\) and \(\tilde{e}(t)\) are (multivariate) white noise sequences with zero means and the following covariances:

\[
Ev(t)\nu^T(s) = R_1(\theta)\delta_{t,s}
\]

\[
Ev(t)\tilde{e}^T(s) = R_{12}(\theta)\delta_{t,s}
\]

(6.29)

\[
E\tilde{e}(t)\tilde{e}^T(s) = R_2(\theta)\delta_{t,s}
\]

The matrices \(A(\theta), B(\theta), C(\theta), R_1(\theta), R_{12}(\theta), R_2(\theta)\) can depend on the parameter vector in different ways. A typical case is when a model of the form (6.28) is partially known but some of its matrix elements remain to be estimated. No particular parametrization will be specified here.

Next consider how the model (6.28) should be transformed into the general form (6.1) introduced at the beginning of this chapter. The transfer function \(G(q^{-1}; \theta)\) is easily found: it can be seen that for the model (6.28) the influence of the input \(u(t)\) on the output \(y(t)\) is characterized by the transfer function

\[
G(q^{-1}; \theta) = C(\theta)[qI - A(\theta)]^{-1}B(\theta)
\]

(6.30)

To find the filter \(H(q^{-1}; \theta)\) and the covariance matrix \(\Lambda(\theta)\) is a bit more complicated. Equation (6.28) must be transformed into the so-called innovation form. Note that in (6.1) the only noise source is \(e(t)\), which has the same dimension as the output \(y(t)\). However, in (6.28) there are two noise sources acting on \(y(t)\): the ‘process noise’ \(\nu(t)\) and the ‘measurement noise’ \(\tilde{e}(t)\). This problem can be solved using spectral factorization, as explained in Appendix A6.1. We must first solve the Riccati equation

\[
P(\theta) = A(\theta)P(\theta)A^T(\theta) + R_1(\theta) - [A(\theta)P(\theta)C^T(\theta) + R_{12}(\theta)] \times [C(\theta)P(\theta)C^T(\theta) + R_2(\theta)]^{-1}[C(\theta)P(\theta)A^T(\theta) + R_{12}(\theta)]
\]

(6.31)

taking the symmetric positive definite solution, and then compute the Kalman gain

\[
K(\theta) = [A(\theta)P(\theta)C^T(\theta) + R_{12}(\theta)][C(\theta)P(\theta)C^T(\theta) + R_2(\theta)]^{-1}
\]

(6.32)
It is obvious that both $P$ and $K$ computed from (6.31) and (6.32) will depend on the parameter vector $\theta$. The system (6.28) can then be described, using the one-step predictions $\hat{x}(t + 1|t)$ as state variables, as follows:

$$\hat{x}(t + 1|t) = A(\theta)\hat{x}(t|t - 1) + B(\theta)u(t) + K(\theta)\hat{y}(t)$$
$$y(t) = C(\theta)\hat{x}(t|t - 1) + \hat{y}(t) \tag{6.33}$$

where

$$\hat{y}(t) = y(t) - C(\theta)\hat{x}(t|t - 1) \tag{6.34}$$

is the output innovation at time $t$. The innovation has a covariance matrix equal to

$$\text{cov}[\hat{y}(t)] = C(\theta)P(\theta)C^T(\theta) + R_2(\theta) \tag{6.35}$$

The innovations $\hat{y}(t)$ play the role of $e(t)$ in (6.1). Hence from (6.33), (6.35), $H(q^{-1}; \theta)$ and $\Lambda(\theta)$ are given by

$$H(q^{-1}; \theta) = I + C(\theta)[qI - A(\theta)]^{-1}K(\theta) \tag{6.36}$$
$$\Lambda(\theta) = C(\theta)P(\theta)C^T(\theta) + R_2(\theta)$$

Now consider the set $\mathcal{D}$, in (6.2). For this case (6.33), (6.34) give

$$\hat{x}(t + 1|t) = [A(\theta) - K(\theta)C(\theta)]\hat{x}(t|t - 1) + B(\theta)u(t) + K(\theta)y(t)$$
$$\hat{y}(t) = -C(\theta)\hat{x}(t|t - 1) + y(t)$$

Comparing this with

$$\hat{y}(t) = e(t) = H^{-1}(q^{-1}; \theta)y(t) - H^{-1}(q^{-1}; \theta)G(q^{-1}; \theta)u(t)$$

derived from (6.1), it follows that

$$H^{-1}(q^{-1}; \theta) = I - C(\theta)[qI - A(\theta) + K(\theta)C(\theta)]^{-1}K(\theta)$$
$$H^{-1}(q^{-1}; \theta)G(q^{-1}; \theta) = C(\theta)[qI - A(\theta) + K(\theta)C(\theta)]^{-1}B(\theta)$$

The poles of $H^{-1}(q^{-1}; \theta)$ and $H^{-1}(q^{-1}; \theta)G(q^{-1}; \theta)$ are therefore given by the eigenvalues of the matrix $A(\theta) - K(\theta)C(\theta)$. Since the positive definite solution of the Riccati equation (6.31) was selected, all these eigenvalues lie inside the unit circle (see Appendix A6.1; and Anderson and Moore, 1979). Hence the restriction $\theta \in \mathcal{D}$, (6.2), does not introduce any further constraints here: this restriction is automatically handled as a by-product.

**Continuous time models**

An important special case of the discrete time state space model (6.28) occurs by sampling a parametrized continuous time model. To be strict one should use a stochastic differential equation driven by a Wiener process, see Åström (1970). Such a linear continuous-time stochastic model can be written as
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\[ dx(t) = F(\theta)x(t)dt + G(\theta)u(t)dt + dw(t) \]  
\[ Edw(t)dw(t)^T = R(\theta)dt \]  

where \( w(t) \) is a Wiener process.

An informal way to represent (6.37a) is to use a (continuous time) white noise process \( \dot{w}(t) \) (corresponding to the derivative of the Wiener process \( w(t) \)). Then the model can be written as

\[ \dot{x}(t) = F(\theta)x(t) + G(\theta)u(t) + \dot{w}(t) \]  
\[ E\dot{w}(t)\dot{w}^T(s) = R(\theta)\delta(t - s) \]  

where \( \delta(t) \) is the Dirac delta-function. Equation (6.37b) can be complemented with

\[ y(t) = C(\theta)x(t) + \dot{\epsilon}(t) \]  
\[ Ey(t)\dot{\epsilon}^T(s) = R_2(\theta)\delta_{t,s} \]  

showing how certain linear combinations of the state vector are measured in discrete time.

Note that model parametrizations based on physical insight can often be more easily described by the continuous time model (6.37) than by the discrete time model (6.28). The reason is that many basic physical laws which can be used in modeling are given in the form of differential equations. As a simple illustration let \( x_1(t) \) be the position and \( x_2(t) \) the velocity of some moving object. Then trivially \( \dot{x}_1(t) = x_2(t) \), which must be one of the equations of (6.37). Therefore physical laws will allow certain ‘structural information’ to be included in the continuous time model.

The solution of (6.37) is given by (see, for example, Kailath, 1980; Åström, 1970)

\[ x(t) = e^{F(\theta)(t-t_0)}x(t_0) + \int_{t_0}^{t} e^{F(\theta)(t-s)}G(\theta)u(s)ds + \int_{t_0}^{t} e^{F(\theta)(t-s)}\dot{w}(s)ds \]  

where \( x(t_0) \) denotes the initial condition. The last term should be written more formally as

\[ \int_{t_0}^{t} e^{F(\theta)(t-s)}dw(s) \]  

Next, assume that the input signal is kept constant over the sampling intervals. Then the sampling of (6.37), (6.38) will give a discrete time model of the form (6.28), (6.29) with

\[ A(\theta) = e^{F(\theta)h} \]  
\[ B(\theta) = \int_{0}^{h} e^{F(\theta)s}G(\theta)ds \]  
\[ R_1(\theta) = \int_{0}^{h} e^{F(\theta)s}R(\theta)e^{F(\theta)s}ds \]  
\[ R_{12}(\theta) = 0 \]  

(6.40)
where $h$ denotes the sampling interval and it is assumed that the process noise $\eta(t)$ (or $\hat{\eta}(t)$) and the measurement noise $\bar{e}(s)$ are independent for all $t$ and $s$.

To verify (6.40) set $t_0 = t$ and $t = t + h$ in (6.39a). Then

$$ x(t + h) = e^{F(\theta)h}x(t) + \int_t^{t+h} e^{F(\theta)(t+h-s)}G(\theta)ds u(t) + v(t) $$

where the process noise $v(t)$ is defined as

$$ v(t) = \int_t^{t+h} e^{F(\theta)(t+h-s)}\bar{\eta}(s)ds $$

The sequence $\{v(t)\}$ is uncorrelated (white noise). The covariance matrix of $v(t)$ is given by

$$ Ev(t)v^T(t) = E \int_t^{t+h} \int_t^{t+h} e^{F(\theta)(t+h-s')}\bar{\eta}(s')\bar{\eta}^T(s'')e^{F(\theta)(t+h-s'')}ds' ds'' $$

$$ = \int_t^{t+h} \int_t^{t+h} e^{F(\theta)(t+h-s')}R(\theta)\delta(s' - s'')e^{F(\theta)(t+h-s'')}ds' ds'' $$

$$ = \int_t^{t+h} e^{F(\theta)(t+h-s')}R(\theta)e^{F(\theta)(t+h-s')}ds $$

$$ = \int_0^h e^{F(\theta)s}R(\theta)e^{F(\theta)s}ds $$

So far only linear models have been considered. Nonlinear dynamics can of course appear in many ways. Sometimes the nonlinearity appears only as a nonlinear transformation of the signals involved. Such cases can be incorporated directly into the previous framework simply by redefining the signals. This is illustrated in the following example.

**Example 6.6 A Hammerstein model**

Consider the scalar model

$$ A(q^{-1})y(t) = B_1(q^{-1})u(t) + B_2(q^{-1})u^2(t) + \ldots + B_m(q^{-1})u^m(t) + e(t) \quad (6.41) $$

The relationship between $u$ and $y$ is clearly nonlinear. By defining a new artificial input

$$ \tilde{u}(t) = \begin{pmatrix} u(t) \\ u^2(t) \\ \vdots \\ u^m(t) \end{pmatrix} $$

and setting

$$ \tilde{B}(q^{-1}) = (B_1(q^{-1}) \quad B_2(q^{-1}) \quad \ldots \quad B_m(q^{-1})) $$

the model (6.41) can be written as a multi-input, single-output equation

$$ A(q^{-1})y(t) = \tilde{B}(q^{-1})\tilde{u}(t) + e(t) \quad (6.42) $$
However, this is a standard linear model if $\hat{u}(t)$ is now regarded as the input signal. One can then use all the powerful tools applicable to linear models to estimate the parameters, evaluate the properties of the estimates, etc.

6.3 Uniqueness properties

So far in this chapter, a general model structure for linear systems has been described as well as a number of typical special cases of the structure (6.1). Chapter 11 will return to the question of how to determine an appropriate model structure from a given set of data.

Choosing a class of model structures

In general terms it is first necessary to choose a class of model structures and then make an appropriate choice within this class. The general SISO model (6.14) is one example of a class of model structures; the state space models (6.28) and the nonlinear difference equations (6.41) correspond to other classes. For the class (6.14), the choice of model structure consists of selecting the polynomial degrees $na$, $nb$, $nc$, $nd$ and $nf$. For a multivariable model such as the state space equation (6.28), both the structure parameter(s) (in the case of (6.28), the dimension of the state vector) and the parametrization itself (i.e. the way in which $\theta$ enters into the matrices $A(\theta)$, $B(\theta)$, etc.) should be chosen.

The choice of a class of model structures to a large extent should be made according to the aim of the modeling (that is to say, the model set should be chosen that best fits the final purpose). At this stage it is sufficient to note that there are indeed many other factors that influence the selection of a model structure class. Four of the most important factors are:

- **Flexibility.** It should be possible to use the model structure to describe most of the different system dynamics that can be expected in the application. Both the number of free parameters and the way they enter into the model are important.

- **Parsimony.** The model structure should be parsimonious. This means that the model should contain the smallest number of free parameters required to represent the true system adequately.

- **Algorithm complexity.** Some identification methods such as the prediction error method (PEM) (see Chapter 7) can be applied to a variety of model structures. However, the form of structure selected can considerably influence the amount of computation needed.

- **Properties of the criterion function.** The asymptotic properties of PEM estimates depend crucially on the criterion function. The existence of local (i.e. nonglobal) minima as well as nonunique global minima is very much dependent on the model structure used.

Some detailed discussion of the factors above can be found in Chapters 7, 8 and 11. Specifically, parsimony is discussed in Complement C11.1; computational complexity in
General uniqueness considerations

There is one aspect related to parsimony that should be analyzed here. This concerns the problem of adequately and uniquely describing a given system within a certain model structure. To formalize such a problem one must of course introduce some assumptions on the true system (i.e. the mechanism that produces the data $u(1), y(1), u(2), y(2), \ldots$). It should be stressed that such assumptions are needed for the analysis only. The application of identification techniques is not dependent on the validity of such assumptions.

Assume that the true system $\mathcal{S}$ is linear, discrete time, and that its disturbances have rational spectral density. Then it can be described as

$$y(t) = G_s(q^{-1})u(t) + H_s(q^{-1})e_s(t)$$

$$Ee_s(t)e_s^T(t') = \Lambda_s \delta_{t,t'} \quad (6.43)$$

Introduce the set

$$D_T(\mathcal{S}, \mathcal{M}) = \{ \theta | G_s(q^{-1}) \equiv G(q^{-1}; \theta), \quad H_s(q^{-1}) \equiv H(q^{-1}; \theta), \quad \Lambda_s = \Lambda(\theta) \} \quad (6.44)$$

The set $D_T(\mathcal{S}, \mathcal{M})$ consists of those parameter vectors for which the model structure $\mathcal{M}$ gives a perfect description of the true system $\mathcal{S}$. Three situations can occur:

- The set $D_T(\mathcal{S}, \mathcal{M})$ may be empty. Then no perfect description of the system can be obtained in $\mathcal{M}$, no matter how the parameter vector is chosen. One can say that the model structure has too few parameters to describe the system adequately. This is called underparametrization.

- The set $D_T(\mathcal{S}, \mathcal{M})$ may consist of one point. This will then be denoted by $\theta_0$. This is the ideal case; $\theta_0$ is called the true parameter vector.

- The set $D_T(\mathcal{S}, \mathcal{M})$ may consist of several points. Then there are several models within the model set that give a perfect description of the system. This situation is sometimes referred to as overparametrization. In such a case one can expect that numerical problems may occur when the parameter estimates are sought. This is certainly the case when the points of $D_T(\mathcal{S}, \mathcal{M})$ are not isolated. In many cases, such as those illustrated in Example 6.7, the set $D_T(\mathcal{S}, \mathcal{M})$ will in fact be a connected subset (or even a linear subspace).

ARMAX models

Example 6.7 Uniqueness properties for an ARMAX model
Consider a (scalar) ARMAX model, $(6.3)-(6.4)$,
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Uniqueness properties

\[ A(q^{-1})y(t) = B(q^{-1})u(t) + C(q^{-1})e(t) \quad Ee^2(t) = \lambda^2 \] (6.45)

Let the true system be given by

\[ A_s(q^{-1})y(t) = B_s(q^{-1})u(t) + C_s(q^{-1})e_s(t) \quad Ee_s^2(t) = \lambda_s^2 \] (6.46)

with

\[
A_s(q^{-1}) = 1 + a_1^s q^{-1} + \ldots + a_{na_s}^s q^{-na_s},
B_s(q^{-1}) = b_1^s q^{-1} + \ldots + b_{nb_s}^s q^{-nb_s},
C_s(q^{-1}) = 1 + c_1^s q^{-1} + \ldots + c_{nc_s}^s q^{-nc_s},
\] (6.47)

Assume that the polynomials \( A_s, B_s \) and \( C_s \) are coprime, i.e. that there is no common factor to all three polynomials.

The identities in (6.44) defining the set \( D_T(\mathcal{A}, \mathcal{M}) \) now become

\[
\frac{B_s(q^{-1})}{A_s(q^{-1})} = \frac{B(q^{-1})}{A(q^{-1})}, \quad \frac{C_s(q^{-1})}{A(q^{-1})} = \frac{C(q^{-1})}{A(q^{-1})}, \quad \lambda_s^2 = \lambda^2
\] (6.48)

For (6.48) to have a solution it is necessary that

\[ na \geq na_s, \quad nb \geq nb_s, \quad nc \geq nc_s \] (6.49)

This means that every model polynomial should have at least as large a degree as the corresponding system polynomial. The inequalities in (6.49) can be summarized as

\[ n^* \equiv \min(na - na_s, nb - nb_s, nc - nc_s) \geq 0 \] (6.50)

One must now find a solution of (6.48) with respect to the coefficients of \( A, B, C \) and \( \lambda^2 \). Assume that (6.50) holds. Trivially, \( \lambda^2 = \lambda_s^2 \). To continue, let us first discuss the more simple case of a pure ARMA process. Then \( nb = nb_s = 0 \) and the first identity in (6.48) can be dispensed with. In the second identity note that \( A_s \) and \( C_s \) have no common factor and further that both sides must have the same poles and zeros. These observations imply

\[
A(q^{-1}) = A_s(q^{-1})D(q^{-1})
\]
\[
C(q^{-1}) = C_s(q^{-1})D(q^{-1})
\] (6.51)

where

\[ D(q^{-1}) = 1 + d_1 q^{-1} + \ldots + d_{nd} q^{-nd} \]

has arbitrary coefficients. The degree \( nd \) is given by

\[ nd = \deg D = \min(na - na_s, nc - nc_s) = n^* \]

Thus if \( n^* > 0 \) there are infinitely many solutions to (6.48) (obtained by varying \( d_1, \ldots, d_{n^*} \)). On the other hand, if \( n^* = 0 \) then \( D(q^{-1}) = 1 \) and (6.48) has a unique solution. The condition \( n^* = 0 \) means that at least one of the polynomials \( A(q^{-1}) \) and \( C(q^{-1}) \) has the same degree as the corresponding polynomial of the true system.

Next examine the somewhat more complicated case of a general ARMAX structure. Assume that \( A_s(q^{-1}) \) and \( C_s(q^{-1}) \) have exactly \( nl \) (\( nl \geq 0 \)) common zeros. Then there exist unique polynomials \( A_0(q^{-1}) \), \( C_0(q^{-1}) \) and \( L(q^{-1}) \), such that
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\[ L(q^{-1}) = 1 + l_1 q^{-1} + \ldots + l_n q^{-nl} \]
\[ A_s(q^{-1}) \equiv A_0(q^{-1}) L(q^{-1}) \]
\[ C_s(q^{-1}) \equiv C_0(q^{-1}) L(q^{-1}) \quad (6.52) \]
\[ A_0(q^{-1}), \ C_0(q^{-1}) \text{ coprime} \]
\[ B_s(q^{-1}), \ L(q^{-1}) \text{ coprime} \]

The second identity in (6.48) gives

\[ \frac{C_0(q^{-1})}{A_0(q^{-1})} \equiv \frac{C(q^{-1})}{A(q^{-1})} \]

Since \( A_0(q^{-1}) \) and \( C_0(q^{-1}) \) are coprime, it follows that

\[ A(q^{-1}) \equiv A_0(q^{-1}) M(q^{-1}) \]
\[ C(q^{-1}) \equiv C_0(q^{-1}) M(q^{-1}) \quad (6.53) \]

where

\[ M(q^{-1}) = 1 + m_1 q^{-1} + \ldots + m_{nm} q^{-nm} \]

has arbitrary coefficients and degree

\[ \deg M = nm = \min (na - \deg A_0, \ nc - \deg C_0) \]
\[ = nl + \min (na - na_s, \ nc - nc_s) \quad (6.54) \]

Using (6.52), (6.53) in the first identity of (6.48) gives

\[ \frac{B_s(q^{-1})}{A_0(q^{-1}) L(q^{-1})} \equiv \frac{B(q^{-1})}{A_0(q^{-1}) M(q^{-1})} \quad (6.55) \]

Now cancel the factor \( A_0(q^{-1}) \). Since \( B_s(q^{-1}) \) and \( L(q^{-1}) \) are coprime (cf. (6.52)), it follows from (6.55) that

\[ B(q^{-1}) \equiv B_s(q^{-1}) D(q^{-1}) \]
\[ M(q^{-1}) \equiv L(q^{-1}) D(q^{-1}) \quad (6.56) \]

where

\[ D(q^{-1}) = 1 + d_1 q^{-1} + \ldots + d_{nd} q^{-nd} \quad (6.57a) \]

has arbitrary coefficients. Its degree is given by

\[ \deg D = nd = \min (nb - nb_s, \ nm - nl) = n^* \quad (6.57b) \]

Further (6.52), (6.53) and (6.56) together give the general solution to (6.48):

\[ A(q^{-1}) = A_s(q^{-1}) D(q^{-1}) \]
\[ B(q^{-1}) = B_s(q^{-1}) D(q^{-1}) \]
\[ C(q^{-1}) = C_s(q^{-1}) D(q^{-1}) \quad (6.58) \]
where $D(q^{-1})$ must have all zeros outside the unit circle (cf. (6.2)) but is otherwise arbitrary.

To summarize, for an ARMAX model:

- If $n^* < 0$ there is no point in the set $D_T(\mathcal{F}, \mathcal{M})$.
- If $n^* = 0$ there is exactly one point in the set $D_T(\mathcal{F}, \mathcal{M})$.
- If $n^* > 0$ there are infinitely many points in $D_T(\mathcal{F}, \mathcal{M})$. (More exactly, $D_T(\mathcal{F}, \mathcal{M})$ is a linear subspace of dimension $n^*$.)

The following paragraphs present some results on the uniqueness properties of other model structures.

**Diagonal form and full polynomial form**

Consider first the diagonal form (6.26)–(6.27) for a multivariable system, and concentrate on the deterministic part only. The transfer function operator from $u(t)$ to $y(t)$ is given by

$$
G(q^{-1}; \theta) = A^{-1}(q^{-1}; \theta)B(q^{-1}; \theta)
$$

$$
= \begin{pmatrix}
B_1(q^{-1}; \theta)/a_1(q^{-1}; \theta) \\
\vdots \\
B_{ny}(q^{-1}; \theta)/a_{ny}(q^{-1}; \theta)
\end{pmatrix}
$$

(6.59a)

The condition $n^* \geq 0$, (6.50), can now be generalized to

$$
n_i^* \triangleq \min(nai - nai_s, nbi - nbi_s) \geq 0 \quad i = 1, \ldots, ny
$$

(6.59b)

which is necessary for the existence of a parameter vector $\theta_0$ that gives the true transfer function. The condition required for $\theta_0$ to be unique is

$$
n_i^* = 0 \quad i = 1, \ldots, ny
$$

(6.59c)

The full polynomial form (6.22) will often but not always give uniqueness. Exact conditions for uniqueness are derived in Complement C6.1. The following example demonstrates that nonuniqueness may easily occur for multivariable models (not necessarily of the full polynomial form).

**Example 6.8 Nonuniqueness of a multivariable model**

Consider a deterministic multivariable system with $ny = 2$, $nu = 1$ given by

$$
y(t) - \begin{pmatrix} \alpha & 2 - \alpha \\ \alpha & 2 - \alpha \end{pmatrix}y(t - 1) = \begin{pmatrix} 1 \\ 1 \end{pmatrix}u(t - 1)
$$

(6.60a)

where $\alpha$ is a parameter. The corresponding transfer function operator is given by

$$
G(q^{-1}) = \begin{pmatrix} q - \alpha & -2 + \alpha \\ -\alpha & q - 2 + \alpha \end{pmatrix}^{-1} \begin{pmatrix} 1 \\ 1 \end{pmatrix} = \frac{q^{-1}}{1 - 2q^{-1}} \begin{pmatrix} 1 \\ 1 \end{pmatrix}
$$

(6.60b)
which is independent of $\alpha$. Hence all models of the form (6.60a), for any value of $\alpha$, will give the same transfer function operator $G(q^{-1})$. In particular, this means that the system cannot be uniquely represented by a first-order full polynomial form model. Note that this conclusion follows immediately from the result (C6.1.3) in Complement C6.1.

\section*{State space models}

The next example considers state space models without any specific parametrization, and shows that if all matrix elements are assumed unknown, then uniqueness cannot hold. (See also Problem 6.3.)

\begin{example}
Nonuniqueness of general state space models
\end{example}

Consider the multivariable model
\begin{align}
x(t + 1) &= Ax(t) + Bu(t) + v(t) \\
y(t) &= Cx(t) + e(t)
\end{align}
\hfill (6.61a)

where \{v(t)\} and \{e(t)\} are mutually independent white noise sequences with zero means and covariance matrices $R_1$ and $R_2$, respectively. Assume that all the matrix elements are free to vary. Consider also a second model
\begin{align}
\dot{x}(t + 1) &= \bar{A}\dot{x}(t) + \bar{B}u(t) + \bar{v}(t) \\
y(t) &= \bar{C}\dot{x}(t) + e(t)
\end{align}
\hfill (6.61b)

\begin{align}
E\bar{v}(t)\bar{v}^T(s) &= \bar{R}_1\delta_{t,s} & Ee(t)e^T(s) &= R_2\delta_{t,s} \\
E\bar{v}(t)e^T(s) &= 0
\end{align}

where
\begin{align}
\bar{A} &= QAQ^{-1} & \bar{B} &= QB & \bar{C} &= CQ^{-1} \\
\bar{R} &= QR_1Q^T
\end{align}

and $Q$ is an arbitrary nonsingular matrix. The models above are equivalent in the sense that they have the same transfer function from $u$ to $y$ and their outputs have the same second-order properties. To see this, first calculate the transfer function operator from $u(t)$ to $y(t)$ of the model (6.61b).
\begin{align}
G(q^{-1}) &= \bar{C}[ql - \bar{A}]^{-1}\bar{B} \\
&= CQ^{-1}[ql - QAQ^{-1}]^{-1}QB \\
&= C[Q^{-1}(ql - QAQ^{-1})Q]^{-1}B \\
&= C[ql - A]^{-1}B
\end{align}

This transfer function is independent of the matrix $Q$. To analyze the influence of the stochastic terms on $y(t)$, it is more convenient in this case to examine the spectral density
\[ \phi_r(\omega) \] rather than to explicitly derive \( H(q^{-1}) \) and \( \Lambda \) in (6.1). Once \( \phi_r(\omega) \) is known, \( H(q^{-1}) \) and \( \Lambda \) are uniquely given, by the spectral factorization theorem. To evaluate \( \phi_r(\omega) \) for the model (6.61b), set \( u(t) \equiv 0 \). Then
\[
2\pi \phi_r(\omega) = C[e^{i\omega}I - \bar{A}]^{-1} \bar{R}_1[e^{-i\omega}I - \bar{A}^T]^{-1} \bar{C}^T + R_2
\]
\[
= CQ^{-1}[e^{i\omega}I - \bar{A}]^{-1}QR_1Q^T[e^{-i\omega}I - \bar{A}^T]^{-1}Q^{-T}C^T + R_2
\]
\[
= C[Q^{-1}(e^{i\omega}I - \bar{A})Q]^{-1}R_1[Q^T(e^{-i\omega}I - \bar{A}^T)Q^{-1}]C^T + R_2
\]
\[
= C[e^{i\omega}I - A]^{-1}R_1[e^{-i\omega}I - A^T]^{-1}C^T + R_2
\]
Thus the spectral density (and hence \( H(q^{-1}) \) and \( \Lambda \)) are also independent of \( Q \). Since \( Q \) can be chosen as an arbitrary nonsingular matrix, it follows that the model is not unique in the sense that \( D_T(\mathcal{I}, \mathcal{M}) \) consists of an infinity of points. To get a unique model it is necessary to impose restrictions of some form on the matrix elements. This is a topic that belongs to the field of canonical forms. See the bibliographical notes at the end of this chapter for some references.

\[ \square \]

6.4 Identifiability

The concept of identifiability can be introduced in a number of ways, but the following is convenient for the present purposes.

When an identification method \( \mathcal{I} \) is applied to a parametric model structure \( \mathcal{M} \) the resulting estimate is denoted by \( \hat{\theta}(N; \mathcal{I}, \mathcal{M}, \mathcal{I}, \mathcal{X}) \). Clearly the estimate will depend not only on \( \mathcal{I} \) and \( \mathcal{M} \) but also on the number of data points \( N \), the true system \( \mathcal{I} \), and the experimental condition \( \mathcal{X} \).

The system \( \mathcal{I} \) is said to be system identifiable under \( \mathcal{M}, \mathcal{I}, \mathcal{X} \), abbreviated \( \text{SI}(\mathcal{M}, \mathcal{I}, \mathcal{X}) \), if
\[
\hat{\theta}(N; \mathcal{I}, \mathcal{M}, \mathcal{I}, \mathcal{X}) \to D_T(\mathcal{I}, \mathcal{M}) \quad \text{as } N \to \infty \quad (6.62)
\]
(with probability one). For \( \text{SI}(\mathcal{M}, \mathcal{I}, \mathcal{X}) \) it is in particular required that the set \( D_T(\mathcal{I}, \mathcal{M}) \) (introduced in (6.44)) is nonempty. If it contains more than one point then (6.62) must be interpreted as
\[
\lim_{N \to \infty} \inf_{\theta \in D_T(\mathcal{I}, \mathcal{M})} \| \hat{\theta}(N; \mathcal{I}, \mathcal{M}, \mathcal{I}, \mathcal{X}) - \theta \| = 0 \quad (6.63)
\]
The meaning of (6.63) is that the shortest distance between the estimate \( \hat{\theta} \) and the set \( D_T(\mathcal{I}, \mathcal{M}) \) of all parameter vectors describing \( G(q^{-1}) \) and \( H(q^{-1}) \) exactly, tends to zero as the number of data points tends to infinity.

We say that the system \( \mathcal{I} \) is parameter identifiable under \( \mathcal{M}, \mathcal{I}, \mathcal{X} \), abbreviated \( \text{PI}(\mathcal{M}, \mathcal{I}, \mathcal{X}) \), if it is \( \text{SI}(\mathcal{M}, \mathcal{I}, \mathcal{X}) \) and \( D_T(\mathcal{I}, \mathcal{M}) \) consists of exactly one point. This is the ideal case. If the system is \( \text{PI}(\mathcal{M}, \mathcal{I}, \mathcal{X}) \) then the parameter estimate \( \hat{\theta} \) will be unique for large values of \( N \) and also consistent (i.e. \( \hat{\theta} \) converges to the true value, as given by the definition of \( D_T(\mathcal{I}, \mathcal{M}) \)).

Here the concept of identifiability has been separated into two parts. The convergence of the parameter estimate \( \hat{\theta} \) to the set \( D_T(\mathcal{I}, \mathcal{M}) \) (i.e. the system identifiability) is a
property that basically depends on the identification method \( \mathcal{I} \). This is a most desirable property and should hold for as general experimental conditions \( \mathcal{M} \) as possible. It is then 'only' the model parametrization or model structure \( \mathcal{M} \) that determines whether the system is also parameter identifiable. It is of course desirable to choose the model structure so that the set \( D_I(\mathcal{I}, \mathcal{M}) \) has precisely one point. Some practical aspects on this problem are given in Chapter 11.

**Summary**

In this chapter various aspects of the choice of model structure have been discussed. Sections 6.1 and 6.2 described various ways of classifying model structures, and a general form of model structure for linear multivariable systems was given. Some restrictions on the model parameters were noted. Section 6.2 gave examples of the way in which some well-known model structures can be seen as special cases of the general form (6.1). Section 6.3 discussed the important problem of model structure uniqueness (i.e. the property of a model set to represent uniquely an arbitrary given system). The case of ARMAX models was analyzed in detail. Finally, identifiability concepts were introduced in Section 6.4.

**Problems**

**Problem 6.1 Stability boundary for a second-order system**
Consider a second-order AR model

\[
y(t) + a_1 y(t - 1) + a_2 y(t - 2) = e(t)
\]

Derive and plot the area in the \((a_1, a_2)\)-plane for which the model is asymptotically stable.

**Problem 6.2 Spectral factorization**
Consider a stationary stochastic process \( y(t) \) with spectral density

\[
\phi_y(\omega) = \frac{1}{2\pi} \frac{5 - 4 \cos \omega}{8.2 - 8 \cos \omega}
\]

Show that this process can be represented as a first-order ARMA process and derive its parameters.

**Problem 6.3 Further comments on the nonuniqueness of stochastic state space models**
Consider the following stochastic state space model (cf. (6.61)):

\[
x(t + 1) = Ax(t) + Bv(t) \\
y(t) = Cx(t) + e(t)
\]

where
\[ E \begin{pmatrix} v(t) \\ e(t) \end{pmatrix} R^{T} = R \delta_{t,s} \]

It was shown in Example 6.9 that the representation (i) of the stochastic process \( y(t) \) is not unique unless the matrices \( A, B \) and \( C \) are canonically parametrized.

There is also another type of nonuniqueness of (i) as a second-order representation of \( y(t) \), induced by an 'inappropriate' parametrization of \( R \) (the matrices \( A, B \) and \( C \) being canonically parametrized or even given). To see this, consider (i) with

\[
A = \frac{1}{2}, \quad B = 1, \quad C = 1 \\
R = \begin{pmatrix}
10 - \frac{3}{4}q & \frac{1}{2}q \\
\frac{1}{2}q & q
\end{pmatrix}
\quad q \in (0, 10)
\]

(ii)

Note that the matrix \( R \) is positive definite as required. Determine the spectral density function of \( y(t) \) corresponding to (i), (ii). Since this function does not depend on \( q \), conclude that \( y(t) \) is not uniquely identifiable in the representation (i), (ii) from second-order data.

\textit{Remark.} This exercise is patterned after Anderson and Moore (1979), where more details on representing stationary second-order processes by state space models may be found.

\textbf{Problem 6.4} A state space representation of autoregressive processes

Consider an autoregressive process \( y(t) \) given (see (6.9)) by

\[ y(t) + a_{1} y(t - 1) + \ldots + a_{n} y(t - n) = e(t) \]

\[ A(z) = 1 + a_{1} z + \ldots + a_{n} z^{n} \neq 0 \quad \text{for } |z| \leq 1 \]

Derive a state space representation of \( y(t) \)

\[ x(t + 1) = Ax(t) + Be(t + 1) \]

\[ y(t) = Cx(t) \] (i)

with the matrix \( A \) in the following companion form:

\[
A = \begin{pmatrix}
-a_{1} & \ldots & -a_{n-1} & a_{n} \\
1 & 0 & 0 & \ddots \\
& \ddots & \ddots & \ddots \\
0 & & 1 & 0
\end{pmatrix}
\]

Discuss the identifiability properties of the representation. In particular, is it uniquely identifiable from second-order data?

\textbf{Problem 6.5} Uniqueness properties of ARARX models

Consider the set \( D_{T}(\mathcal{I}, \mathcal{M}) \) for the system
\[ A_s(q^{-1})y(t) = B_s(q^{-1})u(t) + \frac{1}{C_s(q^{-1})}e(t) \]

and the model structure
\[ A(q^{-1})y(t) = B(q^{-1})u(t) + \frac{1}{C(q^{-1})}e(t) \]

(which we call ARARX), where
\[
\begin{align*}
A_s(q^{-1}) &= 1 + a_1^s q^{-1} + \ldots + a_{na}^s q^{-na} \\
B_s(q^{-1}) &= b_1^s q^{-1} + \ldots + b_{nb}^s q^{-nb} \\
C_s(q^{-1}) &= 1 + c_1^s q^{-1} + \ldots + c_{nc}^s q^{-nc} \\
A(q^{-1}) &= 1 + a_1 q^{-1} + \ldots + a_{na} q^{-na} \\
B(q^{-1}) &= b_1 q^{-1} + \ldots + b_{nb} q^{-nb} \\
C(q^{-1}) &= 1 + c_1 q^{-1} + \ldots + c_{nc} q^{-nc}
\end{align*}
\]

(a) Derive sufficient conditions for \( D_T(\mathcal{S}, \mathcal{M}) \) to consist of exactly one point.
(b) Give an example where \( D_T(\mathcal{S}, \mathcal{M}) \) contains more than one point.

Remark. Note that in the case of overparametrization the set \( D_T \) consists of a finite number of isolated points. In contrast, for overparameterized ARMAX models \( D_T \) is a connected set (in fact a subspace) (see Example 6.7). A detailed study of the topic of this problem is contained in Stoica and Söderström (1982e).

**Problem 6.6 Uniqueness properties of a state space model**
Consider the state space model
\[
\begin{align*}
x(t + 1) &= \begin{pmatrix} a_{11} & a_{12} \\ a_{12} & a_{22} \end{pmatrix} x(t) + \begin{pmatrix} b \\ 0 \end{pmatrix} u(t) \\
\theta &= \begin{pmatrix} a_{11} & a_{12} \\ a_{12} & a_{22} \\ b \end{pmatrix}^T
\end{align*}
\]

Examine the uniqueness properties for the following cases:
(a) The first state variable is measured.
(b) The second state variable is measured.
(c) Both state variables are measured.

Assume in all cases that the true system is included in the model set.

**Problem 6.7 Sampling a simple continuous time system**
Consider the following continuous time system:
\[
\begin{align*}
\dot{x} &= \begin{pmatrix} 0 & K \\ 0 & 0 \end{pmatrix} x + \begin{pmatrix} K \\ 0 \end{pmatrix} u + \begin{pmatrix} 0 \\ 1 \end{pmatrix} v \\
E v(t) v(s) &= r \delta(t - s) \\
y &= \begin{pmatrix} 1 \\ 0 \end{pmatrix} x
\end{align*}
\]
(This can be written as
\[ Y(s) = \frac{K}{s} U(s) + \frac{K}{s^2} V(s). \]

Assume that the gain \( K \) is unknown and is to be estimated from discrete time measurements
\[ y(t) = (1 \ 0) x(t) \quad t = 1, \ldots, N \]

Find the discrete time description (6.1) of the system, assuming the input is constant over the sampling intervals.

**Bibliographical notes**

Various ways of parametrizing models are described in the survey paper by Hajdasinski et al. (1982). Ljung and Söderström (1983) give general comments on the choice of parametrization.

The ARMAX model (6.3) has been used frequently in identification since the seminal paper by Åström and Bohlin (1965) appeared. The ‘X’ in ‘ARMAX’ refers to the exogenous (control) variable \( u(t) \), according to the terminology used in econometrics. The general SISO model (6.14) is discussed, e.g., by Ljung and Söderström (1983).

Diagonal right matrix fraction description models are sometimes of interest. Identification algorithms for such models were considered by Nehorai and Morf (1984).

For a discussion of state space models such as (6.28), (6.29) see, e.g., Ljung and Söderström (1983). For the role of spectral factorization, the Riccati equation and the Kalman filter in this context, see Anderson and Moore (1979) or Åström (1970). The latter reference also describes continuous time stochastic models of the form (6.37) and sampling thereof. Efficient numerical algorithms for performing spectral factorization in polynomial form have been given by Wilson (1969) and Kučera (1979).

Many special model structures for multivariable systems have been proposed in the literature. They can be regarded as ways of parametrizing (6.1) or (6.28) viewed as black-box models (i.e. without using a priori knowledge (physical insight)). For some examples of this kind see Rissanen (1974), Kailath (1980), Guidorzi (1975, 1981), Hannan (1976), Ljung and Rissanen (1976), van Overbeek and Ljung (1982), Gevers and Wertz (1984, 1987a, 1987b), Janssen (1987a, b), Corrêa and Glover (1984a, 1984b), Stoica (1983). Gevers (1986), Hannan and Kavalieris (1984), and Deistler (1986) give rather detailed descriptions for ARMA models, while Corrêa and Glover (1987) discuss specific parameterizations for instrumental variable estimation.

Specific compartmental models, which are frequently used in biomedical applications, have been analyzed for example by Godfrey (1983), Walter (1982), Godfrey and DiStefano (1985), and Walter (1987).

Leontaritis and Billings (1985) as well as Carrol and Ruppert (1984) deal with various forms of nonlinear models.

Nguyen and Wood (1982) give a survey of various results on identifiability.
Appendix A6.1
Spectral factorization

This appendix examines the so-called spectral factorization problem. The following lemma is required.

**Lemma A6.1**
Consider the function

\[ f(z) = \sum_{k=-n}^{n} f_k z^k \quad f_k = f_{-k} \text{ (real-valued)} \quad f_n \neq 0 \quad (A6.1.1a) \]

Assume that

\[ f(e^{i\omega}) \geq 0 \quad \forall \omega \quad (A6.1.1b) \]

The following results hold true:

(i) If \( \bar{z} \) is a zero of \( f(z) \), so is \( \bar{z}^{-1} \).

(ii) There is a polynomial

\[ g(z) = z^n + g_1 z^{n-1} + \ldots + g_n \]

with real-valued coefficients and all zeros inside or on the unit circle, and a (real-valued) positive constant \( C \), such that

\[ f(z) = C g(z) g(z^{-1}) \quad \forall z \quad (A6.1.2) \]

(iii) If \( f(e^{i\omega}) > 0 \) for all \( \omega \), then the polynomial \( g(z) \) can be chosen with all zeros strictly inside the unit circle.

**Proof.** Part (i) follows by direct verification:

\[ f(\bar{z}^{-1}) = \sum_{k=-n}^{n} f_k \bar{z}^{-k} = \sum_{k=-n}^{n} f_{-k} \bar{z}^{-k} = \sum_{k=-n}^{n} f_k \bar{z}^k = f(\bar{z}) = 0 \]

As a consequence \( f(z) \) can be written as

\[ f(z) = h(z) h(z^{-1}) k(z) \]

where \( h(z) \) has all zeros strictly inside the unit circle (and hence \( h(z^{-1}) \) has all zeros strictly outside the unit circle) and \( k(z) \) all zeros on the unit circle. Hence

\[ f(e^{i\omega}) = h(e^{i\omega}) h(e^{-i\omega}) k(e^{i\omega}) = |h(e^{i\omega})|^2 k(e^{i\omega}) \]

From (A6.1.1b), \( k(e^{i\omega}) \geq 0 \) for all \( \omega \). Therefore all zeros of \( k(z) \) must have an even multiplicity. (If \( \bar{z} = e^{i\varphi} \) were a zero with odd multiplicity then \( k(e^{i\omega}) \) would shift sign at \( \omega = \varphi \).) As a consequence, the zeros of \( f(z) \) can be written as \( \bar{z}_1, \bar{z}_2, \ldots, \bar{z}_n, \bar{z}_1^{-1}, \ldots, \bar{z}_n^{-1} \), where \( 0 < |\bar{z}_i| \leq 1 \) for \( i = 1, \ldots, n \). Set

\[ g(z) = \prod_{i=1}^{n} (z - \bar{z}_i) \quad C = (-1)^n f_n \prod_{j=1}^{n} \bar{z}_j \]
which gives

\[
Cg(z)g(z^{-1}) = (-1)^n \frac{f_n}{n} \prod_{j=1}^{n} (z - \bar{z}_j) \prod_{k=1}^{n} (z^{-1} - \bar{z}_k)
\]

\[
= (-1)^n \frac{f_n}{n} \prod_{j=1}^{n} (z - \bar{z}_j) \prod_{k=1}^{n} \{-z^{-1}\bar{z}_k(z - \bar{z}_k^{-1})\}
\]

\[
= f_n \prod_{i=1}^{n} (z - \bar{z}_i)z^{-n} \prod_{k=1}^{n} (z - \bar{z}_k^{-1}) = f(z)
\]

which proves the relation (A6.1.2). To complete part (ii), it remains to prove that \(g_i\) is real-valued and that \(C\) is positive. First note that any complex-valued \(\bar{z}_i\) with \(|\bar{z}_i| \leq 1\) appears in a complex-conjugated pair. Hence \(g(z)\) has real-valued coefficients. That the constant \(C\) is positive follows easily from

\[
0 \leq f(e^{i\omega}) = C|g(e^{i\omega})|^2
\]

To prove part (iii) note that

\[
0 < f(e^{i\omega}) = C|g(e^{i\omega})|^2 \quad \text{all } \omega
\]

which precludes that \(g(z)\) can have any zero on the unit circle. \(\blacksquare\)

The lemma can be applied to rational spectral densities. Such a spectral density is a rational function (a ratio between two polynomials) of \(\cos \omega\) (or equivalently of \(e^{i\omega}\)). It can hence be written as

\[
\phi(\omega) = \frac{\sum_{k=-m}^{m} \beta_k e^{ik\omega}}{\sum_{j=-n}^{n} \alpha_j e^{ij\omega}} \quad (\beta_{-k} = \beta_k, \alpha_{-j} = \alpha_j \text{ are real-valued}) \tag{A6.1.3}
\]

By varying the integers \(m\) and \(n\) and the coefficients \(\{\alpha_j\}, \{\beta_k\}\) a large set of spectral densities can be obtained. This was illustrated to some extent in Example 5.6. According to a theorem by Weierstrass (see Pearson, 1974), any continuous function can be approximated arbitrarily closely by a polynomial if the polynomial degree is chosen large enough. This gives a further justification of using (A6.1.3) for describing a spectral density. By applying the lemma to the rational density (A6.1.3) twice (to the numerator and the denominator) it is found that \(\phi(\omega)\) can be factorized as

\[
\phi(\omega) = \frac{\lambda^2}{2\pi} \frac{C(e^{i\omega})C(e^{-i\omega})}{A(e^{i\omega})A(e^{-i\omega})} \tag{A6.1.4}
\]

where \(\lambda\) is a real-valued number, and \(A(z), C(z)\) are polynomials.
\[ A(z) = 1 + a_1 z + \ldots + a_n z^n \]
\[ C(z) = 1 + c_1 z + \ldots + c_m z^m \]

with all zeros outside, or for \( C(z) \) possibly on the unit circle. The polynomial \( A(z) \) cannot have zeros on the unit circle since that would make \( \phi(\omega) \) infinite. If \( \phi(\omega) > 0 \) for all \( \omega \) then \( C(z) \) can be chosen with all zeros strictly outside the unit circle.

The consequence of (A6.1.4) is that as far as the second-order properties are concerned (i.e. the spectral density), the signal can be described as an ARMA process

\[ A(q^{-1}) y(t) = C(q^{-1}) e(t) \quad Ee^2(t) = \gamma^2 \]  \hspace{1cm} (A6.1.5)

Indeed the process (A6.1.5) has the spectral density given by (A6.1.4) (cf. (A3.1.10)). In practice the signal whose spectral density is \( \phi(\omega) \) may be caused by a number of interacting noise sources. However it is convenient to use the ARMA model (A6.1.5) to describe its spectral density (or equivalently its covariance function). For many identification problems it is relevant to characterize the involved signals by their second-order properties only.

Note that another \( C(z) \) with some zeros inside the unit circle could have been chosen. However, the choice made above will turn out to be the most suitable one when deriving optimal predictors (see Section 7.3).

The result (A6.1.4) was derived for a scalar signal. For the multivariable case the following result holds. Let the rational spectral density \( \phi(\omega) \) be nonsingular (\( \det \phi(\omega) \neq 0 \)) for all frequencies. Then there are a unique rational filter \( H(q^{-1}) \) and a positive definite matrix \( \Lambda \) such that

\[ \phi(\omega) = \frac{1}{2\pi} H(e^{-i\omega}) \Lambda H^T(e^{i\omega}) \]  \hspace{1cm} (A6.1.6a)

\[ H(q^{-1}) \text{ and } H^{-1}(q^{-1}) \text{ are asymptotically stable} \]  \hspace{1cm} (A6.1.6b)

\[ H(0) = I \]  \hspace{1cm} (A6.1.6c)

(see, e.g., Anderson and Moore, 1979). The consequence of this result is that the signal, whose spectral density is \( \phi(\omega) \), can be described by the model

\[ y(t) = H(q^{-1}) e(t) \quad Ee(t)e^T(s) = \Lambda \delta_{t,s} \]  \hspace{1cm} (A6.1.7)

(cf. (A3.1.10)).

Next consider how the filter \( H(q^{-1}) \) and the covariance matrix \( \Lambda \) can be found for a system given in state space form; in other words, how to solve the spectral factorization problem for a state space system. Consider the model

\[ x(t + 1) = Ax(t) + v(t) \]
\[ y(t) = Cx(t) + e(t) \]  \hspace{1cm} (A6.1.8)

where \( v(t) \) and \( e(t) \) are mutually independent white noise sequences with zero means and covariance matrices \( R_1 \) and \( R_2 \), respectively. The matrix \( A \) is assumed to have all eigenvalues inside the unit circle. Let \( P \) be a positive definite matrix that satisfies the algebraic Riccati equation.
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\[ P = APA^T + R_1 - APC^T(CPC^T + R_2)^{-1}CPA^T \]  \hspace{1cm} (A6.1.9)

Set

\[ K = APC^T(CPC^T + R_2)^{-1} \]
\[ H(q^{-1}) = I + C[qI - A]^{-1}K \]  \hspace{1cm} (A6.1.10)
\[ \Lambda = CPC^T + R_2 \]

This has almost achieved the factorization (A6.1.6). It is obvious that \( H(0) = I \) and that \( H(q^{-1}) \) is asymptotically stable. To show (A6.1.6a), note from (A3.1.10) that

\[ 2\pi \phi(\omega) = R_2 + C(e^{i\omega I} - A)^{-1}R_1(e^{-i\omega I} - A^T)^{-1}C^T \]

By the construction of \( H(q^{-1}) \),

\[ H(e^{-i\omega})\Lambda H^\dagger(e^{i\omega}) = [I + C(e^{i\omega I} - A)^{-1}K][I + K^\dagger(e^{-i\omega I} - A^T)^{-1}C^T] \]
\[ = \Lambda + C(e^{i\omega I} - A)^{-1}APC^T + CPA^T(e^{-i\omega I} - A^T)^{-1}C^T \]
\[ + C(e^{i\omega I} - A)^{-1}AP(CPC^T + R_2)^{-1}CPA^T \]
\[ (e^{-i\omega I} - A^T)^{-1}C^T \]
\[ = CPC^T + R_2 + C(e^{i\omega I} - A)^{-1}APC^T \]
\[ + CPA^T(e^{-i\omega I} - A^T)^{-1}C^T \]
\[ + C(e^{i\omega I} - A)^{-1}(APA^T + R_1 - P)(e^{-i\omega I} - A^T)^{-1}C^T \]
\[ = 2\pi \phi(\omega) + C(e^{i\omega I} - A)^{-1}[C(e^{i\omega I} - A)P(e^{-i\omega I} - A^T) \]
\[ + AP(e^{-i\omega I} - A^T) + (e^{i\omega I} - A)PA^T \]
\[ + APA^T - P](e^{-i\omega I} - A^T)^{-1}C^T \]
\[ = 2\pi \phi(\omega) \]

Hence (A6.1.6a) holds for \( H(q^{-1}) \) and \( \Lambda \) given by (A6.1.10). It remains to examine the stability properties of \( H^{-1}(q^{-1}) \). Using the matrix inversion lemma (Lemma A.1 in Appendix A), equation (A6.1.10) gives

\[ H^{-1}(q^{-1}) = [I + C(qI - A)^{-1}K]^{-1} \]
\[ = I - C[(qI - A) + KC]^{-1}K \]  \hspace{1cm} (A6.1.11)
\[ = I - C[qI - (A - KC)]^{-1}K \]

Hence the stability properties of \( H^{-1}(q^{-1}) \) are completely determined by the location of the eigenvalues of \( A - KC \). To examine the location of these eigenvalues one can study the stability of the system

\[ x(t + 1) = (A - KC)^Tx(t) \]  \hspace{1cm} (A6.1.12)

since \( A - KC \) and \( (A - KC)^T \) have the same set of eigenvalues.

In the study of (A6.1.12) the following candidate Lyapunov function will be used (recall that \( P \) was assumed to be positive definite):

\[ V(x) = x^TPx \]
For this function,
\[ V(x(t + 1)) - V(x(t)) = x^T(t)[(A - KC)P(A - KC)^T - P]x(t) \quad (A6.1.13) \]
The matrix in square brackets can be rewritten (using (A6.1.9)) as
\[
(A - KC)P(A - KC)^T - P = APA^T - P - KCPA^T - APC^TK^T + KCPC^TK^T \\
= [ -R_1 + K(CPC^T + R_2)K^T ] \\
- 2K(CPC^T + R_2)K^T + KCPC^TK^T \\
= -R_1 - KR_2K^T
\]
which is nonpositive definite. Hence \( H^{-1}(q^{-1}) \) is at least stable, and possibly asymptotically stable, cf. Remark 2 below.

**Remark 1.** The foregoing results have a very close connection to the (stationary) optimal state predictor. This predictor is given by the Kalman filter (see Section B.7), and has the structure
\[
\dot{x}(t + 1|t) = Ax(t|t - 1) + Ky(t) \\
y(t) = Cx(t|t - 1) + \hat{y}(t) \tag{A6.1.14}
\]
where \( \hat{y}(t) \) is the output innovation at time \( t \). The covariance matrix of \( \hat{y}(t) \) is given by
\[
cov[\hat{y}(t)] = CPC^T + R_2
\]
From (A6.1.14) it follows that
\[
y(t) = \hat{y}(t) + C(qI - A)^{-1}K\hat{y}(t) \\
= H(q^{-1})\hat{y}(t)
\]
One can also ‘invert’ (A6.1.14) by considering \( y(t) \) as input and \( \hat{y}(t) \) as output. In this way,
\[
\dot{x}(t + 1|t) = Ax(t|t - 1) + K[y(t) - Cx(t|t - 1)] \\
\hat{y}(t) = y(t) - Cx(t|t - 1)
\]
or
\[
\dot{x}(t + 1|t) = (A - KC)x(t|t - 1) + Ky(t) \tag{A6.1.15} \\
\hat{y}(t) = -Cx(t|t - 1) + y(t)
\]
from which the expression (A6.1.11) for \( H^{-1}(q^{-1}) \) easily follows. Thus by solving the spectral factorization problem associated with (A6.1.8), the innovation form (or equivalently the stationary Kalman filter) of the system (A6.1.8) is obtained implicitly.

**Remark 2.** \( H^{-1}(q^{-1}) \) computed as (A6.1.11) will be asymptotically stable under weak conditions. In case \( H^{-1}(q^{-1}) \) is only stable (having poles on the unit circle), then \( A - KC \) has eigenvalues on the unit circle. This implies that \( \det H(q^{-1}) \) has a zero on the unit circle. To see this, note that by Corollary 1 of Lemma A.5,
\[
\det H(e^{-i\omega}) = \det[I + C(e^{i\omega}I - A)^{-1}K] \\
= \det[I + KC(e^{i\omega}I - A)^{-1}] \\
= \det[e^{i\omega}I - A + KC] \times \det((e^{i\omega}I - A)^{-1})
\]

Hence by (A6.1.6a) the spectral density matrix \( \phi(\omega) \) is singular at some \( \omega \). Conversely, if \( \phi(\omega) \) is singular for some frequencies, the matrix \( A - KC \) will have some eigenvalues on the unit circle and \( H^{-1}(q^{-1}) \) will not be asymptotically stable.

\( \blacksquare \)

**Remark 3.** The Riccati equation (A6.1.9) has been treated extensively in the literature. See for example Kučera (1972), Anderson and Moore (1979), Goodwin and Sin (1984) and de Sousa et al. (1986). The equation has at most one symmetric positive definite solution. In some ‘degenerate’ cases there may be no positive definite solution, but a positive semidefinite solution exists and is the one of interest (see Example A6.1.2 for an illustration). Some general sufficient conditions for existence of a positive definite solution are as follows. Factorize \( R_1 \) as \( R_1 = BB^T \). Then it is sufficient to require:

(i) \( R_2 > 0 \);
(ii) \( (A, B) \) controllable (i.e. \( \text{rank}(B \ AB \ldots A^{n-1}B) = n = \dim A) \);
(iii) \( (C, A) \) observable (i.e. \( \text{rank}(C^T \ A^T C^T \ldots (A^T)^{n-1}C^T) = n = \dim A) \).

Some weaker but more technical necessary and sufficient conditions are given by de Sousa et al. (1986).

\( \blacksquare \)

**Remark 4.** If \( v(t) \) and \( e(t) \) are correlated so that

\[
Ev(t)e^T(s) = R_{12}\delta_{t,s}
\]

the results remain valid if the Riccati equation (A6.1.9) and the gain vector \( K \) (A6.1.10) are changed to, see Anderson and Moore (1979),

\[
P = APA^T + R_1 - (APCT + R_{12})(CPCT + R_2)^{-1}(CPAT + R_{12}^T)
\]

\[
K = (APCT + R_{12})(CPCT + R_2)^{-1}
\]  \hspace{1cm} (A6.1.16)

\( \blacksquare \)

**Example A6.1.1 Spectral factorization for an ARMA process**

Consider the ARMA (1, 1) process

\[
y(t) + ay(t - 1) = e(t) + ce(t - 1) \quad |a| < 1, \ c \neq 0
\]

\[
Ee(t)e^T(s) = \delta_{t,s}
\]  \hspace{1cm} (A6.1.17a)

The spectral density of \( y(t) \) is easily found to be

\[
\phi(\omega) = \frac{1}{2\pi} \left| \frac{1 + ce^{i\omega}}{1 + ae^{i\omega}} \right|^2 = \frac{1}{2\pi} \frac{1 + c^2 + 2c \cos \omega}{1 + a^2 + 2a \cos \omega}
\]  \hspace{1cm} (A6.1.17b)

(cf. A3.1.10). If \( |c| \leq 1 \) the representation (A6.1.17a) is the one described in (A6.1.6). For completeness consider also the case \( |c| > 1 \). The numerator of the spectral density is equal to \( f(z) = cz + (1 + c^2) + cz^{-1} = (1 + cz)(1 + cz^{-1}) \). Its zeros are \( \tilde{z}_1 = -1/c \) and
\( z_1^{-1} = -c \). It can be rewritten as \( f(z) = c^2(z + 1/c)(z^{-1} + 1/c) \). To summarize, the following invertible and stable cofactor of the spectral density (A6.1.17b) are obtained:

Case (i): \(|c| \leq 1\)

\[
H(q^{-1}) = \frac{1 + c q^{-1}}{1 + a q^{-1}} \quad \Lambda = 1
\]  

(A6.1.17c)

Case (ii): \(|c| \geq 1\)

\[
H(q^{-1}) = \frac{1 + (1/c) q^{-1}}{1 + a q^{-1}} \quad \Lambda = c^2
\]

Example A6.1.2 Spectral factorization for a state space model

The system (A6.1.17a) can be represented in state space form as

\[
x(t + 1) = \begin{pmatrix} -a & 1 \\ 0 & 0 \end{pmatrix} x(t) + \begin{pmatrix} 1 \\ c \end{pmatrix} e(t + 1)
\]

\[
y(t) = \begin{pmatrix} 1 & 0 \end{pmatrix} x(t)
\]

(A6.1.18a)

Here

\[
R_1 = \begin{pmatrix} 1 & c \\ c & c^2 \end{pmatrix} \quad R_2 = 0
\]

Since the second row of \( A \) is zero it follows that any solution of the algebraic Riccati equation must have the structure

\[
P = \begin{pmatrix} 1 + \alpha & c \\ c & c^2 \end{pmatrix}
\]

(A6.1.18b)

where \( \alpha \) is a scalar quantity to be determined. Inserting (A6.1.18b) in (A6.1.9) and evaluating the 1,1-element gives

\[
1 + \alpha = (c - a)^2 + a^2 \alpha + 1 - \frac{(c - a - a\alpha)^2}{1 + \alpha}
\]

(A6.1.18c)

which is rewritten as

\[
(\alpha + 1)[\alpha(1 - a^2) - (c - a)^2] + [-a\alpha + (c - a)]^2 = 0
\]

\[
\alpha^2 + \alpha[-(c - a)^2 + (1 - a^2) - 2a(c - a)] = 0
\]

\[
\alpha(\alpha + 1 - c^2) = 0
\]

This equation has two solutions, \( \alpha_1 = 0 \) and \( \alpha_2 = c^2 - 1 \). We will discuss the choice of solution shortly. First note that the gain \( K \) is given by

\[
K = \begin{pmatrix} 1 \\ 0 \end{pmatrix} \frac{c - a - a\alpha}{1 + \alpha}
\]

(A6.1.18d)

(see (A6.1.10)). Therefore
\[
H(q^{-1}) = 1 + (q + a)(q + a)^{-1} - 1^{-1} K = 1 + \left(\frac{c}{1 + \alpha q^{-1}}\right) \\
\Lambda = 1 + \alpha
\] (A6.1.18e) (A6.1.18f)

The remaining discussion considers separately the two cases introduced in Example A6.1.1.

**Case (i).** Assume \(|c| \leq 1\). Then the solution \(\alpha_2 = c^2 - 1\) can be ruled out since it corresponds to
\[
P = \begin{pmatrix} c^2 & c \\ c & c^2 \end{pmatrix}
\]
which is indefinite (except for \(|c| = 1\), for which \(\alpha_1 = \alpha_2\)). Hence
\[
P = \begin{pmatrix} 1 & c \\ c & c^2 \end{pmatrix}
\] (A6.1.18g)
\[
H(q^{-1}) = \frac{1 + cq^{-1}}{1 + aq^{-1}} \quad \Lambda = 1
\]

**Case (ii).** Assume \(|c| \geq 1\). Then
\[
P_1 = \begin{pmatrix} 1 & c \\ c & c^2 \end{pmatrix} \quad P_2 = \begin{pmatrix} c^2 & c \\ c & c^2 \end{pmatrix}
\]
with \(P_2\) positive definite, whereas \(P_1\) is only positive semidefinite. There are two ways to conclude that \(\alpha_2\) is the required solution in this case. First, it is \(P_2\) that is the positive definite solution to (A6.1.9). Note also that \(P_2\) is the largest nonnegative definite solution in the sense \(P_2 - P_1 \geq 0\). Second, the filter \(H^{-1}(q^{-1})\) will be stable for \(\alpha = \alpha_2\) but unstable for \(\alpha = \alpha_1\). Inserting \(\alpha_2 = c^2 - 1\) into (A6.1.18e, f) gives
\[
H(q^{-1}) = \frac{1 + (1/c)q^{-1}}{1 + aq^{-1}} \quad \Lambda = c^2
\] (A6.1.18h)

As expected, the results (A6.1.18g, h) coincide with the previously derived (A6.1.17c).

**Example A6.1.3** Another spectral factorization for a state space model

An alternative way of representing the system (A6.1.17a) in state space form is
\[
x(t + 1) = -ax(t) + (c - a)e(t)
\]
\[
y(t) = x(t) + e(t)
\] (A6.1.19a)

In this case
\[
R_1 = (c - a)^2 \quad R_{12} = (c - a) \quad R_2 = 1
\]

The Riccati equation (A6.1.16) reduces to
Model parametrizations

\[ p = a^2p + (c - a)^2 - \frac{(-ap + c - a)^2}{p + 1} \]  \hspace{1cm} (A6.1.19b)

Note that this equation is equivalent to (A6.1.18c). The solutions are hence \( p_1 = 0 \) (applicable for \(|c| \leq 1\)) and \( p_2 = c^2 - 1 \) (applicable for \(|c| > 1\)). The gain \( K \) becomes, according to (A6.1.16),

\[ K = \frac{-ap + c - a}{p + 1} \]

Then

\[ H(q^{-1}) = \frac{1 + (K + a)q^{-1}}{1 + aq^{-1}} = \frac{1 + \frac{c}{p + 1}q^{-1}}{1 + aq^{-1}} \hspace{1cm} \Lambda = p + 1 \]  \hspace{1cm} (A6.1.19c)

which leads to the same solutions (A6.1.17c) as before.

Example A6.1.4 Spectral factorization for a nonstationary process

Let \( x(t) \) be a drift, which can be described as

\[ x(t + 1) = x(t) + v(t) \hspace{1cm} \mathbb{E}v(t)v(s) = \lambda_e^2 \delta_{t,s} \]  \hspace{1cm} (A6.1.20a)

Assume that \( x(t) \) is measured with some observation noise which is independent of \( v(t) \)

\[ y(t) = x(t) + e(t) \hspace{1cm} \mathbb{E}e(t)e(s) = \lambda_e^2 \delta_{t,s} \]  \hspace{1cm} (A6.1.20b)

Since the system (A6.1.20a) has a pole on the unit circle, \( y(t) \) is not a stationary process. However, after differentiating it becomes stationary. Introduce

\[ z(t) = (1 - q^{-1})y(t) = v(t - 1) + e(t) - e(t - 1) \]  \hspace{1cm} (A6.1.20c)

The right-hand side of (A6.1.20c) is certainly stationary and has a covariance function that vanishes for lags larger than 1. Hence \( z(t) \) can be described by an equivalent MA(1) model:

\[ z(t) = (1 + cq^{-1})e(t) \hspace{1cm} \mathbb{E}e(t)e(s) = \lambda_e^2 \delta_{t,s} \]  \hspace{1cm} (A6.1.20d)

Comparison of the covariance functions of (A6.1.20c) and (A6.1.20d) gives

\[ (1 + c^2)\lambda_e^2 = \lambda_e^2 + 2\lambda_e^2 \]

\[ c\lambda_e^2 = -\lambda_e^2 \]  \hspace{1cm} (A6.1.20e)

These equations have a unique solution satisfying \(|c| < 1\). This solution is readily found to be

\[ c = -1 - \frac{\beta}{2} + \left(\beta + \frac{\beta^2}{4}\right)^{1/2} \]

\[ \lambda_e^2 = \lambda_e^2 \left[1 + \frac{\beta}{2} + \left(\beta + \frac{\beta^2}{4}\right)^{1/2}\right] \]  \hspace{1cm} (A6.1.20f)
where $\beta = \lambda_2^2/\lambda_0^2$. In conclusion, the measurements can be described equivalently by

$$y(t) = H(q^{-1})e(t)$$

where $H(q^{-1}) = (1 + cq^{-1})/(1 - q^{-1})$ has an asymptotically stable inverse.

Wilson (1969) and Kučera (1979) have given efficient algorithms for performing spectral factorization. To describe such an algorithm it is sufficient to consider (A6.1.1a), (A6.1.2). Rescale the problem by setting $C = 1$ and let $g_0$ be free. Then the problem is to solve

$$f(z) = g(z)g(z^{-1})$$  \hspace{1cm} (A6.1.21a)

where

$$f(z) = f_0 + f_1(z + z^{-1}) + \ldots + f_n(z^n + z^{-n})$$

$$g(z) = g_0z^n + g_1z^{n-1} + \ldots + g_n$$  \hspace{1cm} (A6.1.21b)

for the unknowns $(g_i)$. Note that to factorize an ARMA spectrum, two problems of the above type must be solved. The solution is required for which $g(z)$ has all zeros inside or on the unit circle. Identifying the coefficients in (A6.1.21a),

$$f_k = \sum_{i=0}^{n-k} g_i g_{i+k} \quad k = 0, \ldots, n$$  \hspace{1cm} (A6.1.21c)

This is a nonlinear system of equations with $(g_i)$ as unknowns, which can be rewritten in a more compact form as follows:

$$\tilde{f} \triangleq \begin{pmatrix} f_0 \\ \vdots \\ f_n \end{pmatrix} = \begin{pmatrix} g_0 & g_1 & \ldots & g_n \\ & \ddots & \ddots & \vdots \\ & & g_1 & \ddots \\ 0 & \ldots & & g_0 \end{pmatrix} \begin{pmatrix} g_0 \\ \vdots \\ g_n \end{pmatrix} \triangleq T(g)g$$

$$= \begin{pmatrix} g_0 & \ldots & g_{n-1} & g_n \\ \vdots & \ddots & \ddots & \vdots \\ g_{n-1} & \ldots & \ddots & 0 \\ g_n & \ldots & \ldots & g_n \end{pmatrix} \begin{pmatrix} g_0 \\ \vdots \\ g_n \end{pmatrix} \triangleq H(g)g$$  \hspace{1cm} (A6.1.22)

$$= \frac{1}{2}[T(g) + H(g)]g$$

Observe that the matrices $T$ and $H$ introduced in (A6.1.22) are Toeplitz and Hankel, respectively. ($T$ is Toeplitz because $T_{ij}$ depends only on $i - j$. $H$ is Hankel because $H_{ij}$ depends only on $i + j$.) The nonlinear equation (A6.1.22) can be solved using the Newton–Raphson algorithm. The derivative of the right-hand side of (A6.1.22), with respect to $g$, can readily be seen to be $[T(g) + H(g)]$. Thus the basic iteration of the Newton–Raphson algorithm for solving (A6.1.22) is as follows:
\[ g^{k+1} = g^k + [T(g^k) + H(g^k)]^{-1} \left\{ \hat{f} - \frac{1}{2} [T(g^k) + H(g^k)] g^k \right\} \]

(A6.1.23)

where the superscript \( k \) denotes the iteration number.

Merchant and Parks (1982) give some fast algorithms for the inversion of the Toeplitz-plus-Hankel matrix in (A6.1.23), whose use may be indicated whenever \( n \) is large. Kucera (1979) describes a version of the algorithm (A6.1.23) in which explicit matrix inversion is not needed. The Newton–Raphson recursion (A6.1.23) was first derived in Wilson (1969), where it was also shown that it has the following properties:

- If \( g^k(z) \) has all zeros inside the unit circle, then so does \( g^{k+1}(z) \).
- The recursion is globally convergent to the solution of (A6.1.21a) with \( g(z) \) having all zeros inside the unit circle, provided \( g^0(z) \) satisfies this stability condition (which can be easily realized). Furthermore, close to the solution, the rate of convergence is quadratic.

**Complement C6.1**

**Uniqueness of the full polynomial form model**

Let \( G(z) \) denote a transfer function matrix. The full polynomial form model (6.22), (6.23) corresponds to the following parametrization of \( G(z) \):

\[
G(z) = A^{-1}(z) B(z) \quad (ny|nu)
\]

\[
A(z) = I + A_1 z + \ldots + A_{na} z^{na} \quad (ny|ny) \tag{C6.1.1}
\]

\[
B(z) = B_1 z + \ldots + B_{nb} z^{nb} \quad (ny|nu)
\]

where all the elements of the matrix coefficients \( \{A_i, B_j\} \) are assumed to be unknown. The parametrization (C6.1.1) is the so-called full matrix fraction description (FMFD), studied by Hannan (1969, 1970, 1976), Stoica (1983), Söderström and Stoica (1983). Here we analyze the uniqueness properties of the FMFD. That is to say, we delineate the transfer function matrices \( G(z) \) which, for properly chosen \( (na, nb) \), can be uniquely represented by a FMFD.

**Lemma C6.1.1**

Let the strictly proper transfer function matrix \( G(z) \) be represented in the form (C6.1.1) (for any such \( G(z) \) there exists an infinity of representations of the form (C6.1.1) having various degrees \( (na, nb) \); see Kashyap and Rao (1976), Kailath (1980)). Then (C6.1.1) is unique in the class of matrix fraction descriptions (MFD) of degrees \((na, nb)\) if and only if

\[
A(z), B(z) \text{ are left coprime} \tag{C6.1.2}
\]

\[
\text{rank} (A_{na} \quad B_{nb}) = ny \tag{C6.1.3}
\]
Proof. Assume that the conditions (C6.1.2), (C6.1.3) hold. Let $\tilde{A}^{-1}(z)\tilde{B}(z)$ be another MFD of degrees $(na, nb)$ of $G(z)$. Then

$$\tilde{A}(z) = L(z)A(z)$$

$$\tilde{B}(z) = L(z)B(z)$$

(C6.1.4)

for some polynomial $L(z)$ (Kailath, 1980). Now $A(0) = \tilde{A}(0) = I$ which implies $L(0) = I$. Furthermore, (C6.1.3) implies $L(z) \equiv I$. For if $L(z) = I + L_1z$, for example, then deg $\tilde{A} = na$ and deg $\tilde{B} = nb$ if and only if

$$L_1(A_{na} \quad B_{nb}) = 0$$

(C6.1.5)

But this implies $L_1 = 0$ in view of (C6.1.3). Thus the sufficiency of (C6.1.2), (C6.1.3) is proved.

The necessity of (C6.1.2) is obvious. For if $A(z)$ and $B(z)$ are not left coprime then there exists a polynomial $K(z)$ of degree $nk \geq 1$ and polynomials $\tilde{A}(z)$, $\tilde{B}(z)$ such that

$$A(z) = K(z)\tilde{A}(z)$$

$$B(z) = K(z)\tilde{B}(z)$$

(C6.1.6)

Replacing $K(z)$ in (C6.1.6) by any other polynomial of degree not greater than $nk$ leads to another MFD $(na, nb)$ of $G(z)$. Concerning the necessity of (C6.1.3), set $L(z) = I + L_1z$ in (C6.1.4), where $L_1 \neq 0$ satisfies (C6.1.5). Then (C6.1.4) is another MFD $(na, nb)$ of $G(z)$, in addition to $\{A(z), B(z)\}$. ■

There are $G(z)$ matrices which do not satisfy the conditions (C6.1.2), (C6.1.3) (see Example 6.8). However, these conditions are satisfied by almost all strictly proper $G(z)$ matrices. This is so since the condition rank $(A_{na} \quad B_{nb}) < ny$ imposes some nontrivial restrictions on the matrices $A_{na}, B_{nb}$, which may hold for some, but only for a ‘few’ systems. Note, however, that if the matrix $(A_{na} \quad B_{nb})$ is almost rank-deficient, then use of the FMFD for identification purposes may lead to ill-conditioned numerical problems.

**Complement C6.2**

**Uniqueness of the parametrization and the positive definiteness of the input–output covariance matrix**

This complement extends the result of Complement C5.1 concerning noise-free output, to the multivariable case. For the sake of clarity we study the full polynomial form model only. More general parametrizations of the coefficient matrices in (6.22), (6.23) can be analyzed in the same way (see Söderström and Stoica, 1983). Consider equation (6.22) in the noise-free case $(e(t) \equiv 0)$. It can be rewritten as

$$y(t) = \phi^T(t)\theta$$

(C6.2.1)

where $\phi(t)$ and $\theta$ are defined in (6.25). As in the scalar case, the existence of the least squares estimate of $\theta$ in (C6.2.1) will be asymptotically equivalent to the positive definiteness of the covariance matrix.
\[ R = E\phi(t)\phi^T(t) \]

It is shown below that the condition \( R > 0 \) is intimately related to the uniqueness of the full polynomial form.

**Lemma C6.2.1**

Assume that the input signal \( u(t) \) is persistently exciting of a sufficiently high order. Then the matrix \( R \) is positive definite if and only if there is no other pair of polynomials, say \( \tilde{A}(z), \tilde{B}(z) \), having the same form as \( A(z), B(z) \), respectively, and such that \( \tilde{A}^{-1}(z)\tilde{B}(z) = A^{-1}(z)B(z) \).

**Proof.** Let \( \tilde{\theta} \) be a vector of the same dimension as \( \theta \), and consider the equation

\[ \tilde{\theta}^T R \tilde{\theta} = 0 \quad \text{(C6.2.2)} \]

with \( \tilde{\theta} \) as unknown. The following equivalences can be readily verified (\( \tilde{A}(z) \) and \( \tilde{B}(z) \) being the polynomials constructed from \( \tilde{\theta} \) exactly in the way \( A(z) \) and \( B(z) \) are obtained from \( \theta \)):

\[
\begin{align*}
(C6.2.2) \iff & \ \phi^T(t)\tilde{\theta} = 0 \text{ all } t \iff y(t) = \phi^T(t)(\theta - \tilde{\theta}) \text{ all } t \\
& \iff y(t) = [A(q^{-1}) + I - \tilde{A}(q^{-1})]^{-1}[B(q^{-1}) - \tilde{B}(q^{-1})]u(t) \text{ all } t \\
& \iff [A^{-1}(q^{-1})B(q^{-1}) - [A(q^{-1}) + I - \tilde{A}(q^{-1})]^{-1}[B(q^{-1}) - \tilde{B}(q^{-1})]]u(t) = 0 \text{ all } t \quad \text{(C6.2.3)}
\end{align*}
\]

Since \( u(t) \) is assumed to be a persistently exciting signal, (C6.2.3) is equivalent to

\[ A^{-1}(z)B(z) \equiv [A(z) + I - \tilde{A}(z)]^{-1}[B(z) - \tilde{B}(z)] \quad \text{(C6.2.4)} \]

Hence the matrix \( R \) is positive definite if and only if the only solution of (C6.2.4) is \( \tilde{A}(z) - I \equiv 0, \tilde{B}(z) \equiv 0 \) (i.e. \( \tilde{\theta} = 0 \)).
Chapter 7

PREDICTION ERROR METHODS

7.1 The least squares method revisited

In Chapter 4 the least squares method was applied to static linear regressions models. This section considers how linear regressions can be extended to cover dynamic models. The statistical analysis carried out in Chapter 4 will no longer be valid.

When applying linear regressions to dynamic models, models of the following form are considered (cf. (6.12), (6.13)):

\[ A(q^{-1})y(t) = B(q^{-1})u(t) + \varepsilon(t) \quad (7.1a) \]

where

\[ A(q^{-1}) = 1 + a_1 q^{-1} + \ldots + a_{na} q^{-na} \]
\[ B(q^{-1}) = b_1 q^{-1} + \ldots + b_{nb} q^{-nb} \quad (7.1b) \]

In (7.1a) the term \( \varepsilon(t) \) denotes the equation error. As noted in Chapter 6 the model (7.1) can be equivalently expressed as

\[ y(t) = \varphi^T(t)\theta + \varepsilon(t) \quad (7.2a) \]

where

\[ \varphi^T(t) = (-y(t-1) \ldots -y(t-na) \ u(t-1) \ldots u(t-nb)) \]
\[ \theta = (a_1 \ldots a_{na} \ b_1 \ldots b_{nb})^T \quad (7.2b) \]

The model (7.2) has exactly the same form as considered in Chapter 4. Hence, it is already known that the parameter vector which minimizes the sum of squared equation errors,

\[ V_N(\theta) = \frac{1}{N} \sum_{i=1}^{N} \varepsilon_i^2(t) \quad (7.3) \]

is given by

\[
\hat{\theta} = \left[ \frac{1}{N} \sum_{i=1}^{N} \varphi(t)\varphi^T(t) \right]^{-1} \left[ \frac{1}{N} \sum_{i=1}^{N} \varphi(t)y(t) \right] \quad (7.4)
\]
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This identification method is known as the least squares (LS) method. The name ‘equation error method’ also appears in the literature. The reason is, of course, that \( \varepsilon(t) \), whose sample variance is minimized, appears as an equation error in the model (7.1).

Note that all the discussions about algorithms for computing \( \hat{\theta} \) (see Section 4.5) will remain valid. The results derived there depend only on the ‘algebraic structure’ of the estimate (7.4). For the statistical properties, though, it is of crucial importance whether \( q(t) \) is an a priori given quantity (as for static models considered in Chapter 4), or whether it is a realization of a stochastic process (as for the model (7.1)). The reason why this difference is important is that for the dynamic models, when taking expectations of various quantities as in Section 4.2, it is no longer possible to treat \( \Phi \) as a constant matrix.

**Analysis**

Consider the least squares estimate (7.4) applied to the model (7.1), (7.2). Assume that the data obey

\[
A_0(q^{-1}) y(t) = B_0(q^{-1}) u(t) + v(t)
\]

or equivalently

\[
y(t) = q^T(t) \theta_0 + v(t)
\]

Here \( \theta_0 \) is called the true parameter vector. Assume that \( v(t) \) is a stationary stochastic process that is independent of the input signal.

If the estimate \( \hat{\theta} \) in (7.4) is ‘good’, it should be close to the true parameter vector \( \theta_0 \).

To examine if this is the case, an expression is derived for the estimation error

\[
\hat{\theta} - \theta_0 = \left[ \frac{1}{N} \sum_{i=1}^{N} q(t)q^T(t) \right]^{-1} \left[ \frac{1}{N} \sum_{i=1}^{N} q(t)y(t) \right] - \left[ \frac{1}{N} \sum_{i=1}^{N} q(t)q^T(t) \right] \theta_0
\]

\[
= \left[ \frac{1}{N} \sum_{i=1}^{N} q(t)q^T(t) \right]^{-1} \left[ \frac{1}{N} \sum_{i=1}^{N} q(t)v(t) \right]
\]

Under weak conditions (see Lemma B.2) the sums in (7.6) tend to the corresponding expected values as the number of data points, \( N \), tends to infinity. Hence \( \hat{\theta} \) is consistent (that is, \( \hat{\theta} \) tends to \( \theta_0 \) as \( N \) tends to infinity) if

\[
E q(t)q^T(t) \text{ is nonsingular} \hspace{1cm} (7.7a)
\]

\[
E q(t)v(t) = 0 \hspace{1cm} (7.7b)
\]

Condition (7.7a) is satisfied in most cases. There are a few exceptions:

- The input is not persistently exciting of order \( nb \).
- The data are completely noise-free (\( v(t) \equiv 0 \)) and the model order is chosen too high (which implies that \( A_0(q^{-1}) \) and \( B_0(q^{-1}) \) have common factors).
- The input \( u(t) \) is generated by a linear low-order feedback from the output.
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Explanations as to why (7.7a) does not hold under these special circumstances are given in Complements C6.1, C6.2 and in Chapter 10.

Unlike (7.7a), condition (7.7b) is in most cases not satisfied. An important exception is when \( v(t) \) is white noise (a sequence of uncorrelated random variables). In such a case \( v(t) \) will be uncorrelated with all past data and in particular with \( q(t) \). However, when \( v(t) \) is not white, it will normally be correlated with past outputs, since \( y(t) \) depends (through (7.5a)) on \( v(s) \) for \( s \leq t \). Hence (7.7b) will not hold.

Recall that in Chapter 2 it was exemplified in several cases that the consistent estimation of \( \theta \) requires \( v(t) \) to be white noise. Examples were also given of some of the exceptions for which condition (7.7a) does not hold.

Modifications

The least squares method is certainly simple to use. As shown above, it gives consistent parameter estimates only under rather restrictive conditions. In some cases the lack of consistency may be tolerable. If the signal-to-noise ratio is large, the bias will be small. If a regulator design is to be based on the identified model, some bias can in general be acceptable. This is because a reasonable regulator should make the closed loop system insensitive to parameter variations in the open loop part.

In other situations, however, it can be of considerable importance to have consistent parameter estimates. In this and the following chapter, two different ways are given of modifying the LS method so that consistent estimates can be obtained under less restrictive conditions. The modifications are:

- Minimization of the prediction error for other ‘more detailed’ model structures. This idea leads to the class of prediction error methods to be dealt with in this chapter.
- Modification of the normal equations associated with the least squares estimate. This idea leads to the class of instrumental variable methods, which are described in Chapter 8.

It is appropriate here to comment on the prediction error approach and why the LS method is a special case of this approach. Neglecting the equation error \( \epsilon(t) \) in the model (7.1a), one can predict the output at time \( t \) as

\[
\hat{y}(t) = -a_1 y(t - 1) - \ldots - a_{na} y(t - na) + b_1 u(t - 1) \\
+ \ldots + b_{nb} u(t - nb)
\]

\[
= q^T(t) \theta
\]  

(7.8a)

Hence

\[
\epsilon(t) = y(t) - \hat{y}(t)
\]  

(7.8b)

can be interpreted as a prediction error. Therefore, the LS method determines the parameter vector which makes the sum of squared prediction errors as small as possible. Note that the predictor (7.8a) is constructed in a rather \textit{ad hoc} manner. It is not claimed to have any generally valid statistical properties, such as mean square optimality.
7.2 Description of prediction error methods

A model obtained by identification can be used in many ways, depending on the purpose of modeling. In many applications the model is used for prediction. Note that this is often inherent when the model is to be used as a basis for control system synthesis. Most systems are stochastic, which means that the output at time \( t \) cannot be determined exactly from data available at time \( t - 1 \). It is thus valuable to know at time \( t - 1 \) what the output of the process is likely to be at time \( t \) in order to take an appropriate control action, i.e. to determine the input \( u(t - 1) \).

It therefore makes sense to determine the model parameter vector \( \theta \) so that the prediction error

\[
e(t, \theta) = y(t) - \hat{y}(t|t - 1; \theta)
\]

is small. In (7.9), \( \hat{y}(t|t - 1; \theta) \) denotes a prediction of \( y(t) \) given the data up to and including time \( t - 1 \) (i.e. \( y(t - 1), u(t - 1), y(t - 2), u(t - 2), \ldots \)) and based on the model parameter vector \( \theta \).

To formalize this idea, consider the general model structure introduced in (6.1):

\[
y(t) = G(q^{-1}; \theta)u(t) + H(q^{-1}; \theta)e(t)
\]

\[
Ee(t)e^T(s) = \Lambda(\theta)\delta_{r,s}
\]

(7.10)

Assume that \( G(0; \theta) = 0 \), i.e. that the model has at least one pure delay from input to output. As a general linear predictor, consider

\[
\hat{y}(t|t - 1; \theta) = L_1(q^{-1}; \theta)y(t) + L_2(q^{-1}; \theta)u(t)
\]

which is a function of past data only if the predictor filters \( L_1(q^{-1}; \theta) \) and \( L_2(q^{-1}; \theta) \) are constrained by

\[
L_1(0; \theta) = 0 \quad L_2(0; \theta) = 0
\]

(7.11b)

The predictor (7.11) can be constructed in various ways for any given model (7.10). Once the model and the predictor are given, the prediction errors are computed as in (7.9). The parameter estimate \( \hat{\theta} \) is then chosen to make the prediction errors \( e(1, \theta), \ldots, e(N, \theta) \) small.

To define a prediction error method the user has to make the following choices:

- **Choice of model structure.** This concerns the parametrization of \( G(q^{-1}; \theta), H(q^{-1}; \theta) \) and \( \Lambda(\theta) \) in (7.10) as functions of \( \theta \).
- **Choice of predictor.** This concerns the filters \( L_1(q^{-1}; \theta) \) and \( L_2(q^{-1}; \theta) \) in (7.11), once the model is specified.
- **Choice of criterion.** This concerns a scalar-valued function of all the prediction errors \( e(1, \theta), \ldots, e(N, \theta) \), which will assess the performance of the predictor used; this criterion is to be minimized with respect to \( \theta \) to choose the ‘best’ predictor in the class considered.
The choice of model structure was discussed in Chapter 6. In Chapter 11, which deals with model validation, it is shown how an appropriate model parametrization can be determined once a parameter estimation has been performed.

The predictor filters \( L_1(q^{-1}; \theta) \) and \( L_2(q^{-1}; \theta) \) can in principle be chosen in many ways. The most common way is to let (7.11a) be the optimal mean square predictor. This means that the filters are chosen so that under the given model assumptions the prediction errors have as small a variance as possible. In Section 7.3 the optimal predictors are derived for some general model structures. The use of optimal predictors is often assumed without being explicitly stated in the prediction error method. Under certain regularity conditions such optimal predictors will give optimal properties of the parameter estimates so obtained, as will be shown in this chapter. Note, though, that the predictor can also be defined in an ad hoc nonprobabilistic sense. Problem 7.3 gives an illustration. When the predictor is defined by deterministic considerations, it is reasonable to let the weighting sequences associated with \( L_1(q^{-1}; \theta) \) and \( L_2(q^{-1}; \theta) \) have fast decaying coefficients to make the influence of erroneous initial conditions insignificant. The filters should also be chosen so that imperfections in the measured data are well damped.

The criterion which maps the sequence of prediction errors into a scalar can be chosen in many ways. Here the following class of criteria is adopted. Define the sample covariance matrix

\[
R_N(\theta) = \frac{1}{N} \sum_{t=1}^{N} \varepsilon(t, \theta)\varepsilon^T(t, \theta)
\]  

(7.12)

where \( N \) denotes the number of data points. If the system has one output only \((ny = 1)\) then \( \varepsilon(t, \theta) \) is a scalar and so is \( R_N(\theta) \). In such a case \( R_N(\theta) \) can be taken as a criterion to be minimized. In the multivariable case, \( R_N(\theta) \) is a positive definite matrix. Then the criterion

\[
V_N(\theta) = h(R_N(\theta))
\]  

(7.13)

is chosen, where \( h(Q) \) is a scalar-valued function defined on the set of positive definite matrices \( Q \), which must satisfy certain conditions. \( V_N(\theta) \) is frequently called a loss function. Note that the number of data points, \( N \), is used as a subscript for convenience only. The requirement on the function \( h(Q) \) is that it must be monotonically increasing. More specifically, let \( Q \) be positive definite and \( \Delta Q \) nonnegative definite. Then it is required that

\[
h(Q + \Delta Q) \geq h(Q)
\]  

(7.14)

and that equality holds only for \( \Delta Q = 0 \).

The following example illustrates some possibilities for the choice of \( h(Q) \).
Example 7.1 Criterion functions
One possible choice of $h(Q)$ is

$$h_1(Q) = \text{tr} \ S Q$$  \hspace{1cm} (7.15a)

where $S$ is a (symmetric) positive definite weighting matrix. Then $S = GG^T$ for some nonsingular matrix $G$, which implies that

$$h_1(Q + \Delta Q) - h_1(Q) = \text{tr} \ S \Delta Q = \text{tr} \ GG^T \Delta Q = \text{tr} \ G^T \Delta Q G \geq 0$$

Thus the condition (7.14) is satisfied. Note also that if $\Delta Q$ is nonzero then the inequality will be strict.

Another possibility for $h(Q)$ is

$$h_2(Q) = \det Q$$  \hspace{1cm} (7.15b)

Let $Q = GG^T$, where $G$ is nonsingular since $Q$ is positive definite. Then

$$h_2(Q + \Delta Q) - h_2(Q) = \det[Q(I + Q^{-1} \Delta Q)] - \det Q$$
$$= \det Q[\det(I + G^{-1} G^{-T} \Delta Q) - 1]$$
$$= \det Q[\det(I + G^{-1} \Delta Q G^{-T}) - 1]$$

The above calculations have made use of the relation

$$\det(I + AB) = \det(I + BA)$$
(see the Corollary 1 to Lemma A.5). Let $G^{-1} \Delta Q G^{-T}$ have eigenvalues $\lambda_1, \ldots, \lambda_{ny}$. Since this matrix is symmetric and nonnegative definite, $\lambda_i \geq 0$. As the determinant of a matrix is equal to the product of its eigenvalues, it follows that

$$h_2(Q + \Delta Q) - h_2(Q) = \det Q \left[ \prod_{i=1}^{ny} \left( 1 + \lambda_i \right) - 1 \right] \geq 0$$

Equality will hold if and only if $\lambda_i = 0$ for all $i$. This is precisely the case when $\Delta Q = 0$.

Remark. It should be noted that the criterion can be chosen in other ways. A more general form of the loss function is, for example,

$$V_N(\theta) = \frac{1}{N} \sum_{i=1}^{N} l(t, \theta, \varepsilon(t, \theta))$$  \hspace{1cm} (7.16)

where the scalar-valued function $l(t, \theta, \varepsilon)$ must satisfy some regularity conditions. It is also possible to apply the prediction error approach to nonlinear models. The only requirement is, naturally enough, that the models provide a way of computing the
prediction errors $\epsilon(t, \theta)$ from the data. In this chapter the treatment is limited to linear models and the criterion (7.13).

Some further comments may be made on the criteria of Example 7.1:

- The choices (7.15a) and (7.15b) require practically the same amount of computation when applied off-line, since the main computational burden is to find $R_N(\theta)$. However, the choice (7.15a) is more convenient when deriving recursive (on-line) algorithms as will be shown in Chapter 9.
- The choice (7.15b) gives optimal accuracy of the parameter estimates under weak conditions. The criterion (7.15a) will do so only if $S = \Lambda^{-1}$. (See Section 7.5 for proofs of these assertions.) Since $\Lambda$ is very seldom known in practice, this choice is not useful in practical situations.
- The choice (7.15b) will be shown later to be optimal for Gaussian distributed disturbances. The criterion (7.16) can be made robust to outliers (abnormal data) by appropriate choice of the function $l(\cdot, \cdot, \cdot)$. (To give a robust parameter estimate, $l(\cdot, \cdot, \cdot)$ should increase at a rate that is less than quadratic with $\epsilon$.)

The following example illustrates the choices of model structure, predictor and criterion in a simple case.

Example 7.2 The least squares method as a prediction error method
Consider the least squares method described in Section 7.1. The model structure is then given by (7.1a). The predictor is given by (7.8a):

$$\hat{y}(t) = [1 - A(q^{-1})]y(t) + B(q^{-1})u(t)$$

Hence, in this case

$$L_1(q^{-1}; \theta) = 1 - A(q^{-1})$$
$$L_2(q^{-1}; \theta) = B(q^{-1})$$

Note that the condition (7.11b) is satisfied. Finally, the criterion is given by (7.3).

To summarize, the prediction error method (PEM) can be described as follows:

- Choose a model structure of the form (7.10) and a predictor of the form (7.11).
- Select a criterion function $h(Q)$; see (7.13).
- Determine the parameter estimate $\hat{\theta}$ as the (global) minimum point of the loss function $h(R_N(\theta))$:

$$\hat{\theta} = \arg \min_{\theta} h(R_N(\theta)) \quad (7.17)$$

To evaluate the loss function at any value of $\theta$, the prediction errors $\{\epsilon(t, \theta)\}_{t=1}^{N}$ are determined from (7.9), (7.11). Then the sample covariance matrix $R_N(\theta)$ is evaluated according to (7.12).

Figure 7.1 provides an illustration of the prediction error method.
7.3 Optimal prediction

An integral part of a prediction error method is the calculation of the predictors for a given model. In most cases the optimal predictor, which minimizes the variance of the prediction error, is used. In this section the optimal predictors are derived for some general model structures.

To illustrate the main ideas in some detail, consider first a simple example.

**Example 7.3 Prediction for a first-order ARMAX model**

Consider the model

\[ y(t) + ay(t - 1) = bu(t - 1) + e(t) + ce(t - 1) \]  \hspace{1cm} (7.18)

where \( e(t) \) is zero mean white noise of variance \( \lambda^2 \). The parameter vector is

\[ \theta = \begin{pmatrix} a & b & c \end{pmatrix}^T \]

Assume that \( u(t) \) and \( e(s) \) are independent for \( t < s \). Hence the model allows feedback from \( y(\cdot) \) to \( u(\cdot) \). The output at time \( t \) satisfies

\[ y(t) = [-ay(t - 1) + bu(t - 1) + ce(t - 1)] + [e(t)] \hspace{1cm} (7.19) \]

The two terms on the right-hand side of (7.19) are independent, since \( e(t) \) is white noise. If \( y^*(t) \) is an arbitrary prediction of \( y(t) \) (based on data up to time \( t - 1 \)) it therefore follows that

\[ E[y(t) - y^*(t)]^2 = E[-ay(t - 1) + bu(t - 1) + ce(t - 1) - y^*(t)]^2 + \lambda^2 \geq \lambda^2 \hspace{1cm} (7.20) \]

This gives a lower bound, namely \( \lambda^2 \), on the prediction error variance. An optimal
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 predictor \( \hat{y}(t|t-1; \theta) \) is one which minimizes this variance. Equality in (7.20) is achieved for

\[
\hat{y}(t|t-1; \theta) = -ay(t-1) + bu(t-1) + ce(t-1)
\]

(7.21)

The problem with (7.21) is, of course, that it cannot be used as it stands since the term \( e(t-1) \) is not measurable. However, \( e(t-1) \) can be reconstructed from the measurable data \( y(t-1), u(t-1), y(t-2), u(t-2), \ldots \), as shown below. Substituting (7.18) in (7.21),

\[
\hat{y}(t|t-1; \theta) = -ay(t-1) + bu(t-1) + c[y(t-1) + ay(t-2) - bu(t-2)

- ce(t-2)]
\]

\[
= (c - a)y(t-1) + acy(t-2) + bu(t-1) - bcu(t-2)

- c^2[y(t-2) + ay(t-3) - bu(t-3) - ce(t-3)]
\]

\[
= (c - a)y(t-1) + (ac - c^2)y(t-2) - ac^2y(t-3)

+ bu(t-1) - bcu(t-2) + bc^2u(t-3) + c^3e(t-3)
\]

(7.22)

\[
= \ldots
\]

\[
= \sum_{i=1}^{t-1} (c - a)(-c)^{i-1}y(t-i) - a(-c)^{i-1}y(0)

+ b \sum_{i=1}^{t} (-c)^{i-1}u(t-i) - (-c)^{t}e(0)
\]

Under the assumption that \( |c| < 1 \), which by definition is true for \( \theta \in \mathcal{D} \) (see Example 6.1), the last term in (7.22) can be neglected for large \( t \). It will only have a decaying transient effect. In order to get a realizable predictor this term will be neglected. Then

\[
\hat{y}(t|t-1; \theta) = \sum_{i=1}^{t-1} (c - a)(-c)^{i-1}y(t-i) - a(-c)^{t-1}y(0)

+ b \sum_{i=1}^{t} (-c)^{i-1}u(t-i)
\]

(7.23)

The expression (7.23) is, however, not well suited to practical implementation. To derive a more convenient expression, note that (7.23) implies

\[
\hat{y}(t|t-1; \theta) + cy(t-1)|t-2; \theta) = (c - a)y(t-1) + bu(t-1)
\]

(7.24)

which gives a simple recursion for computation of the optimal prediction. The prediction error \( \epsilon(t, \theta) \), (7.9), will obey a similar recursion. From (7.9) and (7.24) it follows that

\[
\epsilon(t, \theta) + ce(t-1, \theta) = y(t) + cy(t-1) - [(c - a)y(t-1) + bu(t-1)]

= y(t) + ay(t-1) - bu(t-1)
\]

(7.25)

The recursion (7.25) needs an initial value \( \epsilon(0, \theta) \). This value is, however, unknown. To overcome this difficulty, \( \epsilon(0,\theta) \) is in most cases taken as zero. Since \( |c| < 1 \) by
assumption, the effect of $\varepsilon(0, \theta)$ will only be a decaying transient: it will not give any significant contribution to $\varepsilon(t, \theta)$ when $t$ is sufficiently large. Note that setting $\varepsilon(0, \theta) = 0$ in (7.25) is equivalent to using $\hat{y}(0|{-1}; \theta) = y(0)$ to initialize the predictor recursion (7.24). Further discussions on the choice of the initial value $\varepsilon(0, \theta)$ are given in Complement C7.7 and Section 12.6.

Note the similarity between the model (7.18) and the equation (7.25) for the prediction error $\varepsilon(t, \theta)$: $e(t)$ is simply replaced by $\varepsilon(t, \theta)$. This is how to proceed in practice when calculating the prediction error. The foregoing analysis has derived the expression for the prediction error. The calculations above can be performed in a more compact way using the polynomial formulation. The output of the model (7.18) can then be written as

$$y(t) = \frac{ bq^{-1} u(t) + \frac{c + cq^{-1}}{1 + aq^{-1}} e(t) }{ 1 + aq^{-1}} + [e(t)]$$

$$= \left[ \frac{ bq^{-1} u(t) + \frac{c - a}{1 + aq^{-1}} e(t) }{ 1 + aq^{-1}} + \frac{ 1 - aq^{-1}}{1 + cq^{-1}} \right] y(t)$$

$$- bq^{-1} u(t) \right] + [e(t)]$$

$$= \left[ \frac{ c - a}{1 + cq^{-1}} \right] u(t)$$

$$+ \frac{ 1 - aq^{-1}}{1 + cq^{-1}} y(t) + [e(t)]$$

Thus

$$\hat{y}(t|t - 1; \theta) = \frac{ bq^{-1} u(t) + \frac{c - a}{1 + cq^{-1}} y(t) }{ 1 + cq^{-1}}$$

which is just another form of (7.24). When working with filters in this way it is assumed that data are available from the infinite past. This means that there is no transient effect due to an initial value. Since data in practice are available only from time $t = 1$ onwards, the form (7.26) of the predictor implicitly introduces a transient effect. In (7.22) this transient effect appeared as the last term. Note that even if the polynomial formalism gives a quick and elegant derivation of the optimal predictor, for practical implementations a difference equation form like (7.24) must be used. Of course, the result (7.26) can easily be reformulated as a difference equation, thus leading to a convenient form for implementation.

Next consider the general linear model
which was introduced in (6.1); see also (7.10). Assume that \( G(0; \theta) = 0 \), \( H(0; \theta) = I \) and that \( H^{-1}(q^{-1}; \theta) \) and \( H^{-1}(q^{-1}; \theta)G(q^{-1}; \theta) \) are asymptotically stable (i.e. \( \theta \in \mathcal{D} \), (6.2)). Assume also that \( u(t) \) and \( e(s) \) are uncorrelated for \( t < s \). This condition holds if either the system operates in open loop with disturbances uncorrelated with the input, or the input is determined by causal feedback.

The optimal predictor is easily found from the following calculations:

\[
y(t) = G(q^{-1}; \theta)u(t) + \{H(q^{-1}; \theta) - I\}e(t) + e(t) \\
= \left[ G(q^{-1}; \theta)u(t) + \{H(q^{-1}; \theta) - I\}H^{-1}(q^{-1}; \theta)\right]y(t) \\
- G(q^{-1}; \theta)u(t) \right] + e(t) \\
= \left[ H^{-1}(q^{-1}; \theta)G(q^{-1}; \theta)u(t) + \{I - H^{-1}(q^{-1}; \theta)\}y(t) \right] + e(t) \\
\triangleq z(t) + e(t)
\]

Note that \( z(t) \) and \( e(t) \) are uncorrelated. Let \( y^*(t) \) be an arbitrary predictor of \( y(t) \) based on data up to time \( t - 1 \). Then the following inequality holds for the prediction error covariance matrix:

\[
E[y(t) - y^*(t)][y(t) - y^*(t)]^T
= E[z(t) + e(t) - y^*(t)][z(t) + e(t) - y^*(t)]^T
= E[z(t) - y^*(t)][z(t) - y^*(t)]^T + \Lambda(\theta) \geq \Lambda(\theta)
\]

Hence \( z(t) \) is the optimal mean square predictor, and \( e(t) \) the prediction error. This can be written as

\[
\hat{y}(t|t-1; \theta) = H^{-1}(q^{-1}; \theta)G(q^{-1}; \theta)u(t) + \{I - H^{-1}(q^{-1}; \theta)\}y(t) \\
\varepsilon(t, \theta) = e(t) = H^{-1}(q^{-1}; \theta)\{y(t) - G(q^{-1}; \theta)u(t)\}
\]

Note that the assumption \( G(0; \theta) = 0 \) means that the predictor \( \hat{y}(t|t-1; \theta) \) depends only on previous inputs (i.e. \( u(t-1), u(t-2), \ldots \)) and not on \( u(t) \). Similarly, since \( H(0; \theta) = I \) and hence \( H^{-1}(0; \theta) = I \), the predictor does not depend on \( y(t) \) but only on former output values \( y(t-1), y(t-2) \ldots \).

Further, note that use of the set \( \mathcal{D} \), introduced in (6.2), means that \( \theta \) is restricted to those values for which the predictor (7.29) is asymptotically stable. This was in fact the reason for introducing the set \( \mathcal{D} \).

For the particular case treated in Example 7.3,

\[
G(q^{-1}; \theta) = \frac{bq^{-1}}{1 + aq^{-1}} \quad H(q^{-1}; \theta) = \frac{1 + cq^{-1}}{1 + aq^{-1}}
\]
Then (7.29) gives
\[ \hat{y}(t|t-1; \theta) = \frac{1 + aq^{-1}}{1 + cq^{-1}} \frac{bq^{-1}}{bq^{-1}} u(t) + \left[ 1 - \frac{1 + aq^{-1}}{1 + cq^{-1}} \right] y(t) \]
\[ = \frac{bq^{-1}}{1 + cq^{-1}} u(t) + \frac{(c - a)q^{-1}}{1 + cq^{-1}} y(t) \]
which is identical to (7.26).

Next consider optimal prediction for systems given in the state space form (6.28):
\[ x(t + 1) = A(\theta)x(t) + B(\theta)u(t) + v(t) \]
\[ y(t) = C(\theta)x(t) + e(t) \]  
(7.30)
where \( v(t) \) and \( e(t) \) are mutually uncorrelated white noise sequences with zero means and covariance matrices \( R_1(\theta) \) and \( R_2(\theta) \), respectively. The optimal one-step predictor of \( y(t) \) is given by the Kalman filter (see Section B.7 in Appendix B; cf. also (6.33)),
\[ \hat{x}(t + 1|t) = A(\theta)\hat{x}(t|t - 1) + B(\theta)u(t) + K(\theta)[y(t) - C(\theta)\hat{x}(t|t - 1)] \]
\[ \hat{y}(t|t - 1) = C(\theta)\hat{x}(t|t - 1) \]  
(7.31)
where the gain \( K(\theta) \) is given by
\[ K(\theta) = A(\theta)P(\theta)C^T(\theta)[C(\theta)P(\theta)C^T(\theta) + R_2(\theta)]^{-1} \]  
(7.32a)
and where \( P(\theta) \) is the solution of the following algebraic Riccati equation:
\[ P(\theta) = A(\theta)P(\theta)A^T(\theta) + R_1(\theta) - K(\theta)C(\theta)P(\theta)A^T(\theta) \]  
(7.32b)
This predictor is mean square optimal if the disturbances are Gaussian distributed. For other distributions it is the optimal linear predictor. (This is also true for (7.29).)

**Remark.** As noted in Appendix A6.1 for the state space model (7.30), there are strong connections between spectral factorization and optimal prediction. In particular, the factorization of the spectral density matrix of the disturbance term of \( y(t) \), makes it possible to write the model (7.30) (which has two noise sources) in the form of (7.27), for which the optimal predictor is easily derived.

As an illustration of the equivalence between the above two methods for finding the optimal predictor, the next example reconsiders the ARMAX model of Example 7.3 but uses the results for the state space model (7.30) to derive the predictor.

**Example 7.4 Prediction for a first-order ARMAX model, continued**

Consider the model (7.18)
\[ y(t) + ay(t - 1) = bu(t - 1) + e(t) + ce(t - 1) \]
\[ |c| < 1 \quad Ee(t)e(s) = \lambda^2 \delta_{t,s} \]  
(7.33)
which is represented in state space form as
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\[ x(t + 1) = \begin{pmatrix} -a & 1 \\ 0 & 0 \end{pmatrix} x(t) + \begin{pmatrix} b \\ 0 \end{pmatrix} u(t) + \begin{pmatrix} 1 \\ c \end{pmatrix} e(t + 1) \]
\[ y(t) = (1 \ 0) x(t) \]

(cf. (A6.1.18a)). As in Example A6.1.2 the solution of the Riccati equation has the form

\[ P = \lambda^2 \begin{pmatrix} 1 + \alpha & c \\ c & c^2 \end{pmatrix} \]

where the scalar \( \alpha \) satisfies

\[ \alpha = (c - a)^2 + a^2 \alpha - \frac{(c - a - aa)^2}{1 + \alpha} \]

This gives \( \alpha = 0 \) (since \(|c| < 1\)). The gain vector \( K \) is found to be

\[ K = \begin{pmatrix} 1 \\ 0 \end{pmatrix} \frac{c - a - aa}{1 + \alpha} = \begin{pmatrix} c - a \\ 0 \end{pmatrix} \]

(7.35)

According to (7.31) the one-step optimal predictor of the output will be

\[ \hat{x}(t + 1|t) = \begin{pmatrix} -a & 1 \\ 0 & 0 \end{pmatrix} \hat{x}(t|t - 1) + \begin{pmatrix} b \\ 0 \end{pmatrix} u(t) \]
\[ + \begin{pmatrix} c - a \\ 0 \end{pmatrix} \{ y(t) - (1 \ 0) \hat{x}(t|t - 1) \} \]
\[ \hat{y}(t|t - 1) = (1 \ 0) \hat{x}(t|t - 1) \]

(7.36)

This can be written in standard state space form as

\[ \dot{x}(t + 1|t) = \begin{pmatrix} -c & 1 \\ 0 & 0 \end{pmatrix} \dot{x}(t|t - 1) + \begin{pmatrix} b \\ 0 \end{pmatrix} u(t) + \begin{pmatrix} c - a \\ 0 \end{pmatrix} y(t) \]
\[ \hat{y}(t|t - 1) = (1 \ 0) \dot{x}(t|t - 1) \]

and it follows that

\[ \hat{y}(t|t - 1) = (1 \ 0) \left( \begin{pmatrix} q + c & -1 \\ 0 & q \end{pmatrix} \right)^{-1} \left( \begin{pmatrix} bu(t) + (c - a)y(t) \\ 0 \end{pmatrix} \right) \]
\[ = \frac{1}{q + c} [bu(t) + (c - a)y(t)] \]
\[ = \frac{bq^{-1}}{1 + cq^{-1}} u(t) + \frac{(c - a)q^{-1}}{1 + cq^{-1}} y(t) \]

This is precisely the result (7.26) obtained previously.

We have now seen how to compute the optimal predictors and the prediction errors for general linear models. It should be stressed that it is a model assumption only that \( e(t) \) in (7.27) is white noise. This is used to derive the form of the predictor. We can compute and apply the predictor (7.29) even if this model assumption is not satisfied by the data.
Thus the model assumption should be regarded as a tool to construct the predictor (7.29). Note, however, that if \( e(t) \) is not white but correlated, the predictor (7.29) will no longer be optimal. The same discussion applies to the disturbances in the state space model (7.30). Complement C7.2 describes optimal multistep prediction of ARMA processes.

### 7.4 Relationships between prediction error methods and other identification methods

It was shown in Section 7.1 that the least squares method is a special case of the prediction error method (PEM). There are other cases for which the prediction error method is known under other names:

- For the model structure
  \[
  A(q^{-1})y(t) = B(q^{-1})u(t) + D^{-1}(q^{-1})e(t)
  \]  
  (7.37)
  the PEM is sometimes called the generalized least squares (GLS) method, although GLS originally was associated with a certain numerical minimization procedure. Various specific results for the GLS method are given in Complement C7.4.

- Consider the model structure
  \[
  y(t) = G(q^{-1}; \theta)u(t) + e(t)
  \]  
  (7.38)
  Then the prediction error calculated according to (7.29) becomes
  \[
  \varepsilon(t, \theta) = y(t) - G(q^{-1}; \theta)u(t)
  \]
  which is the difference between the measured output \( y(t) \) and the ‘noise-free model output’ \( G(q^{-1}; \theta)u(t) \). In such a case the PEM is often called an output error method (OEM). This method is analyzed in Complement C7.5.

#### The maximum likelihood method

There is a further important issue to mention in connection with PEMs, namely the relation to the maximum likelihood (ML) method.

For this purpose introduce the further assumption that the noise in the model (7.10) is Gaussian distributed. The maximum likelihood estimate of \( \theta \) is obtained by maximizing the likelihood function, i.e. the probability distribution function (pdf) of the observations conditioned on the parameter vector \( \theta \) (see Section B.3 of Appendix B). Now there is a 1–1 transformation between \( \{y(t)\} \) and \( \{e(t)\} \) as given by (7.10) if the effect of initial conditions is neglected; see below for details. Therefore it is equally valid to use the pdf of the disturbances. Using the expression for the multivariable Gaussian distribution function (see (B.12)), it is found that the likelihood function is given by

\[
L(\theta) = \frac{1}{(2\pi)^{N\nu/2} \det \Lambda(\theta)^{N/2}} \exp \left[ -\frac{1}{2} \sum_{t=1}^{N} \varepsilon^T(t, \theta) \Lambda^{-1}(\theta) \varepsilon(t, \theta) \right]
\]  
(7.39)
Taking natural logarithms of both sides of (7.39) the following expression for the log-likelihood is obtained:

$$
\log L(\theta) = -\frac{1}{2} \sum_{t=1}^{N} \varepsilon(t, \theta) \Lambda^{-1}(\theta) \varepsilon(t, \theta) - \frac{N}{2} \log \det \Lambda(\theta) + \text{constant} \quad (7.40)
$$

Strictly speaking, $L(\theta)$ in (7.39) is not the exact likelihood function. The reason is that the transformation of $\{y(t)\}$ to $\{\varepsilon(t, \theta)\}$ using (7.29) has neglected the transient effect due to the initial values. Strictly speaking, (7.39) should be called the $L$-function conditioned on the initial values, or the conditional $L$-function. Complement C7.7 presents a derivation of the exact $L$-function for ARMA models, in which case the initial values are treated in an appropriate way. The exact likelihood is more complicated to evaluate than the conditional version introduced here. However, when the number of data points is large the difference between the conditional and the exact $L$-functions is small and hence the corresponding estimates are very similar. This is illustrated in the following example.

**Example 7.5** The exact likelihood function for a first-order autoregressive process

Consider the first-order autoregressive model

$$
y(t) + ay(t - 1) = e(t) \quad |a| < 1 \quad (7.41)
$$

where $e(t)$ is Gaussian white noise of zero mean and variance $\lambda^2$. Set $\theta = (a \quad \lambda)^T$ and evaluate the likelihood function in the following way. Using Bayes’ rule,

$$
p(y(1), \ldots, y(N)) = p(y(N), \ldots, y(2)|y(1))p(y(1))
$$

$$
= p(y(N), \ldots, y(3)|y(2), y(1))p(y(2)|y(1))p(y(1))
$$

$$
= \left[ \prod_{k=2}^{N} p(y(k)|y(k - 1), \ldots, y(1)) \right] p(y(1))
$$

For $k \geq 2$,

$$
p(y(k)|y(k - 1), \ldots, y(1)) = p(e(k))
$$

$$
= \frac{1}{\sqrt{(2\pi)\lambda}} \exp \left[ -\frac{1}{2\lambda^2} (y(k) + ay(k - 1))^2 \right]
$$

and

$$
p(y(1)) = \frac{1}{\sqrt{(2\pi)\sigma}} \exp \left[ -\frac{1}{2\sigma^2} y^2(1) \right]
$$

where $\sigma^2 = Ey^2(t) = \lambda^2/(1 - a^2)$.

Hence the exact likelihood function is given by

$$
L_e(\theta) = p(y(1) \ldots y(N)|\theta)
$$

$$
= \left\{ \prod_{k=2}^{N} \frac{1}{\sqrt{(2\pi)\lambda}} \exp \left[ -\frac{1}{2\lambda^2} (y(k)
$$

+ ay(k - 1)^2} \right \} \frac{1}{\sqrt{(2\pi)\lambda}} \exp \left[ -\frac{1}{2\lambda^2} (y(k) + ay(k - 1))^2 \right] \\
+ \log \left \{ \frac{1}{\sqrt{(2\pi)\sigma}} \exp \left[ -\frac{1}{2\sigma^2} y^2(1) \right] \right \} \\
= -\frac{N}{2} \log 2\pi - (N - 1) \log \lambda - \frac{1}{2\lambda^2} \sum_{k=2}^{N} (y(k) + ay(k - 1))^2 \\
- \frac{1}{2} \log \frac{\lambda^2}{1 - a^2} - \frac{1}{2\lambda^2} y^2(1)

For comparison, consider the conditional likelihood function. For the model (7.41),

$$
\epsilon(t) = y(t) + ay(t - 1)
$$

The first prediction error, \( \epsilon(1) \), is not defined unless \( y(0) \) is specified: so set it here to \( \epsilon(1) = y(1) \), which corresponds to the assumption \( y(0) = 0 \). The conditional log-likelihood function, denoted by \( \log L(\theta) \), is given by

$$
\log L(\theta) = -\frac{N}{2} \log 2\pi - N \log \lambda - \frac{1}{2\lambda^2} \sum_{k=2}^{N} (y(k) + ay(k - 1))^2 - \frac{1}{2\lambda^2} y^2(1)
$$

(cf. (7.40)). Note that \( \log L(\theta) \) and \( \log L(\theta) \) both are of order \( N \) for large \( N \). However, the difference \( \log L(\theta) - \log L(\theta) \) is only of order \( O(1) \) as \( N \) tends to infinity. Hence the exact and the conditional estimates are very close for a large amount of data. With some further calculations it can in fact be shown that

$$
\hat{\theta}_{\text{exact}} = \hat{\theta}_{\text{cond}} + O \left( \frac{1}{N} \right)
$$

In this case the conditional estimate \( \hat{\theta}_{\text{cond}} \) will be the LS estimate (7.4) and is hence easy to compute. The estimate \( \hat{\theta}_{\text{exact}} \) can be found as the solution to a third-order equation, see, e.g., Anderson (1971).

Returning to the general case, assume that all the elements of \( \Lambda \) are to be estimated and that \( \epsilon(t, \theta) \) and \( \Lambda(\theta) \) have no common parameters. For notational convenience we will assume that the unknown parameters in \( \Lambda \) are in addition to those in \( \theta \) and will therefore drop the argument \( \theta \) in \( \Lambda(\theta) \).

For simplicity consider first the scalar case \( (ny = 1) \), which implies that \( \epsilon(t, \theta) \) and \( \Lambda(\theta) \) are scalars. The ML estimates \( \hat{\theta}, \hat{\Lambda} \) are obtained as the maximizing elements of \( L(\theta, \Lambda) \). First maximize with respect to \( \Lambda \) the expression

$$
\log L(\theta, \Lambda) = -\frac{1}{\Lambda} \frac{N}{2} \frac{1}{N} \sum_{r=1}^{N} \epsilon^2(t, \theta) - \frac{N}{2} \log \Lambda + \text{constant}
$$
\[ \Lambda = R_N(\theta) \]

Furthermore, the second-order derivative is negative at this point. Hence it is a maximum. The estimate of \( \Lambda \) is thus found to be

\[ \hat{\Lambda} = R_N(\hat{\theta}) \] (7.43)

where \( \theta \) is to be replaced by its optimal value, which is yet to be determined. Inserting (7.43) into (7.42) gives

\[ \log L(\theta, \hat{\Lambda}) = -\frac{N}{2} \log R_N(\hat{\theta}) + \text{constant} \]

so \( \hat{\theta} \) is obtained by minimizing \( R_N(\theta) \). The minimum point will be the estimate \( \hat{\theta} \) and the minimal value \( R_N(\hat{\theta}) \) will become the estimate \( \hat{\Lambda} \). So the prediction error estimate can be interpreted as the maximum likelihood estimate provided the disturbances are Gaussian distributed.

Next consider the multivariable case (\( \dim y(t) = ny \geq 1 \)). A similar result as above for scalar systems holds, but the calculations are a little bit more complicated. In this case

\[ \log L(\theta, \Lambda) = -\frac{N}{2} [\text{tr} R_N(\theta)\Lambda^{-1} + \log \det \Lambda] + \text{constant} \] (7.44)

The statement that \( L(\theta, \Lambda) \) is maximized with respect to \( \Lambda \) for \( \Lambda = R_N(\theta) \) is equivalent to

\[ \text{tr} RA^{-1} + \log \det \Lambda \geq \text{tr} I + \log \det R \iff \]
\[ \text{tr} RA^{-1} + \log[\det \Lambda/\det R] \geq ny \iff \]
\[ \text{tr} RA^{-1} - \log \det RA^{-1} \geq ny \] (7.45)

Next write \( R = GG^T \) and set \( Y = G^T\Lambda^{-1}G \). The matrix \( Y \) is symmetric and positive definite, with eigenvalues \( \lambda_1 \ldots \lambda_{ny} \). These clearly satisfy \( \lambda_i > 0 \). Now (7.45) is equivalent to

\[ \text{tr} GG^T\Lambda^{-1} - \log \det GG^T\Lambda^{-1} \geq ny \iff \]
\[ \text{tr} G^T\Lambda^{-1}G - \log \det G^T\Lambda^{-1}G \geq ny \iff \]
\[ \text{tr} Y - \log \det Y \geq ny \iff \]
\[
\sum_{i=1}^{ny} \lambda_i - \log \prod_{i=1}^{ny} \lambda_i \geq ny \Leftrightarrow \\
\sum_{i=1}^{ny} [\lambda_i - \log \lambda_i - 1] \geq 0
\]

Since for any positive \( \lambda \), \( \log \lambda \leq \lambda - 1 \), the above inequality is obviously true.

Hence the likelihood function is maximized with respect to \( \Lambda \) for

\[
\hat{\Lambda} = R_N(\theta)
\]  
(7.46)

where \( \theta \) is to be replaced by its value \( \hat{\theta} \) which maximizes (7.44). It can be seen from (7.44) that \( \hat{\theta} \) is determined as the minimizing element of

\[
V(\theta) = \text{det} R_N(\theta)
\]  
(7.47)

This means that here one uses the function \( h_2(Q) \) of Example 7.1.

The above analysis has demonstrated an interesting relation between the PEM and the ML method. If it is assumed that the disturbances in the model are Gaussian distributed, then the ML method becomes a prediction error method corresponding to the loss function (7.47). In fact, for this reason, prediction error methods have often been known as ML methods.

### 7.5 Theoretical analysis

An analysis is given here of the estimates described in the foregoing sections. In particular, the limiting properties of the estimated parameters as the number of data points tends to infinity will be examined. In the following, \( \hat{\theta}_N \) denotes the parameter estimate based on \( N \) data points. Thus \( \hat{\theta}_N \) is a minimum point of \( V_N(\theta) \).

#### Basic assumptions

A1. The data \( \{u(t), y(t)\} \) are stationary processes.

A2. The input is persistently exciting.

A3. The Hessian \( V^*_N(\theta) \) is nonsingular at least locally around the minimum points of \( V_N(\theta) \).

A4. The filters \( G(q^{-1}; \theta) \) and \( H(q^{-1}; \theta) \) are smooth (differentiable) functions of the parameter vector \( \theta \).

Assumption A3 is weak. For models that are not overparametrized, it is a consequence of A1, A2, A4. Note that A3 is further examined in Example 11.6 for ARMAX models. The other assumptions A1, A2 and A4 are also fairly weak.
For part of the analysis the following additional assumption will be needed:

A5. The set \( D_T(\mathcal{F}, \mathcal{M}) \) introduced in (6.44) consists of precisely one point.

Note that we do not assume that the system operates in open loop. In fact, as will be seen in Chapter 10, one can often apply prediction error methods with success even if the data are collected from a closed loop experiment.

**Asymptotic estimates**

When \( N \) tends to infinity, the sample covariances converge to the corresponding expected values according to the ergodicity theory for stationary signals (see Lemma B.2; and Hannan, 1970). Then since the function \( h(\cdot) \) is assumed to be continuous, it follows that

\[
V_N(\theta) = h(R_N(\theta)) \to h(R_\infty(\theta)) \triangleq V_\infty(\theta), \quad \text{as} \ N \to \infty
\]  

(7.48)

where

\[
R_\infty = Ee(t, \theta)e^T(t, \theta)
\]

(7.49)

It is in fact possible to show that the convergence in (7.48) is uniform on compact (i.e. closed and bounded) sets in the \( \theta \)-space (see Ljung, 1978).

If the convergence in (7.48) is uniform, it follows that \( \theta_N \) converges to a minimum point of \( V_\infty(\theta) \) (cf. Problem 7.15). Denote such a minimum by \( \theta^* \). This is an important result. Note, in particular, that Assumption A5 has not been used so far, so the stated result does not require the model structure to be large enough to cover the true system.

If the set \( D_T(\mathcal{F}, \mathcal{M}) \) is empty then an approximate prediction model is obtained. The approximation is in fact most reasonable. The parameter vector \( \theta^* \) is by definition such that the prediction error \( e(t, \theta) \) has as small a variance as possible. Examples were given in Chapter 2 (see Examples 2.3, 2.4) of how such an approximation will depend on the experimental condition. It is shown in Complement C7.1 that in the multivariable case \( \theta^* \) will also depend on the chosen criterion.

**Consistency analysis**

Next assume that the set \( D_T(\mathcal{F}, \mathcal{M}) \) is nonempty. Let \( \theta_0 \) be an arbitrary element of \( D_T(\mathcal{F}, \mathcal{M}) \). This means that the true system satisfies

\[
y(t) = G(q^{-1}; \theta_0)u(t) + H(q^{-1}; \theta_0)e(t) \quad Ee(t)e^T(t) = \Lambda(\theta_0)
\]

(7.50)

where \( e(t) \) is white noise. If the set \( D_T(\mathcal{F}, \mathcal{M}) \) has only one point (Assumption A5) then we can call \( \theta_0 \) the true parameter vector. Next analyze the ‘minimum’ points of \( R_\infty(\theta) \). It follows from (7.29), (7.50) that

\[
e(t, \theta) = H^{-1}(q^{-1}; \theta)[G(q^{-1}; \theta_0)u(t) + H(q^{-1}; \theta_0)e(t) - G(q^{-1}; \theta)u(t)]
\]

\[
= H^{-1}(q^{-1}; \theta)[G(q^{-1}; \theta_0) - G(q^{-1}; \theta)]u(t)
\]

\[
+ H^{-1}(q^{-1}; \theta)H(q^{-1}; \theta_0)e(t)
\]

(7.51)
Since \( G(0, \theta) = 0, H(0, \theta) = H^{-1}(0, \theta) = I \) for all \( \theta \),

\[
\varepsilon(t, \theta) = e(t) + \text{a term independent of } e(t)
\]

Thus

\[
R_{\infty}(\theta) = E\varepsilon(t, \theta)e^T(t, \theta) \geq E\varepsilon(t)e^T(t) = \Lambda(\theta_0)
\]  \hspace{1cm} (7.52)

This is independent of the way the input is generated. It is only necessary to assume that any possible feedback from \( y(\cdot) \) to \( u(\cdot) \) is causal. Since (7.52) gives a lower bound that is attained for \( \theta = \theta_0 \) it follows that \( \theta^* = \theta_0 \) is a possible limiting estimate. Note that the calculations above have shown that \( \theta_0 \) ‘minimizes’ \( R_{\infty}(\theta) \), but they did not establish that no other minimizers of \( R_{\infty} \) exist. In the following it is proved that for systems operating in open loop, all the minimizers of \( R_{\infty} \) are the points \( \theta_0 \) of \( D_T \). The case of closed loop systems is more complicated (in such a case there may also be ‘false’ minimizers not belonging to \( D_T \)), and is studied in Chapter 10.

Assume that the system operates in open loop so that \( u(t) \) and \( e(s) \) are independent for all \( t \) and \( s \). Then \( R_{\infty}(\theta) = \Lambda(\theta_0) \) implies (cf. (7.51)):

\[
H^{-1}(q^{-1}; \theta)[G(q^{-1}; \theta_0) - G(q^{-1}; \theta_0)]u(t) \equiv 0
\]

\[
H^{-1}(q^{-1}; \theta)H(q^{-1}; \theta_0) \equiv I
\]

The second relation gives

\[
H(q^{-1}; \theta) = H(q^{-1}; \theta_0)
\]

Using Assumption A2 and Property 5 of persistently exciting signals (see Section 5.4) one can conclude from the first identity that

\[
G(q^{-1}; \theta) = G(q^{-1}; \theta_0)
\]

Thus we have \( \theta \in D_T(\mathcal{F}, \mathcal{M}) \).

The above result shows that under weak conditions the PEM estimate \( \hat{\theta}_N \) is consistent. Note that under the general assumptions A1–A4 the system is system identifiable (see Section 6.4). If A5 is also satisfied, the system is parameter identifiable. This is essentially the same as saying that \( \theta_N \) is consistent.

**Approximation**

There is an important instance of approximation that should be pointed out. ‘Approximation’ here means that the model structure is not rich enough to include the true system. Assume that the system is given by

\[
y(t) = G_s(q^{-1})u(t) + H_s(q^{-1})e(t)
\]  \hspace{1cm} (7.53)

and that the model structure is

\[
y(t) = G(q^{-1}; \theta_1)u(t) + H(q^{-1}; \theta_2)e(t)
\]

\[
Ee(t)e^T(t) = \Lambda(\theta_3)
\]  \hspace{1cm} (7.54)

Here the parameter vector has been split into three parts, \( \theta_1, \theta_2 \) and \( \theta_3 \). It is crucial for what follows that \( G \) and \( H \) in (7.54) have different parameters. Further assume that there is a parameter vector \( \theta_{10} \) such that
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\[ G_s(q^{-1}) = G(q^{-1}; \theta_{10}) \]  
(7.55)

Let the input \( u(t) \) and the disturbance \( e(s) \) in (7.53) be independent for all \( t \) and \( s \). This is 
a reasonable assumption if the system operates in open loop. Then the two terms of 
(7.51) are uncorrelated. Hence

\[
R_\infty(\theta) = E e(t, \theta) e^T(t, \theta) 
\geq E [H^{-1}(q^{-1}; \theta_2) H_s(q^{-1}) e(t)] [H^{-1}(q^{-1}; \theta_2) H_s(q^{-1}) e(t)]^T 
\]  
(7.56)

Equality holds in (7.56) if \( \theta_1 = \theta_{10} \). This means that the limiting estimate \( \theta^* \) is such that 
\( \theta^*_1 = \theta_{10} \). In other words, asymptotically a perfect description of the transfer function 
\( G_s(q^{-1}) \) is obtained even though the noise filter \( H \) may not be adequately parametrized. 
Recall that \( G \) and \( H \) have different parameters and that the system operates in open 
loop. Output error models are special cases where these assumptions are applicable, 
since \( H(q^{-1}; \theta_2) \equiv I \).

Asymptotic distribution of the parameter estimates

Following this discussion of the limit of \( \hat{\theta}_N \), this subsection examines the limiting 
distribution. The estimate \( \hat{\theta}_N \) will be shown to be asymptotically Gaussian distributed.

The estimate \( \hat{\theta}_N \) is a minimum point of the loss function \( V_N(\theta) \). In the following it will 
be assumed that the set \( D_T(\mathcal{F}, \mathcal{M}) \) has exactly one point, i.e. there exists a unique true 
vector \( \theta_0 \) (Assumption A5). A Taylor series expansion of \( V_N(\hat{\theta}_N)^T \) around \( \theta_0 \) retaining 
only the first two terms gives

\[
0 = V_N(\hat{\theta}_N)^T = V_N(\theta_0)^T + V''_N(\theta_0)(\hat{\theta}_N - \theta_0) 
\approx V_N(\theta_0)^T + V''_N(\theta_0)(\hat{\theta}_N - \theta_0) 
\]  
(7.57)

The second approximation follows since \( V''_N(\theta_0) \to V''_\infty(\theta_0) \) with probability 1 as \( N \to \infty \). 
Here \( V' \) denotes the gradient of \( V \), and \( V'' \) the Hessian. The approximation in (7.57) has 
an error that tends to zero faster than \( \| \hat{\theta}_N - \theta_0 \| \). Since \( \hat{\theta}_N \) converges to \( \theta_0 \) as \( N \) tends 
to infinity, for large \( N \) the dominating term in the estimation error \( \hat{\theta}_N - \theta_0 \) can be written as

\[
\sqrt{N}(\hat{\theta}_N - \theta_0) \approx -[V''_\infty(\theta_0)]^{-1} \sqrt{N} V'_N(\theta_0)^T \]  
(7.58)

The matrix \( V''_\infty(\theta_0) \) is deterministic. It is nonsingular under very general conditions when 
\( D_T(\mathcal{F}, \mathcal{M}) \) consists of one single point \( \theta_0 \). However, the vector \( \sqrt{N} V'_N(\theta_0)^T \) is a random 
variable. It will be shown in the following, using Lemma B.3, that it is asymptotically 
Gaussian distributed with zero mean and a covariance matrix denoted by \( P_0 \). Then 
Lemma B.4 and (7.58) give

\[
\sqrt{N}(\hat{\theta}_N - \theta_0) \xrightarrow{\text{dist}} \calN(0, P) 
\]  
(7.59)

with

\[
P = [V''_\infty(\theta_0)]^{-1} P_0 [V''_\infty(\theta_0)]^{-1} \]  
(7.60)
The matrices in (7.60) must be evaluated. First consider scalar systems (dim \( y(t) = 1 \)). For this case

\[
V_N(\theta) = \frac{1}{N} \sum_{i=1}^{N} \varepsilon^2(t, \theta) \quad V_\infty(\theta) = EE^2(t, \theta) \tag{7.61}
\]

Introduce the notation

\[
\psi(t, \theta) = -\left( \frac{\partial \varepsilon(t, \theta)}{\partial \theta} \right)^T \tag{7.62}
\]

which is an \((n|1)\) vector. By straightforward differentiation

\[
V_N'(\theta) = -\frac{2}{N} \sum_{i=1}^{N} \varepsilon(t, \theta)\psi^T(t, \theta) \tag{7.63}
\]

\[
V_\infty'(\theta) = \frac{2}{N} \sum_{i=1}^{N} \psi(t, \theta)\psi^T(t, \theta) + \frac{2}{N} \sum_{i=1}^{N} \varepsilon(t, \theta) \frac{\partial^2 \varepsilon(t, \theta)}{\partial \theta^2} \psi(t, \theta)
\]

For the model structures considered the first- and second-order derivatives of the prediction error, i.e. \( \psi(t, \theta) \) and \( \frac{\partial^2 \varepsilon(t, \theta)}{\partial \theta^2} \), will depend on the data up to time \( t - 1 \). They will therefore be independent of \( e(t) \equiv \varepsilon(t, \theta_0) \). Thus

\[
V_N'(\theta_0) = -\frac{2}{N} \sum_{i=1}^{N} e(t)\psi^T(t, \theta_0) \tag{7.64a}
\]

\[
V_\infty'(\theta_0) = 2E\psi(t, \theta_0)\psi^T(t, \theta_0) \tag{7.64b}
\]

Since \( e(t) \) and \( \psi(t, \theta_0) \) are uncorrelated, the result (7.59) follows from Lemmas B.3, B.4. The matrix \( P_0 \) can be found from

\[
P_0 = \lim_{N \to \infty} ENV_N'(\theta_0)^T V_N'(\theta_0)
\]

\[
= \lim_{N \to \infty} \frac{4}{N} \sum_{t=1}^{N} \sum_{s=1}^{N} Ee(t)\psi(t, \theta_0)e(s)\psi^T(s, \theta_0)
\]

To evaluate this limit, note that \( e(t) \) is white noise. Hence \( e(t) \) is independent of \( e(s) \) for all \( s \neq t \) and also independent of \( \psi(s, \theta_0) \) for \( s < t \). Therefore

\[
P_0 = \lim_{N \to \infty} \left\{ \frac{4}{N} \sum_{t=1}^{N} \sum_{s=1}^{t-1} Ee(t)E\psi(t, \theta_0)e(s)\psi^T(s, \theta_0) \right. \]

\[
+ \frac{4}{N} \sum_{t=1}^{N} \sum_{s=t+1}^{N} Ee(t)\psi(t, \theta_0)\psi^T(s, \theta_0)Ee(s) \]

\[
+ \frac{4}{N} \sum_{t=1}^{N} \sum_{s=t}^{N} Ee(t)\psi(t, \theta_0)e(s)\psi^T(s, \theta_0) \}
\]

\[
= \lim_{N \to \infty} \frac{4}{N} \sum_{t=1}^{N} Ee^2(t)E\psi(t, \theta_0)\psi^T(t, \theta_0)
\]

\[
= 4\Lambda E\psi(t, \theta_0)\psi^T(t, \theta_0)
\]
Section 7.5

Finally, from (7.60), (7.64b), (7.65) the following expression for the asymptotic normalized covariance matrix is obtained:

\[ P = \Lambda [E\psi(t, \theta_0)\psi^T(t, \theta_0)]^{-1} \quad (7.66) \]

Note that a reasonable estimate of \( P \) can be found as

\[ \hat{P} = \hat{\Lambda} \left[ \frac{1}{N} \sum_{t=1}^{N} \psi(t, \hat{\theta}_N)\psi^T(t, \hat{\theta}_N) \right]^{-1} \quad (7.67) \]

This means that the accuracy of \( \hat{\theta}_N \) can be estimated from the data.

The result (7.66) is now illustrated by means of two simple examples before discussing how it can be extended to multivariable systems.

**Example 7.6 Accuracy for a linear regression**

Assume that the model structure is

\[ A(q^{-1})y(t) = B(q^{-1})u(t) + e(t) \]

which can be written in the form

\[ y(t) = \psi^T(t)\theta + e(t) \]

(cf. (6.12), (6.13), (7.1)). Since \( e(t, \theta) = y(t) - \psi^T(t)\theta \), it follows that

\[ \psi(t, \theta) = -\left( \frac{\partial e(t, \theta)}{\partial \theta} \right)^T = \psi(t) \]

Thus from (7.66)

\[ P = \Lambda [E\psi(t)\psi^T(t)]^{-1} \quad (7.68) \]

It is interesting to compare (7.68) with the corresponding result for the static case (see Lemma 4.2). For the static case, with the present notation, for a finite data length:

(a) \( \hat{\theta} \) is unbiased

(b) \( \sqrt{N}(\hat{\theta} - \theta_0) \) is Gaussian distributed \( \mathcal{N}(0, P) \) where

\[ P = \Lambda \left( \frac{1}{N} \sum_{t=1}^{N} \psi(t)\psi^T(t) \right)^{-1} \quad (7.69) \]

In the dynamic case these results do not hold exactly for a finite \( N \). Instead the following asymptotic results hold:

(a) \( \hat{\theta} \) is consistent

(b) \( \sqrt{N}(\hat{\theta} - \theta_0) \) is asymptotically Gaussian distributed \( \mathcal{N}(0, P) \) where

\[ P = \Lambda [E\psi(t)\psi^T(t)]^{-1} \]

**Example 7.7 Accuracy for a first-order ARMA process**

Let the model structure be

\[ y(t) + ay(t-1) = e(t) + ce(t-1) \quad Ee^2(t) = \Lambda \quad \theta = (a \quad c)^T \quad (7.70) \]
Then
\[
\varepsilon(t, \theta) = \frac{1 + aq^{-1}}{1 + cq^{-1}} y(t)
\]
\[
\frac{\partial \varepsilon}{\partial a}(t, \theta) = \frac{q^{-1}}{1 + cq^{-1}} y(t)
\]
\[
\frac{\partial \varepsilon}{\partial c}(t, \theta) = -\frac{1 + aq^{-1}}{(1 + cq^{-1})^2} q^{-1} y(t) = -\frac{q^{-1}}{1 + cq^{-1}} \varepsilon(t, \theta)
\]

Thus
\[
P = \Lambda \begin{pmatrix}
    Ey^F(t - 1)^2 & -Ey^F(t - 1)\varepsilon^F(t - 1) \\
    -Ey^F(t - 1)\varepsilon^F(t - 1) & E\varepsilon^F(t - 1)^2
\end{pmatrix}_{\theta = \theta_0}^{-1}
\]

where
\[
y^F(t) = \frac{1}{1 + cq^{-1}} y(t) \quad \varepsilon^F(t) = \frac{1}{1 + cq^{-1}} \varepsilon(t, \theta)
\]

Since (7.70) is assumed to give a true description of the system,
\[
y^F(t) = \frac{1}{1 + aq^{-1}} e(t) \quad \varepsilon^F(t) = \frac{1}{1 + cq^{-1}} e(t)
\]

It is therefore found after some straightforward calculations that
\[
P = \Lambda \begin{pmatrix}
    \Lambda/(1 - a^2) & -\Lambda/(1 - ac) \\
    -\Lambda/(1 - ac) & \Lambda/(1 - c^2)
\end{pmatrix}^{-1}
\]
\[
= \frac{1}{(c - a)^2} \begin{pmatrix}
    (1 - a^2)(1 - ac)^2 & (1 - a^2)(1 - ac)(1 - c^2) \\
    (1 - a^2)(1 - ac)(1 - c^2) & (1 - ac)^2(1 - c^2)
\end{pmatrix}
\]  \hspace{1cm} (7.71)

The matrix \( P \) is independent of the noise variance \( \Lambda \). Note from (7.71) that the covariance elements all increase without bound when \( c \) approaches \( a \). Observe that when \( c = a \), i.e. when the true system is a white noise process, the model (7.70) is over-parametrized. In such a situation one cannot expect convergence of the estimate \( \hat{\theta}_N \) to a certain point. For that case the asymptotic loss function \( V_{\infty}(\theta) \) will not have a unique minimum since all \( \theta \) satisfying \( a = c \) will minimize \( V_{\infty}(\theta) \).

So far the scalar case (\( ny = 1 \)) has been discussed in some detail. For the multivariable case (\( ny \geq 1 \)) the calculations are a bit more involved. In Appendix A7.1 it is shown that

\[
P = [E\psi(t)H\psi^T(t)]^{-1}[E\psi(t)H\Lambda H\psi^T(t)][E\psi(t)H\psi^T(t)]^{-1}
\]  \hspace{1cm} (7.72)

Here \( \psi(t) \) denotes
\[
\psi(t) = -\left( \frac{\partial \varepsilon(t, \theta)}{\partial \theta} \right)^T_{\theta = \theta_0}
\]  \hspace{1cm} (7.73)
(cf. (7.62)). Now $\psi(t)$ is a matrix of dimension $(n\theta|ny)$. Further, in (7.72) $H$ is a matrix of dimension $(ny|ny)$ defined by

$$H = \left. \frac{\partial h(Q)}{\partial Q} \right|_{Q=\Lambda}$$

(7.74)

Recall that $h(Q)$ defines the loss function (see (7.15)). The matrix $H$ is constant. The derivative in (7.74) should be interpreted as

$$H_{ij} = \frac{\partial h(Q)}{\partial Q_{ij}}$$

### Optimal accuracy

It is also shown in Appendix A7.1 that there is a lower bound on $P$:

$$P \geq [E\psi(t)\Lambda^{-1}\psi^T(t)]^{-1}$$

(7.75)

with equality for

$$H = \Lambda^{-1}$$

(7.76)

or a scalar multiple thereof.

This result can be used to choose the function $h(Q)$ so as to maximize the accuracy. If $h(Q) = h_1(Q) = \text{tr} \ SQ$, it follows from (7.74) that $H = S$ and hence the optimal accuracy for this choice of $h(Q)$ can be obtained by setting $S = \Lambda^{-1}$. However, this alternative is not realistic since it requires knowledge of the noise covariance matrix $\Lambda$.

Next consider the case $h(Q) = h_2(Q) = \det Q$. This choice gives $H = \text{adj}(Q) = Q^{-1} \det Q$. When evaluated at $Q = \Lambda$ it follows from (7.76) that equality is obtained in (7.75). Moreover, this choice of $h(Q)$ is perfectly realizable. The only drawback is that it requires somewhat more calculations for evaluation of the loss function. The advantage is that optimal accuracy is obtained. Recall that this choice of $h(Q)$ corresponds to the ML method under the Gaussian hypothesis.

### Underparametrized models

Most of the previous results are stated for the case when the true system belongs to the considered model structure (i.e. $\mathcal{F} \in \mathcal{M}$, or equivalently $D_T(\mathcal{F}, \mathcal{M})$ is not empty). Assume for a moment that the system is more complex than the model structure. As stated after (7.48), the parameter estimates will converge to a minimum point of the asymptotic loss function

$$\hat{\theta}_N \to \theta^* \triangleq \arg \min_{\theta} V_{\infty}(\theta), \ N \to \infty$$

(7.77)
The estimates will still be asymptotically Gaussian distributed

\begin{align}
\sqrt{N}(\hat{\theta}_N - \theta^*) & \xrightarrow{\text{dist}} \mathcal{N}(0, P) \quad (7.78a) \\
P &= [V''_N(\theta^*)]^{-1}\left[ \lim_{N \to \infty} NE\{V'_N(\theta^*)\}^T[V'_N(\theta^*)]\right][V''_N(\theta^*)]^{-1} \quad (7.78b)
\end{align}

(cf. (7.59), (7.60)). To evaluate the covariance matrix \(P\) given by (7.78b) it is necessary to use the properties of the data as well as the model structure.

**Statistical efficiency**

It will now be shown that for Gaussian distributed disturbances the optimal PEM (then identical to the ML method) is asymptotically statistically efficient. This means (cf. Section B.4 of Appendix B) that the covariance matrix of the optimal PEM is equal to the Cramér–Rao lower bound. Note that due to the general consistency properties of PEM the ‘bias factor’ \(\partial \gamma(\theta) / \partial \theta\) in the Cramér–Rao lower bound (B.31) is asymptotically equal to the identity matrix. Thus the Cramér–Rao lower bound formula (B.24) for unbiased estimators asymptotically applies also to consistent (PEM or other) estimators.

That the ML estimate is statistically efficient for Gaussian distributed data is a classical result for independent observations (see, for example, Cramér, 1946). In the present case, \(\{y(t)\}\) are dependent. However, the innovations are independent and there is a linear transformation between the output measurements and the innovations. Hence the statistical efficiency of the ML estimate in our case is rather natural.

The log-likelihood function (for Gaussian distributed disturbances) is given by (7.44)

\[ \log L(\theta, \Lambda) = -\frac{1}{2} \sum_{t=1}^{N} \varepsilon^T(t, \theta) \Lambda^{-1} \varepsilon(t, \theta) - \frac{N}{2} \log \det \Lambda + \text{constant} \]

Assuming that \(\varepsilon(t, \theta)\) and \(\Lambda\) are independently parametrized and that all the elements of \(\Lambda\) are unknown,

\begin{align}
\frac{\partial \log L(\theta, \Lambda)}{\partial \theta} &= \sum_{t=1}^{N} \varepsilon^T(t, \theta) \Lambda^{-1} \varepsilon(t, \theta) \quad (7.79a) \\
\frac{\partial \log L(\theta, \Lambda)}{\partial \Lambda_{ij}} &= \frac{1}{2} \sum_{t=1}^{N} \varepsilon^T(t, \theta) \Lambda^{-1} \varepsilon^T(t, \theta) - \frac{N}{2} \frac{1}{\det \Lambda} \left[ \text{adj}(\Lambda) \right]_{ij} \quad (7.79b) \\
&= \frac{N}{2} \left[ \Lambda^{-1} R_N(\theta) \Lambda^{-1} \right]_{ij} - \frac{N}{2} \left[ \Lambda^{-1} \right]_{ij}
\end{align}

Here \(e_i\) denotes the \(i\)th unit vector.

The Fisher information matrix \(J\) (see (B.29)), is given by

\[ J = E \left( \begin{pmatrix} \frac{\partial \log L(\theta, \Lambda)}{\partial \theta} \\ \frac{\partial \log L(\theta, \Lambda)}{\partial \Lambda} \end{pmatrix} \right)^T \left( \begin{pmatrix} \frac{\partial \log L(\theta, \Lambda)}{\partial \theta} & \frac{\partial \log L(\theta, \Lambda)}{\partial \Lambda} \end{pmatrix} \right) \bigg|_{\theta = \hat{\theta}_N, \Lambda = \hat{\Lambda}_N} (7.80) \]
where the derivative with respect to $\Lambda$ is expressed in an informal way. It follows from (7.79) that the information matrix is block diagonal, since $\varepsilon(t, \theta_0)$ and $\psi(t, \theta_0)$ are mutually uncorrelated and $\{\varepsilon(t, \theta_0)\}$ is an uncorrelated sequence. This can be shown as follows:

$$
2E \left( \frac{\partial \log L(\theta, \Lambda)}{\partial \theta} \right)^T \left( \frac{\partial \log L(\theta, \Lambda)}{\partial \Lambda_{ij}} \right) \bigg|_{\theta=\theta_0, \Lambda=\Lambda_0}
$$

$$
= \sum_{t=1}^N \sum_{s=1}^N E \psi(t, \theta_0) \Lambda_0^{-1} e(t) e^T(s) \Lambda_0^{-1} e_j e^T(s) \Lambda_0^{-1} e(s)
$$

$$
= \sum_{t=1}^N \sum_{s=1}^{t-1} E \psi(t, \theta_0) \Lambda_0^{-1} E \left[ e(t) e^T(s) \Lambda_0^{-1} e_j e^T(s) \Lambda_0^{-1} e(s) \right] = 0
$$

We also have

$$
E \left( \frac{\partial \log L(\theta, \Lambda)}{\partial \theta} \right)^T \left( \frac{\partial \log L(\theta, \Lambda)}{\partial \theta} \right) \bigg|_{\theta=\theta_0, \Lambda=\Lambda_0}
$$

$$
= E \sum_{t=1}^N \sum_{s=1}^N \psi(t, \theta_0) \Lambda^{-1} e(t) e^T(s) \Lambda^{-1} \psi^T(s, \theta_0)
$$

$$
= \sum_{t=1}^N \sum_{s=1}^{t-1} E \psi(t, \theta_0) \Lambda^{-1} E \left[ e(t) e^T(s) \Lambda^{-1} \psi^T(s, \theta_0) \right] = 0
$$

$$
+ \sum_{t=1}^N \sum_{s=t+1}^N E \psi(t, \theta_0) \Lambda^{-1} E \left[ e(t) e^T(s) \Lambda^{-1} \psi^T(s, \theta_0) \right] = 0
$$

$$
+ \sum_{t=1}^N E \psi(t, \theta_0) \Lambda^{-1} E \left[ e(t) e^T(t) \Lambda^{-1} \psi^T(t, \theta_0) \right]
$$

$$
= NE \psi(t, \theta_0) \Lambda^{-1} \psi^T(t, \theta_0)
$$

(7.81)

By comparing with (7.59), (7.72) and (7.75) it can now be seen that under the Gaussian assumption the PEM estimate $\hat{\theta}_N$ is asymptotically statistically efficient if the criterion $h(\cdot)$ is chosen so that $H = \Lambda^{-1}$ (or a positive scalar times $\Lambda^{-1}$). Note that this condition is always satisfied in the scalar case ($ny = 1$).

### 7.6 Computational aspects

In the special case where $\varepsilon(t, \theta)$ depends linearly on $\theta$ the minimization of $V_N(\theta)$ can be done analytically. This case corresponds to linear regression. Some implementation issues for linear regressions were discussed in Section 4.5. See also Lawson and Hanson (1974) and Complement C7.3 for further aspects on how to organize the computation of the least squares estimate of linear regression model parameters.
Optimization algorithms

In most cases the minimum of $V_N(\theta)$ cannot be found analytically. For such cases the minimization must be performed using a numerical search routine. A commonly used method is the Newton–Raphson algorithm:

$$
\hat{\theta}^{(k+1)} = \hat{\theta}^{(k)} - \alpha_k [V''_N(\hat{\theta}^{(k)})]^{-1} V'_N(\hat{\theta}^{(k)})^T
$$

(7.82)

Here $\hat{\theta}^{(k)}$ denotes the kth iteration point in the search. The sequence of scalars $\alpha_k$ in (7.82) is used to control the step length. Note that in a strict theoretical sense, the Newton–Raphson algorithm corresponds to (7.82) with $\alpha_k = 1$ (see Problem 7.5). However, in practice a variable step length is often necessary. For instance, to improve the convergence of (7.82) one may choose $\alpha_k$ so that

$$
\alpha_k = \arg \min_{\alpha} V_N(\hat{\theta}^{(k)}) - \alpha [V''_N(\hat{\theta}^{(k)})]^{-1} V'_N(\hat{\theta}^{(k)})^T
$$

(7.83)

Note that $\alpha_k$ can also be used to guarantee that $\hat{\theta}^{(k+1)} \in \mathcal{D}$ for all $k$, as required.

The derivatives of $V(\theta)$ can be found in (7.63), (A7.1.3), (A7.1.4). In general,

$$
V'_N(\theta) = -\frac{2}{N} \sum_{i=1}^{N} \epsilon^T(t, \theta) H \psi^T(t, \theta)
$$

(7.84)

and

$$
V''_N(\theta) = \frac{2}{N} \sum_{i=1}^{N} \psi(t, \theta) H \psi^T(t, \theta) - \frac{2}{N} \sum_{i=1}^{N} \epsilon^T(t, \theta) \left( \frac{\partial H}{\partial \theta} \right)^T \psi^T(t, \theta)
$$

$$
- \frac{2}{N} \sum_{i=1}^{N} \epsilon^T(t, \theta) H \frac{\partial}{\partial \theta} \psi^T(t, \theta)
$$

(7.85)

Here $\partial H/\partial \theta$ and $\partial \psi/\partial \theta$ are written in an informal way. In the scalar case (i.e. $ny = 1$) explicit expressions of these factors are easily found (see (7.63)).

At the global minimum point $\epsilon(t, \theta)$ becomes asymptotically (as $N$ tends to infinity) white noise which is independent of $\psi(t, \theta)$. Then

$$
V''_N(\theta_0) \approx \frac{2}{N} \sum_{i=1}^{N} \psi(t, \theta_0) H \psi^T(t, \theta_0)
$$

(7.86)

(cf. (A7.1.4)). It is appealing to neglect the second and third terms in (7.85) when using the algorithm (7.82). There are two reasons for this:

- The approximate $V''_N(\theta)$ in (7.86) is by construction guaranteed to be positive definite. Therefore the loss function will decrease in every iteration if $\alpha_k$ is appropriately chosen (cf. Problem 7.7).
- The computations are simpler since $\partial H/\partial \theta$ and $\partial \psi(t, \theta)/\partial \theta$ need not be evaluated.

The algorithm obtained in this way can be written as
\[
\hat{\theta}^{(k+1)} = \hat{\theta}^{(k)} + \alpha_k \left[ N \sum_{t=1}^{N} \psi(t, \hat{\theta}^{(k)}) H \psi^T(t, \hat{\theta}^{(k)}) \right]^{-1} \times \left[ N \sum_{t=1}^{N} \psi(t, \hat{\theta}^{(k)}) H e(t, \hat{\theta}^{(k)}) \right]
\]

(7.87)

This is called the \textit{Gauss–Newton algorithm}. When \( N \) is large the two algorithms (7.82) and (7.87) will behave quite similarly if \( \hat{\theta}^{(k)} \) is close to the minimum point. For any \( N \) the local convergence of the Newton–Raphson algorithm is quadratic, i.e. when \( \hat{\theta}^{(k)} \) is close to \( \hat{\theta} \) (the minimum point) then \( \| \hat{\theta}^{(k+1)} - \hat{\theta} \| \) is of the same magnitude as \( \| \hat{\theta}^{(k)} - \hat{\theta} \|^2 \). This means roughly that the number of significant digits in the estimate \( \hat{\theta}^{(k)} \) is doubled in every iteration. The Gauss–Newton algorithm will give linear convergence in general. It will be quadratically convergent when the last two terms in (7.85) are zero. In practice these terms are small but nonzero; then the convergence will be linear but fast (so-called superlinear convergence; cf. Problem 7.7).

It should be mentioned here that an interesting alternative to (7.82) is to apply a recursive algorithm (see Chapter 9) to the data a couple of times. The initial values for one run of the data are then formed from the final values of the previous run. This will often give considerably faster convergence and will thus lead to a saving of computer time.

\section*{Evaluation of gradients}

For some model structures the gradient \( \psi(t, \theta) \) can be computed efficiently. The following example shows how this can be done for an \( n \)-th order ARMAX model.

\subsection*{Example 7.8 Gradient calculation for an ARMAX model}

Consider the model

\[
A(q^{-1}) y(t) = B(q^{-1}) u(t) + C(q^{-1}) e(t)
\]

(7.88)

The prediction errors \( e(t, \theta) \) are then given by

\[
C(q^{-1}) e(t, \theta) = A(q^{-1}) y(t) - B(q^{-1}) u(t)
\]

(7.89)

First differentiate the equation with respect to \( a_i \) to get

\[
C(q^{-1}) \frac{\partial e(t, \theta)}{\partial a_i} = y(t - i)
\]

Thus

\[
\frac{\partial e(t, \theta)}{\partial a_i} = \frac{1}{C(q^{-1})} y(t - i)
\]

(7.90a)

Therefore to determine \( \{ \partial e(t, \theta)/\partial a_i \}, i = 1, \ldots, n \), it is sufficient to compute
\[ \frac{1}{C(q^{-1})} y(t) \]. This means that only one filtering procedure is necessary for all the elements \( \frac{\partial \varepsilon(t, \theta)}{\partial a_i}, \ i = 1, \ldots, n \).

Differentiation of (7.89) with respect to \( b_i \ (1 \leq i \leq n) \) gives similarly

\[
C(q^{-1}) \frac{\partial \varepsilon(t, \theta)}{\partial b_i} = -u(t - i) \tag{7.90b}
\]

The derivatives with respect to \( c_i \ (1 \leq i \leq n) \) are found from

\[
\varepsilon(t - i, \theta) + C(q^{-1}) \frac{\partial \varepsilon(t, \theta)}{\partial c_i} = 0
\]

which gives

\[
\frac{\partial \varepsilon(t, \theta)}{\partial c_i} = -\frac{1}{C(q^{-1})} \varepsilon(t - i, \theta) \tag{7.90c}
\]

To summarize, for the model structure (7.88) the vector \( \psi(t, \theta) \) can be efficiently computed as follows. First compute the filtered signals

\[
y^F(t) = \frac{1}{C(q^{-1})} y(t) \quad u^F(t) = \frac{1}{C(q^{-1})} u(t) \quad \varepsilon^F(t) = \frac{1}{C(q^{-1})} \varepsilon(t)
\]

Then \( \psi(t, \theta) \) is given by

\[
\psi(t, \theta) = -(y^F(t-1) \ldots y^F(t-n) - u^F(t-1) \ldots - u^F(t-n) - \varepsilon^F(t-1) \ldots - \varepsilon^F(t-n))^T
\]

However, there is often no practical use for the numerical value of \( \psi(t, \theta) \) as such. (Recursive algorithms are an important exception, see Chapter 9.) Instead it is important to compute quantities such as

\[
V^*_{\psi}(\theta) = -\frac{2}{N} \sum_{i=1}^{N} \varepsilon(t, \theta) \psi^T(t, \theta)
\]

As an example, all the first \( n \) elements of \( V^*_{\psi}(\theta) \) are easily computed from the signals \( \varepsilon(t, \theta) \) and \( y^F(t) \) to be

\[
[V^*_{\psi}(\theta)]_i = \frac{2}{N} \sum_{i=1}^{N} \varepsilon(t, \theta) y^F(t - i) \quad i = 1, \ldots, n
\]

The remaining elements can be computed using similar expressions.

\section*{Initial estimate \( \hat{\theta}^{(0)} \)}

To start the Newton–Raphson (7.82) or the Gauss-Newton (7.87) algorithm an initial estimate \( \hat{\theta}^{(0)} \) is required. The choice of initial value will often significantly influence the number of iterations needed to find the minimum point, and is a highly problem-dependent question. In some cases there might be a priori information, which then of course should be taken into account. For some model structures there are special methods that can be applied for finding an appropriate initial estimate. Two examples follow.
Section 7.6

**Example 7.9** *Initial estimate for an ARMAX model*

Consider an ARMAX model

\[ A(q^{-1}) y(t) = B(q^{-1}) u(t) + C(q^{-1}) e(t) \]  

(7.91a)

where for simplicity it is assumed that all the polynomials are of degree \( n \). The model can also be written formally as a linear regression:

\[ y(t) = \varphi^T(t) \theta + e(t) \]  

(7.91b)

with

\[
\varphi^T(t) = (-y(t-1) \ldots -y(t-n) \ u(t-1) \ldots u(t-n) \ e(t-1) \ldots e(t-n))
\]

\[
\theta = (a_1 \ldots a_n \ b_1 \ldots b_n \ c_1 \ldots c_n)^T
\]  

(7.91c)

Assume for a moment that \( \varphi(t) \) is known. Then \( \theta \) can be estimated by using a standard LS estimate

\[
\hat{\theta}^{(0)} = \left( \sum_{i=1}^{N} \varphi(i) \varphi^T(i) \right)^{-1} \left( \sum_{i=1}^{N} \varphi(i) y(i) \right)
\]  

(7.92)

To make (7.92) realizable, \( e(t-i) \) in (7.91c) must be replaced by some estimate \( \hat{e}(t-i) \), \( i = 1, \ldots, n \). Such estimates can be found using a linear regression model

\[ \tilde{A}(q^{-1}) y(t) = \tilde{B}(q^{-1}) u(t) + e(t) \]  

(7.93)

of high order, say \( \tilde{n} \). The prediction errors obtained from the estimated model (7.93) are then used as estimates of \( e(t-i) \) in \( \varphi(t) \). For this approach to be successful one must have

\[ \tilde{A}(q^{-1}) \approx \frac{A(q^{-1})}{C(q^{-1})} \quad \tilde{B}(q^{-1}) \approx \frac{B(q^{-1})}{C(q^{-1})} \]  

(7.94)

These approximations will be valid if \( \tilde{n} \) is sufficiently large. The closer the zeros of \( C(z) \) are located to the unit circle, the larger is the necessary value of \( \tilde{n} \).

**Example 7.10** *Initial estimates for increasing model structures*

When applying an identification method the user normally starts with a small model structure (a low-order model) and estimates its parameters. The model structure is successively increased until a reasonable model is obtained. In such situations the ‘previous’ models may be used to provide appropriate initial values for the parameters of higher-order models.

To make the discussion more concrete, consider a scalar ARMA model

\[ A(q^{-1}) y(t) = C(q^{-1}) e(t) \]  

(7.95a)

where

\[
A(q^{-1}) = 1 + a_1 q^{-1} + \ldots + a_n q^{-n}
\]

\[
C(q^{-1}) = 1 + c_1 q^{-1} + \ldots + c_n q^{-n}
\]  

(7.95b)

Suppose the parameters of a model of order \( n \) have been estimated, but this model is
found to be unsatisfactory when assessing its ‘performance’. Then one would like to try an ARMA model of order $n + 1$. Let the parameter vectors be denoted by

$$\hat{\theta}^n = (\hat{a}_1 \ldots \hat{a}_n \ \hat{c}_1 \ldots \hat{c}_n)^T$$

$$\theta^{n+1} = (a_1 \ldots a_{n+1} \ c_1 \ldots c_{n+1})^T$$  \hspace{1cm} (7.96)

for the two model structures. A very rough initial value for $\theta^{n+1}$ would be $\theta^{n+1} = 0$. However, the vector

$$\bar{\theta}^{n+1} = (\hat{a}_1 \ldots \hat{a}_n \ 0 \ \hat{c}_1 \ldots \hat{c}_n \ 0)^T$$  \hspace{1cm} (7.97)

will give a better fit (a smaller value of the criterion). It is in fact the best value for the $n$th-order ARMA parameters. Note that the class of $n$th-order models can be viewed as a subset of the $(n + 1)$th-order model set. The initial value (7.97) for the optimization algorithm will be the best that can be selected using the information available from $\hat{\theta}^n$. In particular, observe that if the true ARMA order is $n$ then $\bar{\theta}^{n+1}$ given by (7.97) will be very close to the optimal value for the parameters of the $(n + 1)$th-order model.

**Summary**

In Section 7.1 it was shown how linear regression techniques can be used for identification of dynamic models. It was demonstrated that the parameter estimates so obtained are consistent only under restrictive conditions. Section 7.2 introduced prediction error methods as a generalization of the least squares method. The parameter estimate is determined as the minimizing vector of a suitable scalar-valued function of the sample covariance matrix of the prediction errors. Section 7.3 gave a description of optimal predictors. In particular, it was shown how to compute the optimal prediction errors for a general model structure. In Section 7.4 the relationship of the PEM to other identification methods was discussed. In particular, it was shown that the PEM can be interpreted as a maximum likelihood method for Gaussian distributed disturbances.

The PEM parameter estimates were analyzed in Section 7.5, where it was seen that, under weak assumptions, they are consistent and asymptotically Gaussian distributed. Explicit expressions were given for the asymptotic covariance matrix of the estimates and it was demonstrated that, under the Gaussian hypothesis, the PEM estimates are statistically efficient (i.e. have the minimum possible variance).

Finally, in Section 7.6 several computational aspects on implementing prediction error methods were presented. A numerical search method must, in general, be used. In particular various Newton methods were described, including efficient ways for evaluating the criterion gradient and choosing the initial value.

**Problems**

**Problem 7.1 Optimal prediction of a nonminimum phase first-order MA model**

Consider the process given by
where $e(t)$ is white noise of zero mean and unit variance. Derive the optimal mean square one-step predictor and find the variance of the prediction error.

**Problem 7.2 Kalman gain for a first-order ARMA model**
Verify (7.35).

**Problem 7.3 Prediction using exponential smoothing**
One way of predicting a signal $y(t)$ is to use a so-called exponential smoothing. This can be described as

$$
\hat{y}(t + 1|t) = \frac{1 - \alpha}{1 - \alpha q^{-1}} y(t)
$$

where $\alpha$ is a parameter, $0 < \alpha < 1$.

(a) Assume that $y(t) = m$ for all $t$. Show that in stationarity the predicted value will be equal to the exact value $m$.

(b) For which ARMA model is exponential smoothing an optimal predictor?

**Problem 7.4 Gradient calculation**
Consider the model structure

$$
y(t) = \frac{B(q^{-1})}{F(q^{-1})} u(t) + \frac{C(q^{-1})}{D(q^{-1})} e(t)
$$

with the parameter vector

$$
\theta = (b_1 \ldots b_{nb} \ c_1 \ldots c_{nc} \ d_1 \ldots d_{nd} \ f_1 \ldots f_{nf})^T
$$

Derive the gradient $\partial e(t, \theta)/\partial \theta$ of the prediction error.

**Problem 7.5 Newton–Raphson minimization algorithm**
Let $V(\theta)$ be an analytic function of $\theta$. An iterative algorithm for minimizing $V(\theta)$ with respect to $\theta$ can be obtained in the following way. Let $\theta^{(k)}$ denote the vector $\theta$ at the $k$th iteration. Take $\theta^{(k+1)}$ as the minimum point of the quadratic approximation of $V(\theta)$ around $\theta^{(k)}$. Show that this principle leads to the algorithm (7.82) with $\alpha_k = 1$.

**Problem 7.6 Gauss–Newton minimization algorithm**
The Gauss–Newton algorithm for minimizing sum-of-squares functions of the form

$$
V(\theta) = \sum_{i=1}^{N} \varepsilon^2(t, \theta)
$$

where $\varepsilon(\cdot, \theta)$ is a differentiable function of the parameter vector $\theta$, can be obtained from the Newton–Raphson algorithm by making a certain approximation on the Hessian matrix (see (7.82)–(7.86)). It can also be obtained by ‘quasilinearization’ and in fact it is sometimes called the quasilinearization minimization method. To be more exact, let $\theta^{(k)}$
denote the vector \( \theta \) obtained at iteration \( k \), and let \( \tilde{\epsilon}(t, \theta) \) denote the linear approximation of \( \epsilon(t, \theta) \) around \( \theta^{(k)} \):

\[
\tilde{\epsilon}(t, \theta) = \epsilon(t, \theta^{(k)}) - \psi^T(t, \theta^{(k)}) (\theta - \theta^{(k)})
\]

where

\[
\psi(t, \theta) = -\left( \frac{\partial \epsilon(t, \theta)}{\partial \theta} \right)^T
\]

Determine

\[
\theta^{(k+1)} = \underset{\theta}{\text{arg min}} \sum_{t=1}^{N} \tilde{\epsilon}_2^2(t, \theta) \quad (i)
\]

and show that the recursion so obtained is precisely the Gauss–Newton algorithm.

**Problem 7.7 Convergence rate for the Newton–Raphson and Gauss–Newton algorithms**

Consider the algorithms

- **A\(_1\)**: \( x^{(k+1)} = x^{(k)} - [V''(x^{(k)})]^{-1}[V'(x^{(k)})]^T \)
- **A\(_2\)**: \( x^{(k+1)} = x^{(k)} - S[V'(x^{(k)})]^T \)

for minimization of the function \( V(x) \). The matrix \( S \) is positive definite.

(a) Introduce a positive scalar \( \alpha \) in the algorithm A\(_2\) for controlling the step length

\[
A_2': x^{(k+1)} = x^{(k)} - \alpha S[V'(x^{(k)})]^T
\]

Show that this algorithm gives a decreasing sequence of function values \( V(x^{(k+1)}) \leq V(x^{(k)}) \) if \( \alpha \) is chosen small enough.

(b) Apply the algorithms to the quadratic function \( V(x) = \frac{1}{2}x^T Ax + x^T b + c \), where \( A \) is a positive definite matrix. The minimum point of \( V(x) \) is \( x^* = -A^{-1}b \). Show that for \( A_1 \),

\[
x^{(1)} = x^*
\]

(Hence, \( A_1 \) converges in one step for quadratic functions.) Show that for \( A_2 \),

\[
[x^{(k+1)} - x^*] = [I - SA][x^{(k)} - x^*]
\]

(Assuming \( I - SA \) has all eigenvalues strictly inside the unit circle \( x^{(k)} \) will converge, and the convergence will be linear. If in particular \( S = A^{-1} + Q \) and \( Q \) is small, then the convergence will be fast (superlinear).)

**Problem 7.8 Derivative of the determinant criterion**

Consider the function \( h(Q) = \det Q \). Show that its derivative is

\[
H = \frac{\partial h(Q)}{\partial Q} = (\det Q)Q^{-1}
\]
Problem 7.9 Optimal predictor for a state space model
Consider a state space model of the form (7.30). Derive the mean square optimal predictor present in the form (7.11).

(a) Use the result (7.31).
(b) Use (6.33) to rewrite the state space form into the input–output form (7.27). Then use (7.29) to find the optimal filters $L_1(q^{-1}; \theta)$ and $L_2(q^{-1}; \theta)$.

Problem 7.10 Hessian of the loss function for an ARMAX model
Consider the loss function

$$V(\theta) = \sum_{t=1}^{N} \varepsilon^2(t, \theta)$$

for the model

$$A(q^{-1})y(t) = B(q^{-1})u(t) + C(q^{-1})\varepsilon(t, \theta)$$

Derive the Hessian (the matrix of second-order derivatives) of the loss function.

Problem 7.11 Multistep prediction of an AR(1) process observed in noise
Let the process $y(t)$ be defined as

$$y(t) = \frac{1}{1 + aq^{-1}} e(t) + \varepsilon(t)$$

where $|a| < 1$, $Ee(t)e(s) = \lambda_e^2 \delta_{t,s}$, $Ee(t)e(s) = \lambda_e^2 \delta_{t,s}$, and $Ee(t)e(s) = 0$ for all $t, s$. Assume that $e(t)$ and $\varepsilon(t)$ are Gaussian distributed. Derive the mean-square optimal $k$-step predictor of $y(t + k)$. What happens if the Gaussian hypothesis is relaxed?

Problem 7.12 An asymptotically efficient two-step PEM
Let $e(t, \theta)$ denote the prediction errors at time instant $t$ of a general PE model with parameters $\theta$. Assume that $e(t, \theta)$ is an ergodic process for any admissible value of $\theta$ and that it is an analytic function of $\theta$. Also, assume that there exists a parameter vector $\theta_0$ (the ‘true’ parameter vector) such that $\{e(t, \theta_0)\}$ is a white noise sequence. Consider the following two-step procedure:

1. **S1:** Determine a consistent estimate $\tilde{\theta}$ of $\theta_0$

2. **S2:** $\hat{\theta} = \tilde{\theta} + \left[ \sum_{t=1}^{N} \psi^T(t, \tilde{\theta})\psi(t, \tilde{\theta}) \right]^{-1} \left[ \sum_{t=1}^{N} \psi^T(t, \tilde{\theta})e(t, \tilde{\theta}) \right]

where $N$ denotes the number of data points, and

$$\psi(t, \theta) = -\frac{\partial e(t, \theta)}{\partial \theta}$$

Assume that $\tilde{\theta}$ has a covariance matrix that tends to zero as $1/N$, as $N$ tends to infinity. Show that the asymptotic covariance matrix of $\hat{\theta}$ is given by (7.66). (This means that the
Gauss–Newton algorithm S2 initialized in $\hat{\theta}$ converges in one iteration to the prediction error estimate.)

**Problem 7.13 Frequency domain interpretation of approximate models**

Consider the system

$$y(t) = G(q^{-1})u(t) + e(t)$$

where the noise $e(t)$ is not correlated with the input signal $u(t)$. Suppose the purpose of identification is the estimation of the transfer function $G(q^{-1})$, which may be of infinite order. For simplicity, a rational approximation of $G(q^{-1})$ of the form $B(q^{-1})/A(q^{-1})$, where $A(q^{-1})$ and $B(q^{-1})$ are polynomials, is sought. The coefficients of $B(q^{-1})$ and $A(q^{-1})$ are estimated by using the least squares method as well as the output error method. Interpret the two approximate models so obtained in the frequency domain, assuming that the number of data points $N$ tends to infinity and that $u(t)$ and $e(t)$ are stationary processes.

**Problem 7.14 An indirect PEM**

Consider the system

$$y(t) = b_0u(t - 1) + \frac{1}{1 + a_0q^{-1}} e(t)$$

where $u(t)$ and $e(t)$ are mutually independent white noise sequences with zero means and variances $\sigma^2$ and $\lambda^2$, respectively.

(a) Consider two ways of identifying the system.

Case (i): The model structure is given by

$$M_1: y(t) = bu(t - 1) + \frac{1}{1 + aq^{-1}} e(t)$$

$$\theta_1 = (a \ b)^T$$

and a prediction error method is used.

Case (ii): The model structure is given by

$$M_2: y(t) + ay(t - 1) = b_1u(t - 1) + b_2u(t - 2) + e(t)$$

$$\theta_2 = (a \ b_1 \ b_2)^T$$

and the least squares method is used.

Determine the asymptotic variances of the estimates. Compare the variances of $\hat{a}$ and $\hat{b}$ obtained by using $M_1$ with the variances of $\hat{a}$ and $\hat{b}_1$ obtained by using $M_2$.

(b) Case (i) gives better accuracy but requires much more computation than case (ii). One can therefore think of the following approach. First compute $\hat{\theta}_2$ as in case (ii). As a second step the parameters of $M_1$ are estimated from

$$f(\hat{\theta}_1^*) = \hat{\theta}_2$$
where (compare $\mathcal{M}_1$ and $\mathcal{M}_2$)

$$f(\theta_1) = \begin{pmatrix} a \\ b \\ ab \end{pmatrix}$$

Since this is an overdetermined system (3 equations, 2 unknowns), an exact solution is in general not possible. To overcome this difficulty the estimate $\hat{\theta}^*_1$ can be defined as the minimum point of

$$V(\theta_1) = [\hat{\theta}_2 - f(\theta_1)]^T Q [\hat{\theta}_2 - f(\theta_1)]$$

where $Q$ is a positive definite weighting matrix. (Note that $V(\theta_1)$ does not depend explicitly on the data, so the associated minimization problem should require much less computations than that of case (i).)

Show that the asymptotic covariance matrix of $\hat{\theta}^*_1$ is given by

$$P_{\theta_1^*} = (F^T Q F)^{-1} F^T Q P_{\hat{\theta}_2} Q F (F^T Q F)^{-1}$$

where $P_{\hat{\theta}_2}$ is the covariance matrix of $\hat{\theta}_2$ and

$$F = \frac{df(\theta_1)}{d\theta_1} \bigg|_{\theta_1 = \theta_{10}}$$

**Hint.** Let $\theta_{10}$, $\theta_{20}$ denote the true parameter vectors. Then by a Taylor series expansion

$$\frac{1}{2} \frac{dV(\theta_1)}{d\theta_1} \bigg|_{\theta_1 = \hat{\theta}^*_1} \approx -[\hat{\theta}_2 - f(\hat{\theta}^*_1)]^T Q F$$

and $\hat{\theta}_2 - f(\hat{\theta}^*_1) \approx (\hat{\theta}_2 - \theta_{20}) - F(\hat{\theta}^*_1 - \theta_{10})$. From these equations an asymptotically valid expression for $\hat{\theta}_1^*$ - $\theta_{10}$ can be obtained.

(c) Show that the covariance matrix $P_{\theta_1^*}$ is minimized with respect to $Q$ by the choice $Q = P_{\hat{\theta}_2}^{-1}$ in the sense that

$$P_{\theta_1^*} \geq (F^T P_{\hat{\theta}_2}^{-1} F)^{-1} = P_{\theta_1^*} Q = P_{\hat{\theta}_2}^{-1}$$

Evaluate the right-hand side explicitly for the system above. Compare with the covariance matrix for $\hat{\theta}_1$.

**Remark.** The choice $Q = P_{\hat{\theta}_2}$ is not realistic in practice. Instead $Q = \hat{P}_{\hat{\theta}_2}$ can be used. ($\hat{P}_{\hat{\theta}_2}$ is an estimate of $P_{\hat{\theta}_2}$ obtained by replacing $E$ by $1/N \sum_{t=1}^N$ in the expression for $P_{\hat{\theta}_2}$.)

With this weighting matrix, $\hat{\theta}^*_1 = \hat{\theta}_1$ as shown in Complement C7.4.

**Problem 7.15 Consistency and uniform convergence**

Assume that $V_N(\theta)$ converges uniformly to $V_\infty(\theta)$ (as $N$ tends to infinity) in a compact set $\Omega$, and that $V_\infty(\theta)$ is continuous and has a unique global minimum point $\theta^*$ in $\Omega$. Prove that for any global minimum point $\hat{\theta}$ of $V_N(\theta)$ in $\Omega$, it holds that $\hat{\theta} \to \theta^*$ as $N$ tends to infinity.

**Hint.** Let $\varepsilon > 0$ be arbitrary and set $\Omega^* = \{\theta; \| \theta - \theta^* \| < \varepsilon\}$. Next choose a number
Prediction error methods

Consider the system

\[ y(t) + ay(t - 1) = bu(t - 1) + e(t) + ce(t - 1) \]

where \( e(t) \) is white noise with zero mean and variance \( \lambda^2 \). Assume that \( u(t) \) is white noise of zero mean and variance \( \sigma^2 \), and independent of the \( e(t) \), and that the system is identified using a PEM. Show that the normalized covariance matrix of the parameter estimates is given by

\[
P = \lambda^2 \begin{pmatrix}
\frac{b^2\sigma^2(1 + ac)}{(1 - ac)(1 - ac)(1 - c^2)} + \frac{\lambda^2}{1 - a^2} & \frac{b\sigma^2}{(1 - ac)(1 - c^2)} & -\frac{\lambda^2}{1 - ac} \\
\frac{b\sigma^2}{(1 - ac)(1 - c^2)} & \frac{\sigma^2}{1 - c^2} & 0 \\
-\frac{\lambda^2}{1 - ac} & 0 & \frac{\lambda^2}{1 - c^2}
\end{pmatrix}^{-1}
\]

\[
= \frac{(1 - a^2)(1 - ac)^2(1 - c^2)}{\sigma^2[b^2\sigma^2 + \lambda^2(c - a)^2]}
\times
\begin{pmatrix}
\frac{\sigma^2\lambda^2}{1 - c^2} & -\frac{b\sigma^2\lambda^2}{(1 - ac)(1 - c^2)} & \frac{\sigma^2\lambda^2}{(1 - ac)} \\
-\frac{b\sigma^2\lambda^2}{(1 - ac)(1 - c^2)} & \frac{b^2\sigma^2\lambda^2}{(1 - a^2)(1 - c^2)} + \lambda^4(c - a)^2(1 - c^2) & -\frac{b\sigma^2\lambda^2}{(1 - ac)^2} \\
\frac{\lambda^2}{(1 - ac)} & -\frac{b\sigma^2\lambda^2}{(1 - ac)^2} & \frac{\sigma^2(b^2\sigma^2 + \lambda^2(1 - ac)^2)}{(1 - a^2)(1 - ac)^2}
\end{pmatrix}
\]

\[ + (1 + 2\frac{r_1^2}{r_0^2}) r_1^2 - 4\frac{r_1}{r_0} r_0 r_{t+1} + r_{t-1} r_{t+1} \right] / r_0^2
\]
(b) Show how $a^*$ and $P$ simplify if the process $y(t)$ is a first-order AR process.

Remark. For an extension of the result above to general (arbitrary order) AR models, see Stoica, Nehorai and Kay (1987).

**Problem 7.18 Estimation of the parameters of an AR process observed in noise**

Consider an $n$th-order AR process that is observed with noise,

$$A_0(q^{-1})x(t) = v(t)$$
$$y(t) = x(t) + e(t)$$

$v(t), e(t)$ being mutually independent white noise sequences of zero mean and variances $\lambda v^2, \lambda e^2$.

(a) How can a model for $y(t)$ be obtained using a prediction error method?  
(b) Assume that a prediction error method is applied using the model structure

$$A(q^{-1})x(t) = v(t)$$
$$y(t) = x(t) + e(t)$$
$$\theta = (a_1 \ldots a_n \ \lambda_v^2 \ \lambda_e^2)^T$$

Show how to compute the prediction errors $e(t, \theta)$ from the data. Also show that the criterion

$$V(\theta) = \sum_{t=1}^{N} \epsilon^2(t, \theta)$$

has many global minima. What can be done to solve this problem and estimate $\theta$ uniquely?

Remark. More details on this type of estimation problem and its solution can be found in Nehorai and Stoica (1988).

**Problem 7.19 Whittle’s formula for the Cramér–Rao lower bound**

Let $y(t)$ be a Gaussian stationary process with continuous spectral density $\phi(\omega)$ completely defined by the vector $\theta$ of (unknown) parameters. Then the Cramér–Rao lower bound (CRLB) for any consistent estimate of $\theta$ is given by Whittle’s formula:

$$P_w = \left\{ \frac{1}{4\pi i} \int \frac{1}{\phi^2(z)} \left( \frac{\partial \phi(z)}{\partial \theta} \right)^T \left( \frac{\partial \phi(z)}{\partial \theta} \right) \frac{dz}{z} \right\}^{-1}$$

Let $y(t)$ be a scalar ARMA process. Then an alternative expression for the CRLB is given by (7.66). Prove the equivalence between the expression above and (7.66).

Remark. The above formula for the covariance matrix corresponding to the CRLB is due to Whittle (1953).
**Problem 7.20** A sufficient condition for the stability of least squares input–output models

Let \( y(t) \) and \( u(t) \) denote the (ny-dimensional) output and (nu-dimensional) input, respectively, of a multivariable system. The only assumption made about the system is that \( \{u(t)\} \) and \( \{y(t)\} \) are stationary signals. A full polynomial model (see 6.22),

\[
\hat{A}(q^{-1}) y(t) = \hat{B}(q^{-1}) u(t) + \epsilon(t)
\]

\[
\hat{A}(q^{-1}) = I + \hat{A}_1 q^{-1} + \ldots + \hat{A}_n q^{-n}
\]

\[
\hat{B}(q^{-1}) = \hat{B}_1 q^{-1} + \ldots + \hat{B}_n q^{-n}
\]

is fitted to input–output data from the system, by the least squares (LS) method. This means that the unknown matrix coefficients \( \{\hat{A}_i, \hat{B}_j\} \) are determined such that asymptotically (i.e. for an infinite number of data points)

\[
E\|\hat{A}(q^{-1}) y(t) - \hat{B}(q^{-1}) u(t)\|^2 = \min
\]

where \( \|\cdot\| \) denotes the Euclidean norm. Since the model is only an approximation of the identified system, one cannot speak about the consistency or related properties of the estimates \( \{\hat{A}_i, \hat{B}_j\} \). However, one can speak about the stability properties of the model, as for some applications (such as controller design, simulation and prediction) it may be important that the model is stable, i.e.

\[
\text{det}[\hat{A}(z)] \neq 0 \quad \text{for } |z| \leq 1
\]

The LS models are *not* necessarily stable. Their stability properties will depend on the system identified and the characteristics of its input \( u(t) \) (see Söderström and Stoica, 1981b). Show that a sufficient condition for the LS model (i) to be stable is that \( u(t) \) is a white signal. Assume that the system is causal, i.e. \( y(t) \) depends only on the past values of the input \( u(t), u(t-1), \) etc.

**Hint.** A simple proof of stability can be obtained using the result of Complement C8.6 which states that the matrix polynomial

\[
P(q^{-1}) = I + P_1 q^{-1} + \ldots + P_m q^{-n} \quad (m|m)
\]

given by

\[
E\|P(q^{-1}) x(t)\|^2 = \min
\]

where \( x(t) \) is any (m-dimensional) stationary signal, is stable (i.e. satisfies a condition similar to (ii)).

**Problem 7.21** Accuracy of noise variance estimate

Consider prediction error estimation in the single output model

\[
y(t) = G(q^{-1}, \theta) u(t) + H(q^{-1}, \theta) e(t)
\]

Assume that the system belongs to the model set and that the true innovations \( \{e(t)\} \) form a white noise process with zero mean, variance \( \lambda^2 \) and fourth-order moment \( \mu = E e^4(t) \). Consider the following estimate \( \hat{\lambda}^2 \) of \( \lambda^2 \) (cf. (7.43)):
\[ \hat{\lambda}^2 = V_N(\hat{\theta}_N) = \frac{1}{N} \sum_{t=1}^{N} \varepsilon^2(t, \hat{\theta}_N) \]

Show that

\[ \lim_{N \to \infty} NE(\hat{\lambda}^2 - \lambda^2) = -\lambda^2 \dim \theta \]

\[ \lim_{N \to \infty} NE(\hat{\lambda}^2 - \lambda^2)^2 = \mu - \lambda^4 \]

**Hint.** Write \( \hat{\lambda}^2 - \lambda^2 = V_N(\hat{\theta}_N) - V_N(\theta_0) + 1/N \sum_{t=1}^{N} \varepsilon^2(t) - \lambda^2 \) and make a Taylor series expansion of \( V_N(\theta_0) \) around \( \theta_N \).

**Remark.** For Gaussian distributed noise, \( \mu = 3\lambda^4 \). Hence in that case

\[ \lim_{N \to \infty} NE(\hat{\lambda}^2 - \lambda^2)^2 = 2\lambda^4 \]

**Problem 7.22 The Steiglitz-McBride method**

Consider the output error model

\[ y(t) = \frac{B(q^{-1})}{A(q^{-1})} u(t) + \varepsilon(t) \]

where \( \deg A = \deg B = n \). The following iterative scheme is based on successive linear least squares fits for determining \( A(q^{-1}) \) and \( B(q^{-1}) \)

\[ (\hat{A}_{k+1}, \hat{B}_{k+1}) = \arg \min_{(A,B)} \sum_{t=1}^{N} \left[ A(q^{-1}) \left\{ \frac{1}{A_k(q^{-1})} y(t) \right\} \right. \]

\[ \left. - B(q^{-1}) \left\{ \frac{1}{A_k(q^{-1})} u(t) \right\} \right]^2 \]

(i)

Assume that the data satisfy

\[ A_0(q^{-1}) y(t) = B_0(q^{-1}) u(t) + \nu(t) \]

where \( A_0(q^{-1}) \) and \( B_0(q^{-1}) \) are coprime and of degree \( n \), \( u(t) \) is persistently exciting of order \( 2n \) and \( \nu(t) \) is a stationary disturbance that is independent of the input. Consider the asymptotic case where \( N \), the number of data, tends to infinity.

(a) Assume that \( \nu(t) \) is white noise. Show that the only possible stationary solution of (i) is given by \( A(q^{-1}) = A_0(q^{-1}) \), \( B(q^{-1}) = B_0(q^{-1}) \).

(b) Assume that \( \nu(t) \) is correlated noise. Show that \( A(q^{-1}) = A_0(q^{-1}) \), \( B(q^{-1}) = B_0(q^{-1}) \) is generally not a possible stationary solution to (i).

**Remark.** The method was proposed by Steiglitz and McBride (1965). For a deeper analysis of its properties see Stoica and Söderström (1981b), Söderström and Stoica (1988). Note that it is a consequence of (b) that the method does not converge to minimum points of the output error loss function.
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(Section 7.6). For some general results on numerical search routines for optimization, see Dennis and Schnable (1983) and Gill et al. (1981). The gradient of the loss function can be computed efficiently by using the adjoint system; see Hill (1985) and van Zee and Bosgra (1982). The possibility of computing the prediction error estimate by applying a recursive algorithm a number of passes over the data has been described by Ljung (1982); see also Young (1984), Solbrand et al. (1985). The idea of approximately estimating the prediction errors by fitting a high-order linear regression (cf. Example 7.9) is developed, for example, by Mayne and Firoozan (1982) (see also Stoica, Söderström, Ahlén and Solbrand (1984, 1985)).

Appendix A7.1
Covariance matrix of PEM estimates for multivariable systems

It follows from (7.58) and Lemmas B.3 and B.4 that the covariance matrix \( P \) is given by

\[
P = [V_{\infty}^r(\theta_0)]^{-1} \lim_{N \to \infty} N E \{V_N(\theta_0)\}^T V_N(\theta_0) [V_{\infty}^r(\theta_0)]^{-1}
\]  

(A7.1.1)

Hence the primary goal is to find \( V_N(\theta) \) and \( V_{\infty}^r(\theta) \) for a general multivariable model structure and a general loss function

\[
V_N(\theta) = h(R_N(\theta)) \quad R_N(\theta) = \frac{1}{N} \sum_{t=1}^{N} \epsilon(t, \theta) \epsilon^T(t, \theta)
\]  

(A7.1.2)

Using the notation

\[
\epsilon_i(t) = \frac{\partial}{\partial \theta_i} \epsilon(t, \theta) \quad \epsilon_{ij}(t) = \frac{\partial^2}{\partial \theta_i \partial \theta_j} \epsilon(t, \theta)
\]
\[ H_N(\theta) = \frac{\partial}{\partial Q} h(Q) = R_N(\theta) \]

\[ H = H_\infty(\theta_0) \]

\[ \psi(t) = -(\varepsilon_1(t) \ldots \varepsilon_n(t))_{\theta=\theta_0}^T = -\left(\frac{\partial \varepsilon(t)}{\partial \theta}\right)_{\theta=\theta_0}^T \]

Straightforward differentiation gives

\[
\frac{\partial}{\partial \theta_i} V_N(\theta) = \sum_{j,k} \frac{\partial h}{\partial R_{N,k}} \frac{\partial R_{N,k}}{\partial \theta_i}
= \text{tr} \left( H_N(\theta) \frac{1}{N} \sum_{t=1}^N \{\varepsilon_i(t)\varepsilon_i^T(t) + \varepsilon_i(t)\varepsilon_i^T(t)\} \right)
= \frac{2}{N} \sum_{t=1}^N \varepsilon_i^T(t)H_N(\theta)e_i(t)
\]

\[
\frac{\partial^2}{\partial \theta_i \partial \theta_j} V_\infty(\theta) = 2 \frac{\partial}{\partial \theta_j} E\varepsilon_i^T(t)H_\infty(\theta)e_i(t)
= 2 \left[ E\varepsilon_i^T(t)H_\infty(\theta)e_i(t) + E\varepsilon_i^T(t) \frac{\partial H_\infty(\theta)}{\partial \theta_j} e_i(t) + E\varepsilon_i^T(t)H_\infty(\theta)e_{ij}(t) \right]
\]

Thus

\[ V'_N(\theta)_{\theta=\theta_0} = -\frac{2}{N} \sum_{t=1}^N e_i^T(t)H\psi^T(t) \quad \text{(A7.1.3)} \]

\[ V''_\infty(\theta)_{\theta=\theta_0} = 2[E\psi(t)H\psi^T(t)] \quad \text{(A7.1.4)} \]

The expression for the Hessian follows since \( \varepsilon(t)_{\theta=\theta_0} = e(t) \) is uncorrelated with \( \varepsilon_i(t) \) and \( \varepsilon_{ij}(t) \). The central matrix in (A7.1.1) is thus given by

\[ P_0 = \lim_{N \to \infty} N \frac{4}{N^2} E \sum_{t=1}^N \psi(t)H e(t) \sum_{s=1}^N e^T(s) H \psi^T(s) \]

It can be evaluated as in the scalar case (see the calculations leading to (7.65)). The result is

\[ P_0 = 4[E\psi(t)H\Lambda H\psi^T(t)] \quad \text{(A7.1.5)} \]

Now, (A7.1.1), (A7.1.4), and (A7.1.5) give (7.72).

To show (7.75), proceed as follows. Clearly the matrix

\[ E \begin{pmatrix} \psi(t)H\Lambda H\psi^T(t) & \psi(t)H\psi^T(t) \\ \psi(t)H\psi^T(t) & \psi(t)\Lambda^{-1}\psi^T(t) \end{pmatrix} = E \begin{pmatrix} \psi(t)H\Lambda \psi(t) \end{pmatrix} \Lambda^{-1}(\Lambda H\psi^T(t) \psi^T(t)) \]

is nonnegative definite. It then follows from Lemma A.3 that

\[ E\psi(t)\Lambda^{-1}\psi^T(t) - [E\psi(t)H\psi^T(t)][E\psi(t)H\Lambda H\psi^T(t)]^{-1}[E\psi(t)H\psi^T(t)] \geq 0 \quad \text{(A7.1.6)} \]
This inequality is easily rewritten as
\[ E\psi(t)\Lambda^{-1}\psi^T(t) \geq P^{-1} \]
which in turn is equivalent to (7.75). It is trivial to verify that (7.76) gives equality in (7.75).

**Complement C7.1**

**Approximation models depend on the loss function used in estimation**

In Section 2.4 and 7.5 it has been demonstrated that if the system which generated the data cannot be described exactly in the model class, then the estimated model may depend drastically on the experimental condition even asymptotically (i.e. for \( N \to \infty \), \( N \) the number of data points).

For multivariable systems an additional problem occurs. Let \( \varepsilon(t) \) denote the residuals of the model with parameters \( \theta \), with \( \text{dim } \varepsilon(t) > 1 \). Let the parameters \( \theta \) be determined by minimizing a criterion of the form (7.13). When the system does not belong to the model class considered, the loss function \( h(\cdot) \) used in estimation will significantly influence the estimated model even for \( N \to \infty \). To show this we present a simple example patterned after Caines (1978).

Consider the system
\[
\mathcal{S}: \ y(t) = e(t) \quad t = 1, 2, \ldots
\]
\[
Ee(t)e^T(s) = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \delta_{t,s}
\]
and the model class
\[
\mathcal{M}: \ y(t) = \begin{pmatrix} 2\theta \\ 0 \end{pmatrix} \sqrt{1 - \theta} y(t - 1) + \varepsilon(t)
\]
Clearly \( \mathcal{S} \notin \mathcal{M} \). That is to say, there is no \( \theta \) such that \( \mathcal{S} \equiv \mathcal{M}(\theta) \). For \( \theta \in (0, \frac{1}{2}) \) the model is asymptotically stable and as a consequence \( \varepsilon(t) \) is an ergodic process. Thus
\[
\lim_{N \to \infty} \frac{1}{N} \sum_{t=1}^{N} \varepsilon(t)e^T(t) = E\varepsilon(t)e^T(t) \triangleq Q
\]
Simple calculations give
\[
Q = E\left\{ e(t) - \begin{pmatrix} 2\theta \\ 0 \end{pmatrix} \sqrt{1 - \theta} e(t - 1) \right\} \begin{pmatrix} 2\theta \\ 0 \end{pmatrix} \sqrt{1 - \theta} e(t - 1)^T
\]
\[
= I + \begin{pmatrix} 4\theta^2 & 0 \\ 0 & 1 - \theta \end{pmatrix}
\]
Therefore
\[
h_1(Q) \triangleq \text{tr } Q = 3 - \theta + 4\theta^2
\]
\[
h_2(Q) \triangleq \text{det } Q = (1 + 4\theta^2)(2 - \theta) = 2 - \theta + 8\theta^2 - 4\theta^3
\]
and

\[
\frac{\partial h_1}{\partial \theta} = 80 - 1 \\
\frac{\partial h_2}{\partial \theta} = -12\theta^2 + 16\theta - 1
\]

which give

\[
\hat{\theta}_1 \triangleq \arg \min h_1(\theta) = 0.125 \\
\hat{\theta}_2 \triangleq \arg \min h_2(\theta) = (4 - \sqrt{13})/6 = 0.066
\]

Thus, when \( \mathcal{L} \in \mathcal{M} \) different loss functions lead to different parameter estimates, even asymptotically.

For some general results pertaining to the influence of the loss function used on the outcomes of an approximate PEM identification, see Söderström and Stoica (1981a).

### Complement C7.2

**Multistep prediction of ARMA processes**

Consider the ARMA model

\[
A(q^{-1})y(t) = C(q^{-1})e(t)
\]  (C7.2.1)

where

\[
A(q^{-1}) = 1 + a_1q^{-1} + \ldots + a_{na}q^{-na} \\
C(q^{-1}) = 1 + c_1q^{-1} + \ldots + c_{nc}q^{-nc}
\]

and where \(\{e(t)\}, t = 0, \pm 1, \ldots\) is a sequence of uncorrelated and identically distributed Gaussian random variables with zero mean and variance \(\lambda^2\). According to the spectral factorization theorem (See Appendix A6.1) one can assume without introducing any restriction that \(A(z)C(z)\) has all zeros outside the unit circle:

\[
A(z)C(z) = 0 \Rightarrow |z| > 1
\]

One can also assume that \(A(z)\) and \(C(z)\) have no common zeros. The parameters \(\{a_i, c_j\}\) are supposed to be given. Let \(Y'\) denote the information available at the time instant \(t\):

\[
Y' = \{y(t), y(t - 1), \ldots\}
\]

**The optimal \(k\)-step predictor**

The problem is to determine the mean square optimal \(k\)-step prediction of \(y(t + k)\); i.e. an estimate \(\hat{y}(t + k|t)\) of \(y(t + k)\), which is a function of \(Y'\) and is such that the variance of the prediction error

\[
y(t + k) - \hat{y}(t + k|t)
\]
is minimized. Introduce the following two polynomials:

\[ F(z) = 1 + f_1 z + \ldots + f_{k-1} z^{k-1} \]
\[ G(z) = g_0 + g_1 z + \ldots + g_{l-1} z^{l-1} \quad l = \max(na - 1, nc - k) \]

through

\[ C(z) \equiv F(z)A(z) + z^k G(z) \quad (C7.2.2) \]

Due to the assumption that \( A(z) \) and \( C(z) \) are coprime polynomials, this identity uniquely defines \( F \) and \( G \). (If \( l < 0 \) take \( G(z) \equiv 0 \).) Inserting (C7.2.2) into (C7.2.1) gives

\[ Y(t + k) = F(q^{-1})e(t + k) + \frac{G(q^{-1})}{C(q^{-1})} y(t) \]

The first term in the right-hand side of the above relation is independent of \( Y' \). Thus

\[ E[y(t + k) - \dot{y}(t + k|t)]^2 = E\left( \frac{G(q^{-1})}{C(q^{-1})} y(t) - \dot{y}(t + k|t) \right)^2 \]
\[ + E[F(q^{-1})e(t + k)]^2 \quad (C7.2.3) \]

which shows that the optimal \( k \)-step predictor is given by

\[ \dot{y}(t + k|t) = \frac{G(q^{-1})}{C(q^{-1})} y(t) \quad (C7.2.4) \]

The prediction error is an MA\((k - 1)\) process

\[ y(t + k) - \dot{y}(t + k|t) = F(q^{-1})e(t + k) \quad (C7.2.5) \]

with variance

\[ (1 + f_1^2 + \ldots + f_{k-1}^2)k^2 \]

Note that \( e(t) \) is the error of the optimal one-step predictor.

Concerning the assumptions under which the optimal prediction is given by (C7.2.4), it is apparent from (C7.2.3) that the two terms

\[ \frac{G(q^{-1})}{C(q^{-1})} y(t) - \dot{y}(t + k|t) \quad \text{and} \quad F(q^{-1})e(t + k) \quad (C7.2.6) \]

must be uncorrelated for (C7.2.4) to hold. This condition is satisfied in the following situations:

- Assume that \( \{e(t)\} \) is a sequence of independent (not only uncorrelated) variables. Note that this is the case if the sequence of uncorrelated random variables \( \{e(t)\} \) is Gaussian distributed (see e.g. Appendix B.6). Then the two terms in (C7.2.6) will be independent and the calculation (C7.2.3) will hold.
Assume that the prediction is constrained to be a linear function of $Y^t$. Then the two terms in (C.7.2.6) will be uncorrelated and (C.7.2.3), (C.7.2.4) will hold. It follows that for any distribution of the data the mean square optimal linear k-step prediction is given by (C.7.2.4).

In the following, a computationally efficient method for solving the polynomial equation (C.7.2.2) for $k = 1, 2, \ldots$ will be presented. To emphasize that $F(z)$ and $G(z)$ as defined by (C.7.2.2) depend on $k$, denote them by $F_k(z)$ and $G_k(z)$. It is important to observe that $F_k(z)$ consists of the first $k$ terms in the series expansion of $C(z)/A(z)$ around $z = 0$. Thus, the following recursion must hold:

$$F_k(z) = F_{k-1}(z) + f_{k-1}z^{k-1}$$  \tag{C.7.2.7}

From (C.7.2.7), (C.7.2.2) for $k$ and $k - 1$, it follows that

$$A(z)F_{k-1}(z) + z^{k-1}G_{k-1}(z) \equiv A(z)[F_{k-1}(z) + f_{k-1}z^{(k-1)}] + z^kG_k(z)$$

which reduces to

$$A(z)f_{k-1} + zG_k(z) = G_{k-1}(z)$$  \tag{C.7.2.8}

Assume for simplicity that $na = nc = n$ and let

$$G_k(z) = g_k^0 + g_k^1z + \ldots + g_k^{n-1}z^{(n-1)}$$

By equating the different powers of $z$ in (C.7.2.8) the following formulas for computing $f_{k-1}$, $\{g_k^i\}_{i=0}^{n-1}$ for $k = 2, 3, \ldots$ are obtained:

$$f_{k-1} = g_{k-1}^0$$

$$g_k^i = g_{k-1}^{i+1} - a_{i+1}f_{k-1} \quad i = 0, \ldots, n - 1$$  \tag{C.7.2.9}

Here $g_{k-1}^0 = 0$. The initial values (corresponding to $k = 1$) for (C.7.2.9) are easily found from (C.7.2.2) to be

$$f_0 = 1$$

$$g_1^i = c_{i+1} - a_{i+1} \quad i = 0, \ldots, n - 1$$

Using the method presented above for calculating $\hat{y}(t + k|t)$ one can develop $k$-step PEMs for estimating the ARMA parameters; i.e. PEMs which determine the parameter estimates by minimizing the sample variance of the $k$-step prediction errors:

$$e_k(t) \triangleq y(t + k) - \hat{y}(t + k|t) \quad t = 1, 2, \ldots$$  \tag{C.7.2.10}

(see Åström, 1980; Stoica and Söderström, 1984; Stoica and Nehorai, 1987a). Recall that in the main part of this chapter only one-step PEMs were discussed.

**Multistep optimal prediction**

In some applications it may be desirable to determine the parameter estimates by minimizing a suitable function of the prediction errors $\{e_k(t)\}$ for several (consecutive)
values of $k$. For example, one may want to minimize the following loss function:

$$
\sum_{k=1}^{m} \left[ \frac{1}{N} \sum_{t=1}^{N-k} e_k^2(t) \right]
$$

(C7.2.11)

In other words, the parameters are estimated by using what may be called a multistep PEM. An efficient method for computing the prediction errors $\{e_k(t)\}_{k=1}^{N}$ (for $t = 1, \ldots, N - k$) needed in (C7.2.11) runs as follows (Stoica and Nehorai, 1987a):

Observe that (C7.2.7) implies

$$
e_k(t) \triangleq f_k(q^{-1})e(t + k) = e_{k-1}(t + 1) + f_{k-1}e_1(t) \quad (k \geq 2)
$$

(C7.2.12)

where by definition $e_1(t) = e(t + 1)$. Thus $e_1(t)$ must first be computed as

$$
e_1(t) = \frac{A(q^{-1})}{C(q^{-1})} y(t + 1) \quad t = 1, 2, \ldots.
$$

Next (C7.2.12) is used to determine the other prediction errors needed in (C7.2.11).

In the context of multistep prediction of ARMA process, it is interesting to note that the predictions $\hat{y}(t + k|t), \hat{y}(t + k - 1|t), \ldots$, can be shown to obey a certain recursion. Thus, it follows from Lemma B.16 of Appendix B that the optimal mean-square $k$-step prediction of $y(t + k)$ under the Gaussian hypothesis is given by

$$
\hat{y}(t + k|t) = E[y(t + k)|Y^t]
$$

Taking conditional expectation $E[\cdot|Y^t]$ in the ARMA equation (C7.2.1),

$$
\hat{y}(t + k|t) + a_1\hat{y}(t + k - 1|t) + \ldots + a_{na}\hat{y}(t + k - na|t) \\
= c_k e(t) + \ldots + c_{nc} e(t + k - nc)
$$

(C7.2.13)

where

$$
\hat{y}(t + i|t) = \begin{cases} 
\hat{y}(t + i|t) & \text{for } i > 0 \\
\hat{y}(t + i) & \text{for } i \leq 0
\end{cases}
$$

and where it is assumed that $k \leq nc$. If $k > nc$ then the right-hand side of (C7.2.13) is zero. Note that for AR processes, the right-hand side of (C7.2.13) is zero for all $k \geq 1$. Thus for pure AR processes, (C7.2.13) becomes a simple and quite intuitive multistep prediction formula.

The relationship (C7.2.13) is important from a theoretical standpoint. It shows that for an ARMA process the predictor space, i.e. the space generated by the vectors

$$
\begin{cases} 
\hat{y}(t + 1|t) \\
(0, 0, \ldots)
\end{cases}, \begin{cases} 
\hat{y}(t + 2|t) \\
(0, 0, \ldots)
\end{cases}, \ldots
$$

etc.

is finite dimensional. More exactly, it has dimension not larger than $nc$. (See Akaike, 1981, for an application of this result to the problem of stochastic realization.) The recursive-in-$k$ prediction formula (C7.2.13) also has practical applications. For instance, it is useful in on-line prediction applications of ARMA models (see Holst, 1977).
Complement C7.3

Least squares estimation of the parameters of full polynomial form models

Consider the following full polynomial form model of a MIMO system (see Example 6.3):

\[ y(t) + A_1 y(t - 1) + \ldots + A_{na} y(t - na) = B_1 u(t - 1) + \ldots + B_{nb} u(t - nb) + \varepsilon(t) \]  

(C7.3.1)

where \( \dim y = ny \), \( \dim u = nu \), and where all entries of the matrix coefficients \( \{A_i, B_j\} \) are assumed unknown. It can be readily verified that (C7.3.1) can be rewritten as

\[ y(t) = \Theta^T \varphi(t) + \varepsilon(t) \]  

(C7.3.2)

where

\[ \Theta^T = \begin{pmatrix} A_1 & \ldots & A_{na} & B_1 & \ldots & B_{nb} \end{pmatrix}, \quad (ny| (na \cdot ny + nb \cdot nu)) \]

\[ \varphi^T(t) = (-y^T(t - 1) \ldots -y^T(t - na) u^T(t - 1) \ldots u^T(t - nb)) \]

\[ ((na \cdot ny + nb \cdot nu)|1) \]

Note that (C7.3.2) is an alternative form to (6.24), (6.25).

As shown in Lemma A.34, for matrices \( A, B \) of compatible dimensions,

\[ \text{vec}(AB) = (I \otimes A) \text{vec} B = (B^T \otimes I) \text{vec} A \]  

(C7.3.3)

where for some \( m|n \) matrix \( H \) with the \( i \)th column denoted by \( h_i \), \( \text{vec} H = (h_1^T \ldots h_n^T)^T \).

Using this result, (C7.3.2) can be rewritten in the form of a multivariate linear regression:

\[ y(t) = \text{vec}[\varphi^T(t) \Theta] + \varepsilon(t) \]

\[ = \phi^T(t) \theta + \varepsilon(t) \]  

(C7.3.4)

where (see also (6.24), (6.25))

\[ \phi^T(t) = I \otimes \varphi^T(t), \quad (ny| ny(na \cdot ny + nb \cdot nu)) \]

\[ \theta = \text{vec} \Theta, \quad (ny(na \cdot ny + nb \cdot nu)|1) \]

The problem to be discussed is how to determine the LS estimates of \( \{A_i, B_j\} \) from \( N \) pairs of measurements of \( u(t) \) and \( y(t) \).

First consider the model (C7.3.2). Introduce the sample covariance matrix of the residuals

\[ Q = \sum_{t=1}^{N} \varepsilon(t) \varepsilon^T(t) \]

and the notation
Prediction error methods

\[ R = \sum_{t=1}^{N} \varphi(t)\varphi^T(t) \]

\[ \Gamma = \sum_{t=1}^{N} \varphi(t)y^T(t) \]

Next note that

\[ Q = \sum_{t=1}^{N} [y(t) - \Theta^T\varphi(t)][y(t) - \Theta^T\varphi(t)]^T \]

\[ = \sum_{t=1}^{N} y(t)y^T(t) - \Theta^T\Gamma - \Gamma^T\Theta + \Theta^TR\Theta \]  

\[ = [\Theta - R^{-1}\Gamma]^T R[\Theta - R^{-1}\Gamma] + \sum_{t=1}^{N} y(t)y^T(t) - \Gamma^T R^{-1}\Gamma \]  

(C7.3.5)

Since the matrix \( R \) is positive definite, and the second and third terms in (C7.3.5) do not depend on \( \Theta \) it follows that

\[ Q \geq Q|_{\Theta = \hat{\Theta}} \]

where

\[ \hat{\Theta} = R^{-1}\Gamma \]  

(C7.3.6)

The LS estimate (C7.3.6) is usually derived by minimizing \( \text{tr} \ Q \). However, as shown above it 'minimizes' the whole sample covariance matrix \( Q \). As a consequence of this strong property, \( \hat{\Theta} \) will minimize any nondecreasing function of \( Q \), such as \( \text{det} \ Q \) or \( \text{tr} \ WQ \), with \( W \) any positive definite weighting matrix. Note that even though such a function may be strongly nonlinear in \( \Theta \), it can be shown that (C7.3.6) is its only stationary point (Söderström and Stoica, 1980).

Next consider the model (C7.3.4). The LS estimate of \( \theta \) in this model is usually defined as

\[ \hat{\theta} = \arg \min_{\theta} \sum_{t=1}^{N} \varepsilon^T(t)W\varepsilon(t) \]

where \( W \) is some symmetric positive definite weighting matrix. Introduce

\[ \tilde{R} = \sum_{t=1}^{N} \phi(t)W\varphi^T(t) \]

\[ \tilde{\Gamma} = \sum_{t=1}^{N} \phi(t)Wy(t) \]

Then
\[
\sum_{t=1}^{N} \varepsilon^T(t) W \varepsilon(t) = \sum_{t=1}^{N} [y(t) - \phi^T(t) \theta]^T W [y(t) - \phi^T(t) \theta] \\
= \sum_{t=1}^{N} y^T(t) W y(t) - \tilde{\Gamma}^T \theta - \theta^T \tilde{\Gamma} + \theta^T \tilde{R} \theta \\
= [\theta - \tilde{R}^{-1} \tilde{\Gamma}]^T \tilde{R} [\theta - \tilde{R}^{-1} \tilde{\Gamma}] + \sum_{t=1}^{N} y^T(t) W y(t) - \tilde{\Gamma}^T \tilde{R}^{-1} \tilde{\Gamma}
\]

Since \( \tilde{R} \) is a positive definite matrix it is readily concluded from the above equation that

\[
\hat{\theta} = \tilde{R}^{-1} \tilde{\Gamma} \quad \text{(C7.3.7)}
\]

The LS estimate (C7.3.7) seems to depend on \( W \). However, this should not be so. The two models (C7.3.2) and (C7.3.4) are just two equivalent parametrizations of the same model (C7.3.1). Also, the loss function minimized by \( \hat{\theta} \) can be written as \( \text{tr} \ W Q \) and hence is in the class of functions minimized by \( \Theta \). Thus \( \hat{\theta} \) must be the minimizer of the whole covariance matrix \( Q \), and indeed

\[
\hat{\theta} = \text{vec} \ \hat{\Theta} \quad \text{(C7.3.8)}
\]

This can be proved algebraically. Note that by using the Kronecker product (see Definition A.10 and Lemma A.34) we can write

\[
\hat{\theta} = \tilde{R}^{-1} \tilde{\Gamma} = \left\{ \sum_{t=1}^{N} [I \otimes \varphi(t)] [W \otimes 1][I \otimes \varphi^T(t)] \right\}^{-1} \left\{ \sum_{t=1}^{N} [I \otimes \varphi(t)] [W \otimes 1] y(t) \right\} \\
= \left\{ W \otimes \sum_{t=1}^{N} \varphi(t) \varphi^T(t) \right\}^{-1} \left\{ \sum_{t=1}^{N} [W \otimes \varphi(t)] y(t) \right\} \\
= \sum_{t=1}^{N} [W^{-1} \otimes R^{-1}][W \otimes \varphi(t)] y(t) = \sum_{t=1}^{N} [I \otimes R^{-1} \varphi(t)] y(t) \quad \text{(C7.3.9)}
\]

Now, it follows from (C7.3.3) and (C7.3.6) that

\[
\text{vec} \ \hat{\Theta} = \text{vec} \ (R^{-1} \Gamma) = (I \otimes R^{-1}) \text{ vec } \Gamma \\
= (I \otimes R^{-1}) \sum_{t=1}^{N} \text{ vec } [\varphi(t) y^T(t)] \\
= \sum_{t=1}^{N} [I \otimes R^{-1}][I \otimes \varphi(t)] y(t) \\
= \sum_{t=1}^{N} [I \otimes R^{-1} \varphi(t)] y(t) \quad \text{(C7.3.10)}
\]

Comparison of (C7.3.9) and (C7.3.10) completes the proof.
The conclusion is that there is no reason for using the estimate (C7.3.7), which is much more complicated computationally than the equivalent estimate (C7.3.6). (Note that the matrix $R$ has dimension $na \cdot ny + nb \cdot nu$ while $\bar{R}$ has dimension $ny \cdot (na \cdot ny + nb \cdot nu)$.)

Finally, note that if some elements of the matrix coefficients $\{A_i, B_j\}$ are known, then the model (C7.3.4) and the least squares estimate of its parameters can be easily adapted to use this information, while the model (C7.3.2) cannot be used in such a case.

**Complement C7.4**

**The generalized least squares method**

Consider the following model of a MIMO system:

\[ A(q^{-1})y(t) = B(q^{-1})u(t) + v(t) \]
\[ D(q^{-1})v(t) = \varepsilon(t) \]  
(C7.4.1)

where

\[ A(q^{-1}) = I + A_1q^{-1} + \ldots + A_{na}q^{-na} \hspace{1cm} (ny|ny) \]
\[ B(q^{-1}) = B_1q^{-1} + \ldots + B_{nb}q^{-nb} \hspace{1cm} (ny|nu) \]
\[ D(q^{-1}) = I + D_1q^{-1} + \ldots + D_{nd}q^{-nd} \hspace{1cm} (ny|ny) \]  
(C7.4.2)

Thus the equation errors $\{v(t)\}$ are modeled as an autoregression. All the elements of the matrix coefficients $\{A_i, B_j, D_k\}$ are assumed to be unknown. The problem is to determine the PE estimates $\{\hat{A}_i, \hat{B}_j, \hat{D}_k\}$ of the matrix coefficients. Define these estimates as

\[ \{\hat{A}_i, \hat{B}_j, \hat{D}_k\} = \arg \min_{(A_i, B_j, D_k)} \text{tr} \ Q(A, B, D) \]

where

\[ Q = \sum_{t=1}^{N} \varepsilon(t, A, B, D)\varepsilon^T(t, A, B, D) \]

and where $N$ denotes the number of data points, and the dependence of the prediction errors $\varepsilon$ on $\{A_i, B_j, D_k\}$ was stressed by notation. The minimization can be performed in various ways.

**A relaxation algorithm**

The prediction errors $\varepsilon(t)$ of the model under study have a special feature. For given $D$ they are linear in $A$ and $B$, and vice versa. This feature can be exploited to obtain a simple relaxation algorithm for minimizing $\text{tr} \ Q$. Specifically, the algorithm consists of iterating the following two steps until convergence.
S1: For given $\hat{D}$ determine
$$\hat{A}, \hat{B} = \arg\min_{A, B} \text{tr} \ Q(A, B, \hat{D})$$

S2: For given $\hat{A}$ and $\hat{B}$ determine
$$\hat{D} = \arg\min_{D} \text{tr} \ Q(\hat{A}, \hat{B}, D)$$

The results of Complement C7.3 can be used to obtain explicit expressions for $\hat{A}, \hat{B} \text{ and } \hat{D}$.

For step S1 let
$$\theta = \text{vec}(A_1 \ldots A_{na} B_1 \ldots B_{nb})^T$$
$$\varphi(t) = (-y^T(t - 1) \ldots -y^T(t - na) \ u^T(t - 1) \ldots u^T(t - nb))^T$$
$$\phi^T(t) = I \otimes \varphi^T(t)$$

Then
$$\varepsilon(t, A, B, \hat{D}) = \hat{D}(q^{-1})[A(q^{-1})y(t) - B(q^{-1})u(t)]$$
$$= \hat{D}(q^{-1})[y(t) - \phi^T(t)\theta] = y_F(t) - \phi^T_F(t)\theta$$

where
$$y_F(t) = \hat{D}(q^{-1})y(t)$$
$$\phi^T_F(t) = \hat{D}(q^{-1})\phi^T(t)$$

The minimizer of $\text{tr} \ Q(A, B, \hat{D})$ now follows from (C7.3.7):

$$\hat{\theta} = \left[\sum_{t=1}^{N} \phi_F(t)\phi^T_F(t)\right]^{-1} \left[\sum_{t=1}^{N} \phi_F(t)y_F(t)\right] \tag{C7.4.3}$$

For step S2 introduce
$$\hat{\nu}(t) = \hat{A}(q^{-1})y(t) - \hat{B}(q^{-1})u(t)$$
$$\psi(t) = -(\hat{\nu}^T(t - 1) \ldots \hat{\nu}^T(t - nc))^T$$
$$\Gamma = (D_1 \ldots D_{nd})$$

One can then write
$$\varepsilon(t, \hat{A}, \hat{B}, D) = D(q^{-1})[\hat{A}(q^{-1})y(t) - \hat{B}(q^{-1})u(t)]$$
$$= D(q^{-1})\hat{\nu}(t) = \hat{\nu}(t) - \Gamma\psi(t)$$

It now follows from (C7.3.6) that the minimizer of $\text{tr} \ Q(\hat{A}, \hat{B}, D)$ is given by

$$\hat{\Gamma} = \left[\sum_{t=1}^{N} \hat{\nu}(t)\psi^T(t)\right]\left[\sum_{t=1}^{N} \psi(t)\psi^T(t)\right]^{-1} \tag{C7.4.4}$$
Thus each step of the algorithm amounts to solving an LS problem. This gave the name of generalized LS (GLS) to the algorithm. It was introduced for scalar systems by Clarke (1967). Extensions to MIMO systems have been presented by Goodwin and Payne (1977) and Keviczky and Bányász (1976), but those appear to be more complicated than the algorithm above. Note that since relaxation algorithms converge linearly close to the minimum, the convergence rate of the GLS procedure may be slow. A faster algorithm is discussed below. Finally note that the GLS procedure does not need any special parametrization of the matrices \( \{A_i, B_j, D_k\} \). If, however, some knowledge of the elements of \( A, B \) or \( D \) is available, this can be accommodated in the algorithm with minor modifications.

**An indirect GLS procedure**

Consider the model (C7.4.1) in the scalar case \((ny = nu = 1)\)

\[
A(q^{-1})y(t) = B(q^{-1})u(t) + \frac{1}{D(q^{-1})} \varepsilon(t)
\]

Introduce the following notation:

\[
F(q^{-1}) = A(q^{-1})D(q^{-1}) = 1 + f_1q^{-1} + \ldots + f_{nf}q^{-nf} \quad (nf = na + nd)
\]

\[
G(q^{-1}) = B(q^{-1})D(q^{-1}) = g_1q^{-1} + \ldots + g_{ng}q^{-ng} \quad (ng = nb + nd)
\]

\[
\alpha = (f_1 \ldots f_{nf} \quad g_1 \ldots g_{ng})^T
\]

\[
\varphi(t) = (-y(t-1) \ldots -y(t-nf) \quad u(t-1) \ldots u(t-ng))^T
\]

Then one can write

\[
\varepsilon_\alpha(t, \alpha) \triangleq F(q^{-1})y(t) - G(q^{-1})u(t) = y(t) - \varphi^T(t)\alpha
\]

The least squares estimate (LSE) of \( \alpha \),

\[
\hat{\alpha} = \arg \min_\alpha \sum_{t=1}^N \varepsilon_\alpha^2(t, \alpha)
\]

satisfies

\[
\sum_{t=1}^N \varepsilon_\alpha(t, \alpha) \frac{\partial \varepsilon_\alpha(t, \alpha)}{\partial \alpha}|_{\alpha = \hat{\alpha}}^T = -\sum_{t=1}^N \varepsilon_\alpha(t, \hat{\alpha})\varphi(t) = 0
\]

(C7.4.7)

and is given by

\[
\hat{\alpha} = \left[ \sum_{t=1}^N \varphi(t)\varphi^T(t) \right]^{-1} \left[ \sum_{t=1}^N \varphi(t)y(t) \right]
\]

With \( \theta \) denoting the vector which contains the (unknown) coefficients of \( A(q^{-1}), B(q^{-1}) \) and \( D(q^{-1}) \), let \( \alpha(\theta) \) denote the function induced by (C7.4.6). For example, let \( na = nb = nd = 1 \). Then the function \( \alpha(\theta) \) is given by

\[
\alpha(\theta) = (a_1 + d_1 \quad a_1d_1 \quad b_1 \quad b_1d_1)^T
\]
Next note that the residuals $\epsilon(t)$ of (C7.4.5) can be written as
\[
\epsilon(t) = \epsilon_\alpha(t, \alpha(\theta)) = y(t) - q^T(t)\alpha(\theta)
= y(t) - q^T(t)\hat{\alpha} + q^T(t)[\hat{\alpha} - \alpha(\theta)]
= \epsilon_\alpha(t, \hat{\alpha}) + q^T(t)[\hat{\alpha} - \alpha(\theta)]
\]
Thus
\[
\sum_{t=1}^{N} \epsilon^2(t) = \sum_{t=1}^{N} \epsilon_\alpha^2(t, \hat{\alpha}) + [\hat{\alpha} - \alpha(\theta)]^T P[\hat{\alpha} - \alpha(\theta)]
+ 2[\hat{\alpha} - \alpha(\theta)]^T \sum_{t=1}^{N} \epsilon_\alpha(t, \hat{\alpha}) q(t)
\]  
(C7.4.8)

where
\[
P = \sum_{t=1}^{N} q(t) q^T(t)
\]
The third term in (C7.4.8) is equal to zero (see (C7.4.7)), and the first one does not depend on $\theta$. Thus the PE estimate of $\theta$ which minimizes the left-hand side of (C7.4.8) can alternatively be obtained as
\[
\hat{\theta} = \arg \min_{\theta} [\hat{\alpha} - \alpha(\theta)]^T P[\hat{\alpha} - \alpha(\theta)]  \tag{C7.4.9}
\]
Note that the data are used only in the calculation of $\hat{\alpha}$. The matrix $P$ follows as a byproduct of that calculation. The loss function in (C7.4.9) does not depend explicitly on the data. Thus it may be expected that the ‘indirect’ GLS procedure (C7.4.9) is more efficient computationally than the relaxation algorithm previously described. Practical experience with (C7.4.9) has shown that it may lead to considerable computer time savings (Söderström, 1975c; Stoica, 1976). The basic ideas of the indirect PEM described above may be applied also to more general model structures (Stoica and Söderström, 1987).

Complement C7.5

The output error method

Consider the following SISO system:
\[
y(t) = G^0(q^{-1})u(t) + H^0(q^{-1})e(t) \quad Ee(t)e(s) = \lambda^2 \delta_{t,s}
\]
where $G^0(q^{-1})$ is stable, and $H^0(q^{-1})$ is stable and invertible. Furthermore, let
\[
G^0(q^{-1}) = \frac{B^0(q^{-1})}{A^0(q^{-1})} = \frac{b_0^0 q^{-1} + \ldots + b_{nb}^0 q^{-nb}}{1 + a_1^0 q^{-1} + \ldots + a_{na}^0 q^{-na}}
\]
and

$$\theta_0 = (a_1^0 \ldots a_{na}^0 \ b_1^0 \ldots b_{nb}^0)^T$$

Assume that $B^0(\cdot)$ and $A^0(\cdot)$ have no common zeros, and that the system operates in open loop so that $Eu(t)e(s) = 0$ for all $t$ and $s$.

The output error (OE) estimate of $\theta_0$ is by definition

$$\hat{\theta} = \arg \min_{\theta} \sum_{t=1}^{N} \varepsilon^2(t, \theta) \quad \varepsilon(t, \theta) = y(t) - \frac{B(q^{-1})}{A(q^{-1})} u(t)$$  \hspace{1cm} (C7.5.1)

where $N$ is the number of data points, and $\theta$, $B$ and $A$ are defined similarly to $\theta_0$, $B^0$ and $A^0$. For simplicity, $na$ and $nb$ are assumed to be known. In the following we derive the asymptotic distribution of $\hat{\theta}$, compare the covariance matrix of this distribution with that corresponding to the PEM (which also provides an estimate of the noise dynamics), and present sufficient conditions for the unimodality of the loss function in (C7.5.1).

**Asymptotic distribution**

First note that $\hat{\theta}$ will converge to $\theta_0$ as $N$ tends to infinity (cf. (7.53)–(7.56)).

Further it follows from (7.78) that

$$\sqrt{N}(\hat{\theta} - \theta_0) \overset{\text{dist}}{\rightarrow} N(0, P_{OEM})$$  \hspace{1cm} (C7.5.2)

It remains to evaluate the covariance matrix $P_{OEM}$ given by (7.78b):

$$P_{OEM} = [V'(\theta_0)]^{-1} \left[ \lim_{N \to \infty} NE\{V_N(\theta)\} \right]_{\theta = \theta_0} [V''(\theta_0)]^{-1} \left[ V_N(\theta) \right]_{\theta = \theta_0}$$  \hspace{1cm} (C7.5.3)

where

$$V_N(\theta) = \frac{1}{N} \sum_{t=1}^{N} \varepsilon^2(t, \theta)$$

Direct differentiation gives

$$\{V'_N(\theta)\}^T_{\theta = \theta_0} = \frac{2}{N} \sum_{t=1}^{N} \varepsilon(t, \theta_0) \psi(t)$$

$$V''(\theta_0) = 2E \left[ \psi(t)\psi^T(t) + \varepsilon(t, \theta_0) \frac{\partial^2 \varepsilon(t, \theta)}{\partial \theta^2}\bigg|_{\theta = \theta_0} \right]$$

where

$$\psi(t) = \left[ \frac{\partial}{\partial \theta} \varepsilon(t, \theta) \right]_{\theta = \theta_0}$$

$$= \left( \frac{B^0(q^{-1})}{A^0(q^{-1})^2} u(t-1) \ldots \frac{B^0(q^{-1})}{A^0(q^{-1})^2} u(t-na) \frac{-1}{A^0(q^{-1})} u(t-1) \ldots \frac{-1}{A^0(q^{-1})} u(t-nb) \right)^T$$

Since $\varepsilon(t, \theta_0) = H^0(q^{-1})e(t)$ is independent of $\frac{\partial^2 \varepsilon(t, \theta)}{\partial \theta^2} \bigg|_{\theta = \theta_0}$ it follows that...
Next note that \( e(t) \) and \( \psi(s) \) are independent for all \( t \) and \( s \). Using the notation

\[
H^0(q^{-1}) = \sum_{i=0}^{\infty} h_i q^{-i} \quad r(\tau) = E[H^0(q^{-1})e(t)][H^0(q^{-1})e(t+\tau)]
\]

one can write

\[
\lim_{N \to \infty} \frac{4}{N} \sum_{p=1}^{N} \sum_{i=1}^{N} \left( E[\psi(p)\psi^T(t)][EH^0(q^{-1})e(p)H^0(q^{-1})e(t)] \right)
= \lim_{N \to \infty} \frac{4}{N} \sum_{p=1}^{N} \sum_{t=1}^{N} (N - |\tau|)r(\tau)E\psi(t)\psi^T(t+\tau)
\]

The term containing \(|\tau|\) in (C7.5.5) tends to zero as \( N \) tends to infinity (see Appendix A8.1 for a similar discussion). The remaining term becomes (set \( h_i = 0 \) for \( i < 0 \))

\[
4 \sum_{\tau = -\infty}^{\infty} r(\tau)E\psi(t)\psi^T(t+\tau)
= 4 \sum_{\tau = -\infty}^{\infty} \sum_{i = -\infty}^{\infty} \lambda^2 h_i h_{i+\tau} E\psi(t-i-\tau)\psi^T(t+\tau-i-\tau)
= 4\lambda^2 \sum_{i = -\infty}^{\infty} \sum_{j = -\infty}^{\infty} E[h_i\psi(t-j)][h_j\psi^T(t-i)]
= 4\lambda^2 E[H^0(q^{-1})\psi(t)][H^0(q^{-1})\psi(t)]^T
\]

It follows from (C7.5.3)–(C7.5.6) that

\[
P_{oem} = \lambda^2 [E\psi(t)\psi^T(t)]^{-1}[EH^0(q^{-1})\psi(t)H^0(q^{-1})\psi^T(t)][E\psi(t)\psi^T(t)]^{-1}
\]

**Comparison with the PEM**

Let \( \alpha \) denote an additional vector needed to parametrize the noise shaping filter \( H^0(q^{-1}) \). Assume that \( \alpha \) and \( \theta \) have no common parameters. The asymptotic covariance matrix of the PE estimates of \( \theta \) and \( \alpha \) is given by

\[
\text{cov}\left\{ \begin{bmatrix} \hat{\theta} \\ \hat{\alpha} \end{bmatrix} \right\} = \lambda^2 \text{cov}\left\{ \begin{bmatrix} \frac{\partial \tilde{E}(t)}{\partial \theta}^T \\ \frac{\partial \tilde{E}(t)}{\partial \alpha}^T \end{bmatrix} \right\}_{\theta_0, \alpha_0}^{-1}
\]

(C7.5.8)
(see (7.49)), where
\[ \hat{e}(t) = H^{-1}(q^{-1}; \alpha)[y(t) - G(q^{-1}; \theta)u(t)] \]

The random variables \( \frac{\partial \hat{e}(t)}{\partial \alpha} \bigg|_{\theta_0, \alpha_0} \) and \( \frac{\partial \hat{e}(t)}{\partial \theta} \bigg|_{\theta_0, \alpha_0} \) clearly are uncorrelated. Thus (C7.5.8) is block-diagonal, with the block corresponding to \( \theta \) given by

\[
P_{\text{PEM}} = \lambda^2 \left\{ E \frac{1}{H^0(q^{-1})} \psi(t) \frac{1}{H^0(q^{-1})} \psi^T(t) \right\}^{-1} \tag{C7.5.9}
\]

\[ \left( \text{notice that } \frac{\partial \hat{e}(t)/\partial \theta}{\theta_0, \alpha_0} = \frac{1}{H^0(q^{-1})} \psi^T(t) \right) \]

Next compare the accuracies of the OEM and PEM. One may expect that

\[
P_{\text{OEM}} \geq P_{\text{PEM}} \tag{C7.5.10}
\]

The reason for this expectation is as follows. For Gaussian distributed data \( P_{\text{PEM}} \) is equal to the Cramér–Rao lower bound on the covariance matrix of any consistent estimator of \( \theta \). Thus (C7.5.10) must hold in that case. Now the matrices in (C7.5.10) depend on the second-order properties of the data and noise, and not on their distributions. Therefore the inequality (C7.5.10) must continue to hold for other distributions.

A simple algebraic proof of (C7.5.10) is as follows. Let \( \phi_{\psi}(\omega) \) denote the spectral density matrix of \( \psi(t) \). The matrix

\[
E \left( \frac{1}{H^0(q^{-1})} \psi(t) \frac{1}{H^0(q^{-1})} \psi^T(t) \right) = \left( \begin{array}{cc} \psi(t)\psi^T(t) & (H^0(q^{-1})\psi(t)H^0(q^{-1})\psi^T(t)) \\ (H^0(q^{-1})\psi(t)H^0(q^{-1})\psi^T(t)) & \phi_{\psi}(\omega) \end{array} \right)
\]

\[ = \int_{-\pi}^{\pi} \phi_{\psi}(\omega) \left( \frac{1}{|H^0(e^{i\omega})|^2} \phi_{\psi}(\omega) \right) d\omega \]

clearly is nonnegative definite. Then it follows from Lemma A.3 that

\[
E \frac{1}{H^0(q^{-1})} \psi(t) \frac{1}{H^0(q^{-1})} \psi^T(t) = \lambda^2 P_{\text{PEM}}^{-1} \geq \left[ E\psi(t)\psi^T(t) [EH^0(q^{-1})\psi(t)H^0(q^{-1})\psi^T(t)]^{-1} \right. \\
\left. \times E\psi(t)\psi^T(t) \right] = \lambda^2 P_{\text{OEM}}^{-1}
\]

which concludes the proof of (C7.5.10).

Interesting enough, \( P_{\text{OEM}} \) may be equal to \( P_{\text{PEM}} \). It was shown by Kabaila (1983) that for the specific input
\[ u(t) = \sum_{k=1}^{n} \alpha_k \sin(\omega_k t + \varphi_k) \quad \alpha_k, \varphi_k \in R; \omega_k \in (0, \pi) \quad (C7.5.11) \]
\[
 n = (na + nb)/2
\]

it holds that

\[ P_{OEM} = P_{PEM} \quad (C7.5.12) \]

Observe that in (C7.5.11) we implicitly assumed that \( na + nb \) is even. This was only done to simplify to some extent the following discussion. For \( na + nb \) odd, the result (C7.5.12) continues to hold provided we allow \( \omega_k = \pi \) in (C7.5.11) such that the input still has a spectral density of exactly \( na + nb \) lines.

The result above may be viewed as a special case of a more general result presented in Grenander and Rosenblatt (1956) and mentioned in Problem 4.12. (The result of Grenander and Rosenblatt deals with linear regressions. Note, however, that \( P_{OEM} \) and \( P_{PEM} \) can be viewed as the asymptotic covariance matrices of the LSE and the Markov estimate of the parameters of a regression model with \( \psi(t) \) as the regressor vector at time instant \( t \) and \( H^0(q^{-1}) \) as the noise shaping filter.)

There follows a simple proof of (C7.5.12) for the input (C7.5.11). The spectral density of (C7.5.11) is given by

\[ \phi_u(\omega) = \sum_{k=1}^{n} \frac{\alpha_k^2}{4} \left[ \delta(\omega - \omega_k) + \delta(\omega + \omega_k) \right] \]

(cf. (5.12f)). Let

\[ F(q^{-1}) = \left( \frac{B^0(q^{-1})}{A^0(q^{-1})} q^{-1} \cdots \frac{B^0(q^{-1})}{A^0(q^{-1})} q^{-na} \right) \left( \frac{-q^{-1}}{A^0(q^{-1})} \cdots \frac{-q^{-nb}}{A^0(q^{-1})} \right)^T \]

Then

\[ \psi(t) = F(q^{-1}) u(t) \]

and thus

\[
EH^0(q^{-1})\psi(t) \cdot H^0(q^{-1})\psi^T(t)
\]
\[
= \int_{-\pi}^{\pi} |H^0(e^{i\omega})|^2 F(e^{i\omega}) F^T(e^{-i\omega}) \phi_u(\omega) d\omega
\]
\[
= \sum_{k=1}^{n} \alpha_k^2 |H^0(e^{i\omega_k})|^2 \text{Re} \left\{ F(e^{i\omega_k}) F^T(e^{-i\omega_k}) \right\} / 2
\]
\[
= \sum_{k=1}^{n} |H^0(e^{i\omega_k})|^2 \left[ g_k g_k^T + f_k f_k^T \right] \quad (C7.5.13)
\]
\[ \begin{pmatrix} |H^0(e^{i\omega})|^2 I_2 & 0 \\ 0 & \begin{pmatrix} g_1^T \\ f_1^T \\ \vdots \\ g_n^T \\ f_n^T \end{pmatrix} \end{pmatrix} \triangleq \mathbf{HM}^T \] (C7.5.13)

where \( g_k \) and \( f_k \) denote the real and imaginary parts, respectively, of \( \alpha_k F(e^{i\omega_k})/\sqrt{2} \). Similarly, one can show that

\[ E \frac{1}{H^0(q^{-1}) \psi(t)} \frac{1}{H^0(q^{-1})} \psi^T(t) = \mathbf{M}^{-1}\mathbf{M}^T \]

and, by specializing (C7.5.13) to \( H^0(z) \equiv 1 \), that

\[ E \psi(t) \psi^T(t) = \mathbf{M} \mathbf{M}^T \]

Since \( A_0 \) and \( B_0 \) are coprime and the input (C7.5.11) is pe of order \( na + nb \), the matrix \( \mathbf{M} \mathbf{M}^T \) and hence \( \mathbf{M} \) must be nonsingular (see Complement C5.1). Thus

\[ P_{OEM} = \lambda^2 \mathbf{M}^{-T} \mathbf{M}^{-1} \mathbf{M} \mathbf{M}^T \mathbf{M}^{-T} \mathbf{M}^{-1} = \lambda^2 \mathbf{M}^{-T} \mathbf{H} \mathbf{M}^{-1} \]

and

\[ P_{PEM} = \lambda^2 (\mathbf{M}^{-1} \mathbf{M}^T)^{-1} = \lambda^2 \mathbf{M}^{-T} \mathbf{H} \mathbf{M}^{-1} \]

which proves (C7.5.12) for the specific input given by (C7.5.11).

The above result is quite interesting from a theoretical standpoint. However, its practical relevance appears limited. The (optimal) number of parameters \( na + nb \) of the model is usually determined by processing the data measured; normally it is not known \textit{a priori}. However, the condition that the input (C7.5.11) is a sum of exactly \( n \) sinusoids, appears to be essential for (C7.5.12) to hold.

**Conditions for unimodality**

If the loss function in (C7.5.1) is not unimodal then inherent difficulties in solving the optimization problem (C7.5.1) may occur. For \( N < \infty \) the loss function is a random variable whose shape depends on the realization. Consider the asymptotic (for \( N \to \infty \)) loss function

\[ W(\theta) = E \left[ \frac{B(q^{-1})}{A(q^{-1})} u(t) \right]^2 \]

\[ = E \left\{ \frac{B^0(q^{-1}) - B(q^{-1})}{A^0(q^{-1}) - A(q^{-1})} u(t) \right\}^2 + E \left[ H^0(q^{-1}) e(t) \right]^2 \]

The second term above does not depend on \( \theta \). To find the stationary points of \( W(\theta) \), differentiate the first term with respect to \( a_i \) and \( b_j \). This gives
\[
E \left[ \frac{B(q^{-1})}{A^2(q^{-1})} u(t - i) \right] \left[ \frac{B^0(q^{-1})}{A^0(q^{-1})} - \frac{B(q^{-1})}{A(q^{-1})} \right] u(t) = 0 \quad i = 1, \ldots, na \tag{C7.5.14a}
\]
\[
E \left[ \frac{1}{A(q^{-1})} u(t - j) \right] \left[ \frac{B^0(q^{-1})}{A^0(q^{-1})} - \frac{B(q^{-1})}{A(q^{-1})} \right] u(t) = 0 \quad j = 1, \ldots, nb \tag{C7.5.14b}
\]

For simplicity consider the case \( na = nb = n \).

In the following it will be shown that the only solution of (C7.5.14) is \( A = A^0 \) and \( B = B^0 \) provided \( u(t) \) is white noise. Clearly the result is relevant for the OEM problem (C7.5.1), at least for large \( N \). It is also relevant for a different problem, as explained below.

Let \( \hat{g}_k, k = 1, \ldots, N \) denote some consistent estimate of the system's weighting sequence, obtained by one of the many available techniques (for example, by using the least squares method; see the end of Section 3.4). A parametric model \( B(q^{-1})/A(q^{-1}) \) of the system transfer function may then be determined by minimizing (w.r.t. \( \{a_i, b_j\} \)) the criterion

\[
V = \sum_{k=1}^{N} \left( \hat{g}_k - g_k(a_i, b_j) \right)^2
\]

where \( g_k(a_i, b_j) \) is the weighting function sequence of \( B(q^{-1})/A(q^{-1}) \). For large \( N \), \( \hat{g}_k \) is

\[
V \approx \sum_{k=1}^{\infty} \left( \hat{g}_k^0 - g_k(a_i, b_j) \right)^2 = E \left\{ \left[ \frac{B^0(q^{-1})}{A^0(q^{-1})} - \frac{B(q^{-1})}{A(q^{-1})} \right] u(t) \right\}^2
\]

where \( Eu(t)u(s) = \delta_{t,s} \). Therefore, the result stated above is relevant also for the problem of rational approximation of an estimated weighting sequence.

To prove that (C7.5.14) has a unique solution, it will be shown first that there is no solution with \( B(z) \equiv 0 \). If \( B(z) \equiv 0 \) then (C7.5.14b) implies that

\[
E \left[ \frac{1}{A(q^{-1})} u(t - j) \frac{B^0(q^{-1})}{A^0(q^{-1})} u(t) \right] = 0 \quad j = 1, \ldots, n \tag{C7.5.15}
\]

Let \( \bar{u}(t) = \frac{B^0(q^{-1})}{A^0(q^{-1})} u(t) \). Then

\[
E \left[ \frac{1}{A(q^{-1})} u(t - n - 1) \bar{u}(t) \right]
\]

\[
=E \left[ \frac{1}{A(q^{-1})} u(t - n - 1) \left[ B^0(q^{-1}) u(t) - a_0 \bar{u}(t - 1) - \ldots - a_n \bar{u}(t - n) \right] \right]
\]

\[
=E \left[ \frac{1}{A(q^{-1})} u(t - n - 1) B^0(q^{-1}) u(t) \right] - a_0 E \left[ \frac{1}{A(q^{-1})} u(t - n) \bar{u}(t) \right]
\]

\[- \ldots - a_n E \left[ \frac{1}{A(q^{-1})} u(t - 1) \bar{u}(t) \right]
\]

\[= 0
\]
The first term is zero since the input \( u(t) \) is white noise. The other terms are also zero, by (C7.5.15). Similarly,

\[
E \frac{1}{A(q^{-1})} u(t - k) \tilde{u}(t) = 0 \quad \text{all } k \geq 1
\]

Thus

\[
E \left[ \frac{B^0(q^{-1})}{A^0(q^{-1})} u(t) \right]^2 = E \left[ \frac{B^0(q^{-1})A(q^{-1})}{A^0(q^{-1})} \frac{1}{A(q^{-1})} u(t) \right] [\tilde{u}(t)] = 0
\]

which implies \( B^0(z) \equiv 0; \) but this is a contradiction.

Next consider nondegenerate solutions with \( B(z) \neq 0. \) Since the polynomials \( A, B \) need not be coprime, it is convenient to write them in factorized form as

\[
\begin{align*}
A(z) &= \bar{A}(z)L(z) \\
B(z) &= \bar{B}(z)L(z)
\end{align*}
\]

(C7.5.16)

where \( \bar{A}(z) \) and \( \bar{B}(z) \) are coprime, and

\[
L(z) = 1 + l_1 z + \ldots + l_m z^m \quad m \in [0, n - 1]
\]

Since the polynomial \( L \) (including its degree) is arbitrary, any pair of polynomials \( A, B \) can be written as above. Inserting (C7.5.16) into (C7.5.14) gives

\[
\begin{pmatrix}
0 & \bar{b}_1 \ldots \bar{b}_{n-m} \\
& \ddots & \ddots & 0 \\
& & 0 & \bar{b}_1 \ldots \bar{b}_{n-m} \\
& & & \ddots & \ddots & \ddots \\
& & & & 1 & \bar{a}_1 \ldots \bar{a}_{n-m} & 0 \\
& & & & & \ddots & \ddots & \ddots \\
& & & & & & 0 & 1 & \bar{a}_1 \ldots \bar{a}_{n-m}
\end{pmatrix}_{\mathcal{J}(\bar{B}, \bar{A})} \begin{pmatrix}
u(t - 1) \\
\vdots \\
u(t - 2n + m)
\end{pmatrix} = \begin{pmatrix}
E \frac{1}{A(q^{-1})A(q^{-1})} A(q^{-1}) A(q^{-1}) \tilde{u}(t) = 0
\end{pmatrix}
\]

where

\[
\tilde{u}(t) = \frac{\bar{A}(q^{-1})B^0(q^{-1}) - A^0(q^{-1})\bar{B}(q^{-1})}{A^0(q^{-1})A(q^{-1})} u(t)
\]

Since \( \bar{A} \) and \( \bar{B} \) have no common zeros, the Sylvester matrix \( \mathcal{J}(\bar{B}, \bar{A}) \), which has dimension \((2n)(2n - m))\), has full rank (see Lemma A.30 and its corollaries). Hence

\[
E \frac{1}{A(q^{-1})A(q^{-1})} u(t - i) \tilde{u}(t) = 0 \quad i = 1, \ldots, 2n - m
\]

Introduce the notation

\[
\begin{align*}
H(z) &= \bar{A}(z)B^0(z) - A^0(z)\bar{B}(z) \quad \text{(deg } H = 2n - m) \\
G(z) &= A^0(z)\bar{A}(z) \triangleq 1 + g_1 z + \ldots + g_{2n-m} z^{2n-m}
\end{align*}
\]
Next note that

\[ E \frac{1}{A(q^{-1})A(q^{-1})} u(t - 2n + m - 1)\tilde{u}(t) \]

\[ = E \frac{1}{A(q^{-1})A(q^{-1})} u(t - 2n + m - 1)[H(q^{-1})u(t) - g_1\tilde{u}(t - 1) - g_{2n-m}\tilde{u}(t - 2n + m)] \]

\[ = 0 \]

In a similar manner it can be shown that

\[ E \frac{1}{A(q^{-1})A(q^{-1})} u(t - i) \frac{H(q^{-1})}{G(q^{-1})} u(t) = 0 \quad \text{all } i \geq 1 \]

which implies that

\[ E \left[ \frac{H(q^{-1})}{G(q^{-1})} u(t) \right]^2 = E \left[ \frac{H(q^{-1})A(q^{-1})A(q^{-1})}{G(q^{-1})} \frac{1}{A(q^{-1})A(q^{-1})} u(t) \right] \]

\[ \times \left[ \frac{H(q^{-1})}{G(q^{-1})} u(t) \right] \]

\[ = 0 \]

Thus, \( H(z) \equiv 0 \), or equivalently \( \tilde{A}(z)B^0(z) \equiv A^0(z)\tilde{B}(z) \). Since \( A^0(z) \) and \( B^0(z) \) have no common zeros, it is concluded that \( A(z) \equiv A^0(z) \) and \( B(z) \equiv B^0(z) \).

The above result on the unimodality of the (asymptotic) loss function associated with the OEM can be extended slightly. More exactly, it can be shown that the result continues to hold for a class of ARMA input signals of ‘sufficiently low order’ (compared to the order of the identified system) (see Söderström and Stoica, 1982).

In the circuits and systems literature the result shown above is sometimes called ‘Stearns’ conjecture’ (see, for example, Widrow and Stearns, 1985, and the references therein). In that context the result is relevant to the design of rational infinite impulse response filters.

---

**Complement C7.6**

**Unimodality of the PEM loss function for ARMA processes**

Consider an ARMA process \( y(t) \) given by

\[ A^0(q^{-1})y(t) = C^0(q^{-1})e(t) \quad \text{E}e(t)e(s) = \lambda^2 \delta_{t,s} \]

where

\[ A^0(q^{-1}) = 1 + a_1^0q^{-1} + \ldots + a_{na}^0q^{-na} \]

\[ C^0(q^{-1}) = 1 + c_1^0q^{-1} + \ldots + c_{nc}^0q^{-nc} \]
According to the spectral factorization theorem (see Appendix A6.1), there is no restriction in assuming that \( A^0(z) \) and \( C^0(z) \) have no common roots and that \( A^0(z)C^0(z) \neq 0 \) for \( |z| \leq 1 \). The prediction error (PE) estimates of the (unknown) coefficients of \( A^0(q^{-1}) \) and \( C^0(q^{-1}) \) are by definition

\[
\hat{\theta} = \arg \min_{\theta} \frac{1}{N} \sum_{t=1}^{N} \varepsilon^2(t, \theta) \quad \varepsilon(t, \theta) = \frac{A(q^{-1})}{C(q^{-1})} y(t) \tag{C7.6.1}
\]

where \( N \) denotes the number of data points, \( A(q^{-1}) \) and \( C(q^{-1}) \) are polynomials defined similarly to \( A^0(q^{-1}) \) and \( C^0(q^{-1}) \), and \( \theta \) denotes the unknown parameter vector

\[
\theta = (a_1 \ldots a_{na} \quad c_1 \ldots c_{nc})^T
\]

For simplicity we assume that \( na \) and \( nc \) are known. The more general case of unknown \( na \) and \( nc \) can be treated similarly (Åström and Söderström, 1974; Stoica and Söderström, 1982a).

In the following it will be shown that for \( N \) sufficiently large, the loss function in (C7.6.1) is unimodal. The proof of this neat property follows the same lines as that presented in Complement C7.5 for OEMs. When \( N \) tends to infinity the loss function in (C7.6.1) tends to

\[
W(\theta) \triangleq E\varepsilon^2(t, \theta)
\]

The stationary points of \( W(\theta) \) are the solutions of the following equations:

\[
E\varepsilon(t, \theta) \frac{1}{A(q^{-1})} \varepsilon(t - i, \theta) = 0 \quad i = 1, \ldots, na
\]

\[
E\varepsilon(t, \theta) \frac{1}{C(q^{-1})} \varepsilon(t - j, \theta) = 0 \quad j = 1, \ldots, nc
\tag{C7.6.2}
\]

Since the solutions \( A(q^{-1}) \) and \( C(q^{-1}) \) of (C7.6.2) are not necessarily coprime polynomials, it is convenient to write them in factorized form as

\[
A(z) = \bar{A}(z)D(z)
\]

\[
C(z) = \bar{C}(z)D(z)
\tag{C7.6.3}
\]

where \( \bar{A}(z) \) and \( \bar{C}(z) \) are coprime, and

\[
D(z) = 1 + d_1 z + \ldots + d_{nd} z^{nd} \quad nd \in [0, \min (na, nc)]
\]

Note that \( D(z) \equiv 1 \) for coprime polynomials \( A(z), C(z) \).

Using (C7.6.3), (C7.6.2) can be rewritten as

\[
\begin{bmatrix}
1 & \bar{c}_1 \ldots \bar{c}_{nc-nd} \\
0 & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot \\
1 & \bar{c}_1 \ldots \bar{c}_{nc-nd} \\
0 & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
1 & \bar{a}_1 \ldots \bar{a}_{na-nd} \\
0 & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot \\
1 & \bar{a}_1 \ldots \bar{a}_{na-nd} \\
\end{bmatrix}
\begin{bmatrix}
\frac{1}{A(q^{-1})} \varepsilon(t - 1, \theta) \\
\vdots \\
\frac{1}{A(q^{-1})} \varepsilon(t - j, \theta) \\
\vdots \\
\frac{1}{A(q^{-1})} \varepsilon(t - i, \theta) \\
\end{bmatrix} = \begin{bmatrix}
\frac{1}{A(q^{-1})C(q^{-1})} \varepsilon(t - nd, \theta) \\
\vdots \\
\frac{1}{A(q^{-1})C(q^{-1})} \varepsilon(t - na - nc + nd, \theta) \\
\end{bmatrix}
\tag{C7.6.4}
\]
The Sylvester \( \mathcal{S}(\bar{C}, \bar{A}) \) \((na + nc)|(na + nc − nd)\) matrix has full rank (see Lemma A.30 and its corollaries). Thus, (C7.6.4) implies

\[
E \frac{1}{A(q^{-1})C(q^{-1})} \varepsilon(t - i, \theta) \varepsilon(t, \theta) = 0 \quad i = 1, \ldots, na + nc − nd \quad (C7.6.5)
\]

Introduce

\[
G(z) \triangleq \bar{C}(z)A^0(z) = 1 + g_1z + \ldots + g_{ng}z^{ng} \quad ng \triangleq na + nc − nd
\]

With this notation, it follows from (C7.6.5) and (C7.6.1) that

\[
\varepsilon(t, \theta) = \frac{A(q^{-1})}{C(q^{-1})} y(t) = \frac{\bar{A}(q^{-1})C^0(q^{-1})}{G(q^{-1})} \varepsilon(t) \quad (C7.6.6)
\]

and

\[
E \frac{1}{\bar{A}(q^{-1})C(q^{-1})} \varepsilon(t - ng - 1, \theta) \varepsilon(t, \theta)
\]

\[
= E \frac{1}{\bar{A}(q^{-1})C(q^{-1})} \varepsilon(t - ng - 1, \theta) [(\bar{A}(q^{-1})C^0(q^{-1})\varepsilon(t) - g_1\varepsilon(t - 1, \theta)
\]

\[
- \ldots - g_{ng}\varepsilon(t - ng, \theta)]
\]

\[
= E \frac{1}{\bar{A}(q^{-1})C(q^{-1})} \varepsilon(t - ng - 1, \theta)\bar{A}(q^{-1})C^0(q^{-1})\varepsilon(t) = 0
\]

One can show in the same manner that

\[
E \frac{1}{\bar{A}(q^{-1})C(q^{-1})} \varepsilon(t - k, \theta) \varepsilon(t, \theta) = 0 \quad \text{for all } k \geq 1
\]

Then it readily follows that

\[
E \varepsilon(t - k, \theta) \varepsilon(t, \theta) = E \left\{ \bar{A}(q^{-1})C(q^{-1}) \left[ \frac{1}{\bar{A}(q^{-1})C(q^{-1})} \varepsilon(t - k, \theta) \right] \varepsilon(t, \theta) \right\}
\]

\[
= 0 \quad \text{for all } k \geq 1
\]

Thus \( \varepsilon(t, \theta) \), with \( \theta \) satisfying (C7.6.2), is a sequence of independent random variables. In view of (C7.6.6) this is possible if and only if

\[
\bar{A}(z)C^0(z) \equiv A^0(z)\bar{C}(z) \quad (C7.6.7)
\]

Since \( A^0(z) \) and \( C^0(z) \) are coprime polynomials, the only solution to (C7.6.7) is \( A(z) = A^0(z) \), \( C(z) = C^0(z) \), which concludes the proof.

\textbf{Complement C7.7}

\textit{Exact maximum likelihood estimation of AR and ARMA parameters}

The first part of this complement deals with ARMA processes. The second part will specialize to AR processes, for which the analysis will be much simplified.
ARMA processes

Consider an ARMA process \( y(t) \) given by

\[
A(q^{-1}) y(t) = C(q^{-1}) e(t) \quad \text{and} \quad E(e(t)e(s)) = \lambda^2 \delta_{t,s} \tag{C7.7.1}
\]

where

\[
A(q^{-1}) = 1 + a_1 q^{-1} + \ldots + a_{na} q^{-na} \\
C(q^{-1}) = 1 + c_1 q^{-1} + \ldots + c_{nc} q^{-nc}
\]

The unknown parameters \( \lambda \) and

\[
\theta = (a_1 \ldots a_{na} \ c_1 \ldots c_{nc})^T
\]

are to be estimated from a sample of observations

\[
Y \triangleq (y(1) \ldots y(N))^T
\]

It is assumed that the polynomials \( A(z) \) and \( C(z) \) have no common roots and that \( A(z)C(z) \neq 0 \) for \( |z| \leq 1 \). According to the spectral factorization theorem (see Appendix A6.1), this assumption does not introduce any restriction. It is also assumed that \( e(t) \) is Gaussian distributed. Since \( y(t) \) depends linearly on the white noise sequence it follows that the data vector \( Y \) is also Gaussian distributed. Thus, the conditional probability function \( p(Y|\theta, \lambda) \) is given by

\[
p(Y|\theta, \lambda) = (2\pi\lambda^2)^{-N/2}(\det\Omega)^{-1/2} \exp\left(-\frac{1}{2\lambda^2} Y^T \Omega^{-1} Y\right) \tag{C7.7.2}
\]

where

\[
\Omega \triangleq \frac{1}{\lambda^2} \text{cov}(Y|\theta)
\]

The maximum likelihood estimates (MLE) of \( \theta \) and \( \lambda \) are obtained by maximizing (C7.7.2). A variety of search procedures can be used for this purpose. They all require the evaluation of \( p(Y|\theta, \lambda) \) for given \( \theta \) and \( \lambda \). As shown below, the evaluation of the covariance matrix \( \Omega \) can be made with a modest computational effort. A direct evaluation of \( p(Y|\theta, \lambda) \) would, however, require \( O(N^2) \) arithmetic operations if the Toeplitz structure of \( \Omega \) (i.e. \( \Omega_{ij} \) depends only on \( |i - j| \)) is exploited, and \( O(N^3) \) operations otherwise. This could be a prohibitive computational burden for most applications. Fortunately, there are fast procedures for evaluating \( p(Y|\theta, \lambda) \), which need only \( O(N) \) arithmetic operations. The aim of this complement is to describe the procedure of Ansley (1979), which is not only quite simple conceptually but seems also to be one of the most efficient numerical procedures for evaluating \( p(Y|\theta, \lambda) \). Other fast procedures are presented in Dent (1977), Gardner et al. (1980), Gueguen and Scharf (1980), Ljung and Box (1979), Newbold (1974), and Dugré et al. (1986).

Let
\[ z(t) = \begin{cases} y(t) & 1 \leq t \leq m \\ A(q^{-1})y(t) & m + 1 \leq t \leq N \\ \end{cases} \quad m = \max(na, nc) \quad (C7.7.3) \]

\[ Z = (z(1) \ldots z(N))^T \]

and let

\[ \Sigma = \frac{1}{\lambda^2} \text{cov}(Z|\theta) \]

For the transformation (C7.7.3) it follows that

\[
\frac{\partial Z}{\partial Y} = \begin{pmatrix} 1 \\ \vdots \\ 0 & 1 & 0 \\ a_{na} & \ldots & a_{1} & 1 \\ 0 & \ddots & \ddots & \ddots & \ddots & \ddots \\ a_{na} & \ldots & a_{1} & 1 \end{pmatrix}
\]

Hence the Jacobian of (C7.7.3) (i.e. the determinant of the matrix \( \partial Z/\partial Y \)) is equal to one. It therefore follows that

\[ p(Y|\theta, \lambda) = (2\pi \lambda^2)^{-N/2} (\det \Sigma)^{-1/2} \exp\left(-\frac{1}{2\lambda^2} Z^T \Sigma^{-1} Z \right) \quad (C7.7.4) \]

Next consider the evaluation of \( \Sigma \) for given \( \theta \) and \( \lambda \). Let \( s \geq 0 \). Then:

(a) For \( 1 \leq t \leq m, t + s \leq m \),

\[ Ez(t)z(t + s) = Ey(t)y(t + s) \triangleq r_s \quad (C7.7.5a) \]

(b) For \( 1 \leq t \leq m, t + s > m \),

\[ Ez(t)z(t + s) = Ey(t)C(q^{-1})e(t + s) \triangleq \alpha_s \quad (C7.7.5b) \]

(c) For \( t > m \),

\[ Ez(t)z(t + s) = EC(q^{-1})e(t)C(q^{-1})e(t + s) \]

\[ = \begin{cases} (c_0c_s + \ldots + c_{nc-s}c_{nc})^2 & s \leq nc \\ 0 & s > nc \end{cases} \quad (C7.7.5c) \]

The covariances \( \{r_s\} \) of \( y(t) \) can be evaluated as follows. Let

\[ q_k = Ey(t)e(t - k) \]

Multiplying (C7.7.1) by \( y(t - k) \) and taking expectations,

\[ r_k + a_1r_{k-1} + \ldots + a_{na}r_{k-na} = c_kQ_0 + \ldots + c_{nc}Q_{nc-k} \quad (C7.7.6) \]
where it is assumed that \( 0 \leq k \leq nc \). Further, from (C7.7.5b),
\[
\alpha_k = Ey(t - k)C(q^{-1})e(t) = c_k q_0 + \ldots + c_{nc} q_{nc-k} \quad (k \geq 0)
\]  
(C7.7.7a)

Clearly \( \alpha_k = 0 \) for \( k > nc \). Now, multiplying (C7.7.1) by \( e(t - j) \) and taking expectations produces
\[
q_j + a_1 q_{j-1} + \ldots + a_{na} q_{j-na} = \begin{cases} 
0 & j > nc \\
\lambda^2 c_j & 0 \leq j \leq nc 
\end{cases}
\]  
(C7.7.7b)

Since \( q_j = 0 \) for \( j < 0 \), the sequence \( \{q_j\} \) can be obtained easily from (C7.7.7b). Note that to compute the sequence \( \{\alpha_k\} \) requires only \( \{q_j\}_{j=0}^{nc} \). Thus the following procedure can be used to evaluate \( \{r_k\} \), for given \( \theta \) and \( \lambda \):

(a) Determine \( \{q_j\}, j \in [0, nc] \) \( (q_j = 0, j < 0) \) from (C7.7.7b).

Evaluate \( \{\alpha_k\}, k \in [0, nc] \) \( (\alpha_k = 0, k > nc) \) from (C7.7.7a).

(b) Solve the following linear system (cf. (C7.7.6)) to obtain \( \{r_k\}, k \in [0, na] \):

\[
\begin{pmatrix}
1 & & & & \\
0 & a_1 & & & \\
& \ddots & \ddots & & \\
& & 0 & a_{na} & \\
& & & & 1
\end{pmatrix}
+ \begin{pmatrix}
0 & & & & \alpha_0 \\
0 & a_2 & & & \alpha_0 \\
& \ddots & \ddots & & \ddots \\
& & 0 & a_{na} & \alpha_0 \\
0 & & & & 0
\end{pmatrix}
= \begin{pmatrix}
0 \\
0 \\
\vdots \\
0 \\
r_{na}
\end{pmatrix}
\]

The other covariances \( \{r_k\}, k > na \), can then be obtained from (C7.7.6).

Note that the sequence \( \{\alpha_k\} \) is obtained as a by-product of the procedure above. Thus there is a complete procedure for evaluation of \( \Sigma \).

Next note that \( \Sigma \) is a banded matrix, with the band width equal to \( 2m \). Now the idea behind the transformation (C7.7.3) can be easily understood. Since in general \( m \ll N \), the lower triangular Cholesky factor \( L \) of \( \Sigma \),
\[
\Sigma = LL^T
\]  
(C7.7.8)

is also a banded matrix with the band width equal to \( m \), and it can be determined in \( O(N) \) arithmetic operations (see Lemma A.6 and its proof; see also Friedlander, 1983). Let the \((N|1)\) vector \( e \) be defined by
\[
Le = Z
\]  
(C7.7.9)

Computation of \( e \) can be done in \( O(N) \) operations. Evaluation of \( \det L \) also needs \( O(N) \) operations.

Inserting (C7.7.8) and (C7.7.9) in (C7.7.4) produces
\[
p(Y|\theta, \lambda) = (2\pi \lambda^2)^{-N/2} (\det L)^{-1} \exp \left( -\frac{1}{2\lambda^2} e^T e \right)
\]

Thus the log-likelihood function is given by
\[
L(\theta, \lambda) \triangleq \log p(Y|\theta, \lambda) = \text{const} - \frac{N}{2} \log \lambda^2 - \log (\det L) - \frac{1}{2\lambda^2} e^T e
\]  
(C7.7.10)
It is not difficult to see that \( \Sigma \), and hence the matrix \( L \), do not depend on \( \lambda \). Differentiation of \( L(\theta, \lambda) \) with respect to \( \lambda^2 \) then gives

\[
\frac{\partial L(\theta, \lambda)}{\partial \lambda^2} = -\frac{N}{2} \frac{1}{\lambda^2} + \frac{1}{2\lambda^4} e^T e
\]

Thus the MLE of \( \lambda^2 \) is

\[
\hat{\lambda}^2 = \frac{1}{N} e^T e \quad \text{(C7.7.11)}
\]

Inserting \( \lambda^2 \) into (C7.7.10) gives the concentrated log-likelihood function

\[
\max_{\lambda^2} L(\theta, \lambda) = \text{const} - \frac{N}{2} \log \left( \frac{1}{N} e^T e \right) - \log(\det L)
\]

\[
= \text{const} - \frac{N}{2} \log \left( \frac{1}{N} e^T e(\det L)^{2/N} \right)
\]

Thus the exact MLE of \( \theta \) is given by

\[
\hat{\theta} = \arg \min_{\theta} \{ e^T e \} \quad \text{(C7.7.12)}
\]

where \( e = (\det L)^{1/N} e \). A procedure for computing \( \hat{e} \) in \( O(N) \) arithmetic operations was described above. A variety of numerical minimization algorithms (based on loss function evaluations only) can be used to solve the optimization problem (C7.7.12).

**AR processes**

For AR processes \( C(z) = 1 \), and the previous procedure for exact evaluation of the likelihood function simplifies considerably. Indeed, for \( nc = 0 \) the matrix \( \Sigma \) becomes

\[
\Sigma = \begin{pmatrix} R & 0 \\ 0 & I \end{pmatrix}
\]

where

\[
R = \frac{1}{\lambda^2} \text{cov}(\hat{y}|\theta) \quad \hat{y} = (y(1) \ldots y(na))^T \quad \theta = (a_1 \ldots a_{na})^T
\]

Thus for AR processes the likelihood function is given (cf. (C7.7.4)) by

\[
p(Y|\theta, \lambda) = (2\pi \lambda^2)^{-N/2}(\det R)^{-1/2} \exp \left\{ -\frac{1}{2\lambda^2} \left( \hat{y}^T R^{-1} \hat{y} + \sum_{t=na+1}^{N} [A(q^{-1})y(t)]^2 \right) \right\}
\]
Both $R^{-1}$ and $\det R$ can be computed in $O(n a^2)$ arithmetic operations from $\lambda$ and $\theta$ by using the Levinson–Durbin algorithm (see, e.g., Complement C8.2).

Note that it is possible to derive a closed form expression for $R^{-1}$ as a function of $\theta$. At the end of this complement a proof of this interesting result is given, patterned after Godolphin and Unwin (1983) (see also Gohberg and Heinig, 1974; Kailath, Vieira and Morf, 1978).

Let

$$A = \begin{pmatrix} 1 & a_1 & \cdots & a_{na-1} \\ \cdot & \cdots & \cdot & \cdot \\ \cdot & \cdot & \cdots & \cdot \\ 0 & \cdots & a_1 & 1 \end{pmatrix} \quad \quad B = \begin{pmatrix} a_{na} & a_{na-1} & \cdots & a_1 \\ \cdot & \cdots & \cdot & \cdot \\ \cdot & \cdot & \cdots & a_{na-1} \\ 0 & \cdots & a_{na} \end{pmatrix}$$

Also introduce $\{a_k\}$ through

$$\sum_{i=0}^{\infty} a_i z^j \triangleq \frac{1}{A(z)} \quad (C7.7.13)$$

with $a_0 = 1$ and $a_k = 0$ for $k < 0$. This definition is slightly different from (C7.7.5b) ($a_i$ in (C7.7.13) is equal to $a_{-i}$ in (C7.7.5b)). Similarly, introduce $a_0 = 1$ and $a_k = 0$ for $k < 0$. Multiplying both sides of

$$A(q^{-1})y(t) = e(t)$$

by $y(t - k)$, $k \geq 1$, and $y(t + k)$, $k \geq 0$, and taking expectations,

$$r_k + a_1 r_{k-1} + \cdots + a_{na} r_{k-na} = 0 \quad k \geq 1$$

$$r_k + a_1 r_{k+1} + \cdots + a_{na} r_{k+na} = \alpha_k \lambda^2 \quad k \geq 0 \quad (C7.7.14)$$

Next note that (C7.7.13) implies that

$$1 \equiv \left( \sum_{i=0}^{na} a_i z^i \right) \left( \sum_{j=0}^{\infty} a_j z^j \right) = \sum_{j=0}^{\infty} \sum_{i=0}^{na} a_i a_j z^{i+j}$$

$$= \sum_{k=0}^{\infty} \left( \sum_{i=0}^{na} a_i a_{k-i} \right) z^k$$

Thus

$$\sum_{i=0}^{na} a_i a_{k-i} = 0 \quad \text{for } k \geq 1 \quad (C7.7.15)$$

From (C7.7.15) it follows that

$$A^{-1} = \begin{pmatrix} 1 & a_1 & \cdots & a_{na-1} \\ \cdot & \cdots & \cdot & \cdot \\ \cdot & \cdot & \cdots & a_1 \\ 0 & \cdots & a_1 & 1 \end{pmatrix} \quad (C7.7.16)$$
To see this note that the \( i, j \) element of the matrix \( AA^{-1} \), with \( A^{-1} \) given by (C7.7.16), is (for \( i, j = 1, \ldots, na \))

\[
\sum_{k=1}^{na} a_{k-i} \alpha_{j-k} = \sum_{p=1-i}^{na-i} a_p \alpha_{j-i-p} = \sum_{p=0}^{na} a_p \alpha_{(j-i)-p}
\]

\[
= \begin{cases} 
0 & \text{for } j - i < 0 \text{ since } \alpha_k = 0 \text{ for } k < 0 \\
1 & \text{for } i = j \\
0 & \text{for } j - i > 0 \text{ by (C7.7.15)}
\end{cases}
\]

which proves that the matrix in (C7.7.16) is really the inverse of \( A \). Let

\[
\tilde{R} \triangleq \frac{1}{\lambda^2}
\begin{pmatrix}
    r_{na} & r_{na+1} & \cdots & r_{2na-1} \\
    r_{na-1} & r_{na} & \cdots & r_{2na-2} \\
    & \vdots & & \\
    r_1 & r_2 & \cdots & r_{na}
\end{pmatrix}
\]

It will be shown that

\[
RA^T + \tilde{R}B = A^{-1}
\]

\[\text{(C7.7.17a)}\]

\[
RB^T + \tilde{R}A = 0
\]

\[\text{(C7.7.17b)}\]

Evaluating the \( i, j \) element of the left-hand side in (C7.7.17a) gives

\[
\lambda^2[RA^T + \tilde{R}B]_{ij} = \sum_{k=1}^{na} r_{i-k}a_{k-j} + \sum_{k=1}^{na} r_{na+k-i}a_{na+k-j}
\]

\[
= \sum_{k=j}^{na} r_{i-k}a_{k-j} + \sum_{k=1}^{na} r_{na+k-i}a_{na+k-j}
\]

\[
= \sum_{p=0}^{na-j} r_{i-p-j}a_p + \sum_{p=na-j+1}^{na} r_{i-p}a_p
\]

\[
= \sum_{p=0}^{na} r_{i-p-j}a_p
\]

If \( j \geq i \) this is equal to

\[
\sum_{p=0}^{na} r_{p-i+j}a_p = \lambda^2 \alpha_{j-i} = \lambda^2[A^{-1}]_{ij}
\]

according to (C7.7.14). Similarly, for \( i > j \) the first part of (C7.7.14) gives

\[
\sum_{p=0}^{na} r_{i-p-j}a_p = 0 = \lambda^2[A^{-1}]_{ij}
\]

Hence (C7.7.17a) is verified. The proof of (C7.7.17b) proceeds in a similar way. The \( i, j \) element of the left-hand side is given by
\[ \lambda^2 [RB^T + \tilde{R}A ]_q = \sum_{k=1}^{n_a} r_{i-k} a_{na+j-k} + \sum_{k=1}^{n_a} r_{na+k-i} a_{j-k} \]
\[ = \sum_{k=j}^{n_a} r_{i-k} a_{na+j-k} + \sum_{k=1}^{j} r_{na+k-i} a_{j-k} \]
\[ = \sum_{p=j}^{n_a} r_{i-na-j+p} a_p + \sum_{p=0}^{j-1} r_{na-i+j-p} a_p \]
\[ = \sum_{p=0}^{n_a} r_{na-i+j-p} a_p \]
\[ = 0 \]

The last equality follows from (C7.7.14) since \( na - i + j \geq 1 \). This proves (C7.7.17b).

The relations (C7.7.17) give easily
\[ RA^T - RB^TA^{-1}B = A^{-1} \]

or
\[ R(A^TA - B^TA^{-1}BA) = I \]

It is easy to show that the matrices \( A \) and \( B \) commute. Hence it may be concluded from the above equation that

\[ R^{-1} = (A^TA - B^TB) \quad \text{(C7.7.18)} \]

The above expression for \( R^{-1} \) is sometimes called the Gohberg–Heinig–Semencul formula.

\textit{Complement C7.8}

\textit{ML estimation from noisy input–output data}

Consider the system shown in Figure C7.8.1; it can be described by the equations
\[ y(t) = \frac{B^*(q^{-1})}{A^*(q^{-1})} x(t) + \frac{C^*(q^{-1})}{D^*(q^{-1})} e_2(t) \]
\[ u(t) = x(t) + \frac{K^*(q^{-1})}{L^*(q^{-1})} e_3(t) \]  

where \( A^* (q^{-1}) \) etc. are polynomials in the unit delay operator \( q^{-1} \), and

\[ Ee_i(t)e_i(s) = \lambda_i^2 \delta_{t,s} \quad i = 2, 3 \]
\[ Ee_2(t)e_3(s) = 0 \quad \text{for all } t, s \]

The special feature of the system (C7.8.1) is that both the output and the input measurements are corrupted by noise. The noise corrupting the input may be due, for example, to the errors made by a measurement device. The problem of identifying systems from noise-corrupted input–output data is often called errors-in-variables.

In order to estimate the parameters of the system, the noise-free input \( x(t) \) must be parametrized. Assume that \( x(t) \) is an ARMA process,

\[ x(t) = \frac{G^*(q^{-1})}{H^*(q^{-1})} e_1(t) \]

where \( G^* \) and \( H^* \) are polynomials in \( q^{-1} \), and

\[ Ee_i(t)e_i(s) = \lambda_i^2 \delta_{t,s} \]
\[ Ee_1(t)e_1(s) = 0 \quad i = 2, 3, \text{ for all } t, s \]

The input signals occurring in the normal operating of many processes can be well described by ARMA models. Assume also that all the signals in the system are stationary, and that the description (C7.8.1) of the system is minimal.

Let \( \theta \) denote the vector of unknown parameters

\[ \theta = (\text{coefficients of } \{ A^*, B^*, C^*, D^*, G^*, H^*, K^*, L^* \}; \lambda_1, \lambda_2, \lambda_3)^T \]

and let \( U \) and \( Y \) denote the available measurements of the input and output, respectively,

\[ U = (u(1) \ldots u(N))^T \]
\[ Y = (y(1) \ldots y(N))^T \]

The MLE of \( \theta \) is obtained by maximizing the conditional probability of the data

\[ p(Y, U | \theta) \]  

with respect to \( \theta \). In general, an algorithm for evaluating (C7.8.3) will be needed.

The system equations (C7.8.1), (C7.8.2) can be written as

\[ A(q^{-1}) y(t) = C(q^{-1}) e_1(t) + D(q^{-1}) e_2(t) \]
\[ B(q^{-1}) u(t) = G(q^{-1}) e_1(t) + H(q^{-1}) e_3(t) \]

The coefficients of \( A, B, \) etc., can be determined from \( \theta \) in a straightforward way. Let \( na, \) etc., denote the degree of \( A(q^{-1}) \), etc., and let

\[ m = \max(na, nb, nc, nd, ng, nh) \]
The results of Complement C7.7 could be used to derive an ‘exact algorithm’ for the evaluation of (C7.8.3). The algorithm so obtained would have a simple basic structure but the detailed expressions involved would be rather cumbersome. In the following, a much simpler approximate algorithm is presented. The larger \( N \), the more exact the result obtained with this approximate algorithm will be.

Let

\[
\hat{z}(t) = \begin{pmatrix} A(q^{-1}) y(t) \\ B(q^{-1}) u(t) \end{pmatrix}
\]

(C7.8.5)

Clearly \( \hat{z} \) is a bivariate MA process of order not greater than \( m \) (see (C7.8.4)). Thus, the covariance matrix

\[
\tilde{\Sigma} = E \begin{pmatrix} \hat{z}(1) \\ \hat{z}(2) \\ \vdots \\ \hat{z}^T(1) \\ \hat{z}^T(2) \\ \ldots \end{pmatrix}
\]

is banded, with the band width equal to \( 4m + 1 \). Now, since \( \hat{z}(t) \) is an MA\( (m) \) process it follows from the spectral factorization theorem that there exists a unique \( (2\times 2) \) polynomial matrix \( S(q^{-1}) \), with \( S(0) = I \), \( \text{deg } S = m \), and \( \det S(z) \neq 0 \) for \( |z| \leq 1 \), such that

\[
\hat{z}(t) = S(q^{-1}) \varepsilon(t)
\]

(C7.8.6)

where

\[
E\varepsilon(t)\varepsilon^T(s) = \Lambda \delta_{t,s} \quad \Lambda > 0
\]

(see, e.g., Anderson and Moore, 1979).

From (C7.8.5), (C7.8.6) it follows that the prediction errors (or the innovations) of the bivariate process \( (y^T(t) \quad u^T(t))^T \) are given by

\[
\varepsilon(t) = S^{-1}(q^{-1}) \begin{pmatrix} A(q^{-1}) y(t) \\ B(q^{-1}) u(t) \end{pmatrix}
\]

(C7.8.7)

The initial conditions needed to start (C7.8.7) may be chosen to be zero. Next, the likelihood function can be evaluated approximately (cf. (7.39)) as

\[
p(Y, U|\theta) \approx (2\pi)^{-N} (\det \Lambda)^{-N/2} \exp\left\{-\frac{1}{2} \sum_{t=1}^{N} \varepsilon^T(t)\Lambda^{-1}\varepsilon(t)\right\}
\]

There remains the problem of determining \( S(q^{-1}) \) and \( \Lambda \) for a given \( \theta \). A numerically efficient procedure for achieving this task is the Cholesky factorization of the infinite-dimensional covariance matrix \( \tilde{\Sigma} \).

First note that \( \tilde{\Sigma} \) can be readily evaluated as a function of \( \theta \). For \( s \geq 0 \),
$$\tilde{\Sigma} = LL^T$$

is presented by Friedlander (1983); see also Lemma A.6 and its proof. $L$ is a lower triangular banded matrix. The $(2|2)$ block entries in the rows of $L$ converge to the coefficients of the MA description (C7.8.6). The number of block rows which need to be computed until convergence is obtained is in general much smaller than $N$. Computation of a block row of $L$ requires $O(m)$ arithmetic operations. Note that since $S(q^{-1})$ obtained in this way is guaranteed to be invertible (i.e. $\det S(z) \neq 0$ for $|z| \leq 1$), the vector $\theta$ need not be constrained in the course of optimization. Finally note that the time-invariant innovation representation (C7.8.7) of the process $(y^T(i) - u^T(i))^T$ can also be found by using the stationary Kalman filter (see Söderström, 1981).

This complement has shown how to evaluate the criterion (C7.8.3). To find the parameter estimates one can use any standard optimization algorithm based on criterion evaluations only. See Dennis and Schnabel (1983), and Gill et al. (1981) for examples of such algorithms.

For a further analysis of how to identify systems when the input is corrupted by noise, see Anderson and Deistler (1984), Anderson (1985), and Stoica and Nehorai (1987c).
Chapter 8

INSTRUMENTAL VARIABLE METHODS

8.1 Description of instrumental variable methods

The least squares method was introduced for static models in Section 4.1 and for dynamic models in Section 7.1. It is easy to apply but has a substantial drawback: the parameter estimates are consistent only under restrictive conditions. It was also mentioned in Section 7.1 that the LS method could be modified in different ways to overcome this drawback. This chapter presents the modification leading to the class of instrumental variable (IV) methods. The idea is to modify the normal equations.

This section, which is devoted to a general description of the IV methods, is organized as follows. First the model structure is introduced. Next, for completeness, a brief review is given of the LS method. Then various classes of IV methods are defined and it is shown how they can be viewed as generalizations of the LS method.

Model structure

The IV method is used to estimate the system dynamics (the transfer function from the input \( u(t) \) to the output \( y(t) \)). In this context the model structure (6.24) will be used:

\[
y(t) = \phi^T(t)\theta + \varepsilon(t)
\]

where \( y(t) \) is the \( ny \)-dimensional output at time \( t \), \( \phi^T(t) \) is an \((ny \times n\theta)\) dimensional matrix whose elements are delayed input and output components, \( \theta \) is a \( n\theta \)-dimensional parameter vector and \( \varepsilon(t) \) is the equation error. It was shown in Chapter 6 that the model

\[
A(q^{-1})y(t) = B(q^{-1})u(t) + \varepsilon(t)
\]

where \( A(q^{-1}) \), \( B(q^{-1}) \) are the polynomial matrices

\[
A(q^{-1}) = I + A_1q^{-1} + \ldots + A_{na}q^{-na} \\
B(q^{-1}) = B_1q^{-1} + \ldots + B_{nb}q^{-nb}
\]

can be rewritten in the form (8.1). If all entries of matrix coefficients \( \{A_i, B_j\} \) are unknown, then the so-called full polynomial form is obtained (see Example 6.3). In this case
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\[ \phi^T(t) = \begin{pmatrix} (\phi^T(t) & \cdots & 0 \\ \vdots & \ddots & \vdots \\ 0 & \cdots & \phi^T(t) \end{pmatrix} \]  

(8.4a)

\[ \varphi^T(t) = (-y^T(t - 1) \ldots - y^T(t - na) \ u^T(t - 1) \ldots u^T(t - nb)) \]  

(8.4b)

\[ \theta = \begin{pmatrix} \theta^1 \\ \vdots \\ \theta^{nv} \end{pmatrix} \begin{pmatrix} (\theta^1)^T \\ \vdots \\ (\theta^{nv})^T \end{pmatrix} = (A_1 \ldots A_{na} \ B_1 \ldots B_{nb}) \]  

(8.5)

In most of the analysis which follows it is assumed that the true system is given by

\[ y(t) = \phi^T(t)\theta_0 + \nu(t) \]  

(8.6)

where \( \nu(t) \) is a stochastic disturbance term and \( \theta_0 \) is the vector of ‘true’ parameters.

The LS method revisited

Recalling (7.4), the simple least squares (LS) estimate of \( \theta_0 \) is given by

\[ \hat{\theta} = \left[ \sum_{t=1}^{N} \phi(t)\phi^T(t) \right]^{-1} \left[ \sum_{t=1}^{N} \phi(t)y(t) \right] \]  

(8.7)

Using the true system description (8.6), the difference between the estimate \( \hat{\theta} \) and the true value \( \theta_0 \) can be determined (cf. (7.6)):

\[ \hat{\theta} - \theta_0 = \left[ \frac{1}{N} \sum_{t=1}^{N} \phi(t)\phi^T(t) \right]^{-1} \left[ \frac{1}{N} \sum_{t=1}^{N} \phi(t)\nu(t) \right] \]  

(8.8)

When \( N \) tends to infinity this becomes

\[ \hat{\theta} - \theta_0 = \left[ E\phi(t)\phi^T(t) \right]^{-1} \left[ E\phi(t)\nu(t) \right] \]  

(8.9)

Thus the LS estimate \( \hat{\theta} \), (8.7), will have an asymptotic bias (or expressed in another way, it will not be consistent) unless

\[ E\phi(t)\nu(t) = 0 \]  

(8.10)

However, noting that \( \phi(t) \) depends on the output and thus implicitly on past values of \( \nu(t) \) through (8.6), it is seen that (8.10) is quite restrictive. In fact, it can be shown that in general (8.10) is satisfied if and essentially only if \( \nu(t) \) is white noise. This was illustrated in Examples 2.3 and 2.4. This disadvantage of the LS estimate can be seen as the motivation for introducing the instrumental variable method.

Basic IV methods

The idea underlying the introduction of the IV estimates of the parameter vector \( \theta_0 \) may be explained in several ways. A simple version is as follows. Assume that \( Z(t) \) is a
(n\z n\y) matrix, the entries of which are signals uncorrelated with the disturbance \( v(t) \). Then one may try to estimate the parameter vector \( \theta \) of the model (8.1) by exploiting this property, which means that \( \theta \) is required to satisfy the following system of linear equations:

\[
\frac{1}{N} \sum_{t=1}^{N} Z(t)e(t) = \frac{1}{N} \sum_{t=1}^{N} Z(t)[y(t) - \phi^T(t)\theta] = 0 \tag{8.11}
\]

If \( nz = n\theta \), then (8.11) gives rise to the so-called basic IV estimate of \( \theta \):

\[
\hat{\theta} = \left[ \sum_{t=1}^{N} Z(t)\phi^T(t) \right]^{-1} \left[ \sum_{t=1}^{N} Z(t)y(t) \right] \tag{8.12}
\]

where the inverse is assumed to exist. The elements of the matrix \( Z(t) \) are usually called the instruments. They can be chosen in different ways (as exemplified below) subject to certain conditions guaranteeing the consistency of the estimate (8.12). These conditions will be specified later. Evidently the IV estimate (8.12) is a generalization of the LS estimate (8.7): for \( Z(t) = \phi(t) \), (8.12) reduces to (8.7).

**Extended IV methods**

The extended IV estimates of \( \theta_0 \) are obtained by generalizing (8.12) in two directions. Such IV estimation methods allow for an augmented \( Z(t) \) matrix (i.e. one can have \( nz \geq n\theta \)) as well as a prefiltering of the data. The extended IV estimate is given by

\[
\hat{\theta} = \arg \min_{\theta} \left\| \left[ \sum_{t=1}^{N} Z(t)F(q^{-1})\phi^T(t) \right] \theta - \left[ \sum_{t=1}^{N} Z(t)F(q^{-1})y(t) \right] \right\|_Q^2 \tag{8.13}
\]

Here \( Z(t) \) is the IV matrix of dimension \( (nz|ny) \) (\( nz \geq n\theta \)), \( F(q^{-1}) \) is an \( (ny|ny) \) dimensional, asymptotically stable (pre-)filter and \( \|x\|_Q^2 = x^TQx \), where \( Q \) is a positive definite weighting matrix. When \( F(q^{-1}) = I \), \( nz = n\theta \), \( (Q = I) \), the basic IV estimate (8.12) is obtained. Note that the estimate (8.13) is the weighted least squares solution of an overdetermined linear system of equations. (There are \( nz \) equations and \( n\theta \) unknowns.) The solution is readily found to be

\[
\hat{\theta} = (R_N^TQr_N)^{-1}R_N^TQr_N \tag{8.14a}
\]

where

\[
R_N = \frac{1}{N} \sum_{t=1}^{N} Z(t)F(q^{-1})\phi^T(t) \tag{8.14b}
\]

\[
r_N = \frac{1}{N} \sum_{t=1}^{N} Z(t)F(q^{-1})y(t) \tag{8.14c}
\]
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This form of the solution is merely of theoretical interest. It is not suitable for implementation. Appropriate numerical algorithms for implementing the extended IV estimate (8.13) are discussed in Sections 8.3 and A.3.

Figure 8.1 is a schematic illustration of the basic principle of the extended IVM.

Choice of instruments

The following two examples illustrate some simple possibilities for choosing the IV matrix \( Z(t) \). A discussion of the conditions which these choices must satisfy is deferred to a later stage, where the idea underlying the construction of \( Z(t) \) in the following examples also will be clarified. In Complement C8.1 it is described how the IV techniques can be used also for pure time series (with no input present) and how they relate to the so-called Yule–Walker approach for estimating the parameters of ARMA models.

Example 8.1 An IV variant for SISO systems

One possibility for choosing the instruments for a SISO system is the following:

\[
Z(t) = (-\eta(t-1) \ldots -\eta(t-na) \ u(t-1) \ldots u(t-nb))^T
\]  

where the signal \( \eta(t) \) is obtained by filtering the input,

\[
C(q^{-1})\eta(t) = D(q^{-1})u(t)
\]

The coefficients of the polynomials \( C \) and \( D \) can be chosen in many ways. One special choice is to let \( C \) and \( D \) be a priori estimates of \( A \) and \( B \), respectively. Another special
case is where \( C(q^{-1}) = 1 \), \( D(q^{-1}) = -q^{-nb} \). Then \( Z(t) \) becomes, after a reordering of the elements

\[
Z(t) = (u(t - 1) \ldots u(t - na - nb))^T
\]  
(8.15c)

Note that a reordering or, more generally, a nonsingular linear transformation of the instruments \( Z(t) \) has no influence on the corresponding basic IV estimate. Indeed, it can easily be seen from (8.12) that a change of instruments from \( Z(t) \) to \( TZ(t) \), where \( T \) is a nonsingular matrix, will not change the parameter estimate \( \hat{\theta} \) (cf. Problem 8.2).

**Example 8.2\ An IV variant for multivariable systems**

One possible choice of the instrumental variables for an MIMO system in the full polynomial form is the following (cf. (8.4)):

\[
Z(t) = \begin{pmatrix} z(t) & \cdots & 0 \\ \vdots & \ddots & \vdots \\ 0 & \cdots & z(t) \end{pmatrix}
\]  
(8.16a)

with

\[
z^T(t) = K(q^{-1})(u^T(t - 1) \ldots u^T(t - m))
\]  
(8.16b)

In (8.16b), \( K(q^{-1}) \) is a scalar filter, and \( m \) is an integer satisfying \( m \times nu \geq na \times ny + nb \times nu \).

### 8.2 Theoretical analysis

**Assumptions**

In order to discuss the properties of the IV estimate \( \hat{\theta} \), (8.13), when the number of data points tends to infinity, it is necessary to introduce a number of assumptions about the true system (8.6), the model structure (8.1), the IV method and the experimental conditions under which the data are collected. These assumptions will be considered to be valid throughout the analysis.

**A1:** The system is strictly causal and asymptotically stable.

**A2:** The input \( u(t) \) is persistently exciting of a sufficiently high order.

**A3:** The disturbance \( v(t) \) is a stationary stochastic process with rational spectral density. It can thus be uniquely described as

\[
v(t) = H(q^{-1})e(t)
\]  
(8.17)

where the matrix filter \( H(q^{-1}) \) is asymptotically stable and invertible, \( H(0) = I \), and \( Ee(t)e^T(s) = \Lambda \delta_{t,s} \) with the covariance matrix \( \Lambda \) positive definite. (See, for example, Appendix A6.1.)

**A4:** The input \( u(t) \) and the disturbance \( v(t) \) are independent. (The system operates in open loop.)

**A5:** The model (8.1) and the true system (8.6) have the same transfer function
matrix (if and) only if \( \hat{\theta} = \theta_0 \). (That is, there exists a unique member in the model set having the same noise-free input–output relation as the true system.)

A6: The IV matrix \( Z(t) \) and the disturbance \( v(s) \) are uncorrelated for all \( t \) and \( s \).

The above assumptions are mild. Note that in order to satisfy A5 a canonical parametrization of the system dynamics may be used. This assumption can be rephrased as: the set \( D_T(\mathcal{F}, \mathcal{M}) \) (see (6.44)) consists of exactly one point. If instead a pseudo-canonical parametrization (see the discussion following Example 6.3) is used, some computational advantages may be obtained. However, A5 will then fail to be satisfied for some (but only a few) systems (see Complement C6.1, and Söderström and Stoica, 1983, for details). Concerning assumption A6, the matrix \( Z(t) \) is most commonly obtained by various operations (filtering, delaying, etc.) on the input \( u(t) \). Provided the system operates in open loop, (see A4), assumption A6 will then be satisfied. Assumption A6 can be somewhat relaxed (see Stoica and Söderström, 1983b). However, to keep the analysis simple we will use it in the above form.

**Consistency**

Introduce the notation

\[
q_N = \frac{1}{N} \sum_{i=1}^{N} Z(t)F(q^{-1})v(t)
\]  

(8.18)

Then it is readily established from the system description (8.6) and the definitions (8.14b, c) that

\[
r_N = R_N\theta_0 + q_N
\]  

(8.19)

Therefore the estimation error is given by

\[
\hat{\theta} - \theta_0 = (R_N^TQ R_N)^{-1}R_N^TQq_N
\]  

(8.20)

Under the given assumptions \( R_N \) and \( q_N \) converge as \( N \to \infty \), and

\[
\lim_{N \to \infty} R_N = EZ(t)F(q^{-1})T(\tilde{\phi}(t) \triangleq R
\]  

(8.21a)

\[
\lim_{N \to \infty} q_N = EZ(t)F(q^{-1})v(t) \triangleq q
\]  

(8.21b)

(see Lemma B.2).

The matrix \( R \) can be expressed as

\[
R = EZ(t)F(q^{-1})\tilde{\phi}^T(t)
\]  

(8.22)

where \( \tilde{\phi}(t) \) is the noise-free part of \( \phi(t) \). To see this, recall that the elements of \( \phi(t) \) consist of delayed input and output components. If the effect of the disturbance \( v(\cdot) \) (which is uncorrelated with \( Z(t) \)) is subtracted from the output components in \( \phi(t) \), then the noise-free part \( \tilde{\phi}(t) \) is obtained. More formally, \( \hat{\phi}(t) \) can be defined as a conditional mean:

\[
\hat{\phi}(t) = E[\phi(t)|u(t-1), u(t-2), \ldots]
\]  

(8.23)
As an illustration the following example shows how $\hat{\phi}(t)$ can be obtained in the SISO case.

**Example 8.3 The noise-free regressor vector**

Consider the SISO system

$$A(q^{-1})y(t) = B(q^{-1})u(t) + \nu(t) \quad (8.24a)$$

for which

$$\phi(t) = (-y(t-1) \ldots -y(t-na) \ u(t-1) \ldots u(t-nb))^T \quad (8.24b)$$

Then $\tilde{\phi}(t)$ is given by

$$\tilde{\phi}(t) = (-x(t-1) \ldots -x(t-na) \ u(t-1) \ldots u(t-nb))^T \quad (8.24c)$$

where $x(t)$, the noise-free part of the output, is given by

$$A(q^{-1})x(t) = B(q^{-1})u(t) \quad (8.24d)$$

Return now to the consistency analysis. From (8.20) and (8.21) it can be seen that the IV estimate (8.13) is consistent (i.e. $\lim_{N\to\infty} \hat{\Theta} = \theta_0$) if

$$R \text{ has full rank } (= n\theta) \quad (8.25a)$$

$$EZ(t)F(q^{-1})\nu(t) = 0 \quad (8.25b)$$

It follows directly from assumption A6 that (8.25b) is satisfied. The condition (8.25a) is more intricate to analyze. It is easy to see that (8.25a) implies that

$$nz \geq n\theta \quad \text{rank } EZ(t)Z^T(t) \geq n\theta \quad (8.26)$$

(cf. Problem 8.9).

**Generic consistency**

The condition (8.26) is not sufficient for (8.25a) to hold, but only necessary. It can be shown, though, that when (8.26) is satisfied, then the condition (8.25a) is generically true. Thus, under weak conditions (see (8.26)) the IV estimate is ‘generically consistent’. The precise meaning of this is explained in the following.

**Definition 8.1**

Let $\Omega$ be an open set. A statement $s$, which depends on the elements $q$ of $\Omega$, is **generically true with respect to** $\Omega$ if the set

$$M = \{q | q \in \Omega, s \text{ is not true}\}$$

has Lebesgue measure zero in $\Omega$. 

\[\square\]
The Lebesgue measure is discussed, for example, in Cramér (1946) and Pearson (1974).
In loose terms, we require \( M \) to have a smaller dimension than \( \Omega \). If \( s \) is generically true
with respect to \( \Omega \) and \( \varrho \in \Omega \) is chosen randomly, then the probability that \( \varrho \in M \) is
zero, i.e. the probability that \( s \) is true is one. (In particular, if \( s \) is true for all \( \varrho \in \Omega \),
it is trivially generically true with respect to \( \Omega \).) Thus the statements ‘\( s \) is generically true’ and ‘\( s \) is true with probability one’ are equivalent.

The idea is now to consider the matrix \( R \) as a function of a parameter vector \( \varrho \). A
possibility for doing this is illustrated by the following example.

**Example 8.4** A possible parameter vector \( \varrho \)
Consider the IV variant (8.15). Assume that \( F(q^{-1}) \) is a finite-order (rational) filter
specified by the parameters \( f_1, \ldots, f_{nf} \). Further, let the input spectral density be specified
by the parameters \( v_1, \ldots, v_{nv} \). For example, suppose that the input \( u(t) \) has a rational
spectral density. Then \( \{v_i\} \) could be the coefficients of the ARMA representation of \( u(t) \).
Now take

\[
\varrho = (a_1 \ldots a_{na} \ b_1 \ldots b_{nb} \ f_1 \ldots f_{nf} \ c_1 \ldots c_{nc} \ d_1 \ldots d_{nd} \ v_1 \ldots v_{nv})^T
\]

The set \( \Omega \) is the subset of \( \Re^{na+nb+nf+nc+nd+nv} \) given by the constraints:

- \( A(z) \) and \( C(z) \) have all zeros strictly outside the unit circle
- \( F(z) \) has all poles strictly outside the unit circle
- \( A(z) \) and \( B(z) \) are coprime
- \( C(z) \) and \( D(z) \) are coprime

Additional and similar constraints may be added on \( v_1, \ldots, v_{nv} \), depending on how
these parameters are introduced.

Note that all elements of the matrix \( R \) will be analytic functions of every element of \( \varrho \).

\( \blacksquare \)

In the general case, assume that the parametrization of \( R \) by \( \varrho \) is such that \( R(\varrho) \) is
analytic in \( \varrho \). Furthermore, assume that there exists a vector \( \varrho^* \in \Omega \) which is such that

\[
R(\varrho^*) = E\tilde{\phi}(t)\tilde{\phi}^T(t)
\]

(8.27)

Note that for the example above,

\[
\varrho^* = (a_1 \ldots a_{na} \ b_1 \ldots b_{nb} \ 0 \ldots 0 \ a_1 \ldots a_{na} \ b_1 \ldots b_{nb} \ v_1 \ldots v_{nv})^T
\]

which gives \( F(q^{-1}) = 1 \) and \( Z(t) = \tilde{\phi}(t) \). The matrix in (8.27) is nonsingular if the model
is not overparametrized and the input is persistently exciting (see Complement C6.2). It
should be noted that the condition (8.27) is merely a restriction on the structure of the IV
matrix \( Z(t) \). For some choices of \( Z(t) \) (and \( \varrho \)) one cannot achieve \( Z(t) = \tilde{\phi}(t) \), which
implies (8.27) (and essentially, is implied by (8.27)). In such cases (8.27) can be relaxed:
it is required only that there exists a vector \( \varrho^* \in \Omega \) such that \( R(\varrho^*) \) has full rank (equal
to \( n_\theta \)). This is a weak condition indeed.

Now set

\[
f(\varrho) = \det[R^T(\varrho)R(\varrho)]
\]

(8.28)
Here \( f(q) \) is analytic in \( q \) and \( f(q^*) \neq 0 \) for some vector \( q^* \). It then follows from the uniqueness theorem for analytic functions that \( f(q) \neq 0 \) almost everywhere in \( \Omega \) (see Söderström and Stoica, 1983, 1984, for details). This result means that \( R \) has full rank for almost any value of \( q \) in \( \Omega \). In other words, if the system parameters, the prefilter, the parameters describing the filters used to create the instruments and the input spectral density are chosen at random (in a set \( \Omega \) of feasible values), then (8.25a) is true with probability one. The counterexamples where \( R \) does not have full rank belong to a subset of lower dimension in the parameter space. The condition (8.25a) is therefore not a problem from the practical point of view as far as consistency is concerned. However, if \( R \) is nearly rank deficient, inaccurate estimates will be obtained. This follows for example from (8.29), (8.30) below. This phenomenon is illustrated in Example 8.6.

**Asymptotic distribution**

Next consider the accuracy of the IV estimates. The following result holds for the asymptotic distribution of the parameter estimate \( \hat{\theta} \):

\[
\sqrt{N}(\hat{\theta} - \theta_0) \xrightarrow{\text{dist}} \mathcal{N}(0, P_{IV})
\]  

with the covariance matrix \( P_{IV} \) given by

\[
P_{IV} = (R^TQR)^{-1}R^TQ \left\{ E \left[ \sum_{i=0}^{\infty} Z(t+i)K_i \right] \right. \\
\left. \times \Lambda \left[ \sum_{j=0}^{\infty} K_j^T Z(t+j) \right] \right\} QR(R^TQR)^{-1}
\]  

(8.30)

Here \( R \) is given by (8.22) and \( \{K_i\}_{i=0}^{\infty} \) are defined by

\[
\sum_{i=0}^{\infty} K_i z^i \equiv F(z)H(z)
\]  

(8.31)

In the scalar case \((ny = 1)\) the matrix in (8.30) between curly brackets can be written as

\[
E \left[ \sum_{i=0}^{\infty} Z(t+i)K_i \right] \Lambda \left[ \sum_{j=0}^{\infty} K_j^T Z(t+j) \right] \\
= \Lambda E[F(q^{-1})H(q^{-1})Z(t)] [F(q^{-1})H(q^{-1})Z(t)]^T
\]  

(8.32)

The proof of these results is given in Appendix A8.1.
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Violation of the assumptions

It is of interest to discuss what happens when some of the basic assumptions are not satisfied. Assumption A4 (open loop operation) is not necessary. Chapter 10 contains a discussion of how systems operating in closed loop can be identified using the IV method.

Assume for a moment that A5 is not satisfied, so that the true system is not included in the considered model structure. For such a case it holds that

$$
\hat{\theta} \to \theta^* \triangleq \arg \min_{\theta} \| \{ EZ(t)F(q^{-1})\phi^T(t) \} \theta - EZ(t)F(q^{-1})y(t) \|^2_Q
$$

(8.33a)

In the general case it is difficult to say anything more specific about the limit $\theta^*$ (see, however, Problem 8.12). If $nz = n\theta$, the limiting estimate $\theta^*$ can be written as

$$
\theta^* = R^{-1}r
$$

(8.33b)

where

$$
r = EZ(t)F(q^{-1})y(t)
$$

In this case, the estimates will still be asymptotically Gaussian distributed,

$$
\sqrt{N}(\hat{\theta} - \theta^*) \overset{\text{dist}}{\longrightarrow} \mathcal{N}(0, P_{IV})
$$

$$
P_{IV} = R^{-1}SR^{-T}
$$

(8.34)

where

$$
S = \lim_{N \to \infty} \frac{1}{N} E \left[ \sum_{t=1}^{N} Z(t)F(q^{-1})\{ y(t) - \phi^T(t)\theta^* \} \right]
$$

$$
\times \left[ \sum_{s=1}^{N} Z(s)F(q^{-1})\{ y(s) - \phi^T(s)\theta^* \} \right]^T
$$

This can be shown in the same way as (8.29), (8.30) are proved in Appendix A8.1. A more explicit expression for the matrix $S$ cannot in general be obtained unless more specific assumptions on the data are introduced. For the case $nz > n\theta$ it is more difficult to derive the asymptotic distribution of the parameter estimates.

Numerical illustrations

The asymptotic distribution (8.29), (8.30) is considered in the following numerical examples. The first example presents a Monte Carlo analysis for verifying the theoretical expression (8.30) of the asymptotic covariance matrix. Example 8.6 illustrates the concept of generic consistency and the fact that a nearly singular $R$ matrix leads to poor accuracy of the parameter estimates.
Example 8.5 Comparison of sample and asymptotic covariance matrices of IV estimates

The following two systems were simulated:

\[ \mathcal{S}_1: (1 - 0.5q^{-1})y(t) = 1.0u(t - 1) + (1 + 0.5q^{-1})e(t) \]

\[ \mathcal{S}_2: (1 - 1.5q^{-1} + 0.7q^{-2})y(t) = (1.0q^{-1} + 0.5q^{-2})u(t) + (1 - 1.0q^{-1} + 0.2q^{-2})e(t) \]

generating for each system 200 realizations, each of length 600. The input \( u(t) \) and \( e(t) \) were in all cases mutually independent white noise sequences with zero means and unit variances.

The systems were identified in the natural model structure (8.2) taking \( na = nb = 1 \) for \( \mathcal{S}_1 \) and \( na = nb = 2 \) for \( \mathcal{S}_2 \).

For both systems two IV variants were tried, namely

\[ \mathcal{S}_1: Z(t) = (u(t - 1) \ldots u(t - na - nb))^T \quad \text{(see (8.15c))} \]

and

\[ \mathcal{S}_2: Z(t) = \frac{1}{A_0(q^{-1})} (u(t - 1) \ldots u(t - na - nb))^T \quad \text{(see (8.15a, b))} \]

where \( A_0 \) is the \( A \) polynomial of the true system. From the estimates obtained in each of the 200 independent realizations the sample mean and the sample normalized covariance matrix were evaluated as

\[ \hat{\theta} = \frac{1}{m} \sum_{i=1}^{m} \hat{\theta}^i \]

\[ \hat{P} = \frac{N}{m} \sum_{i=1}^{m} (\hat{\theta}^i - \hat{\theta})(\hat{\theta}^i - \hat{\theta})^T \]

(8.35)

where \( \hat{\theta}^i \) denotes the estimate obtained from realization \( i \), \( N = 600 \) is the number of data points in each realization, and \( m = 200 \) is the number of realizations. When \( m \) and \( N \) tend to infinity, \( \hat{\theta} \to \theta_0 \), \( \hat{P} \to P_{IV} \). The deviations from the expected limits for a finite value of \( m \) can be evaluated as described in Section B.9 of Appendix B. It follows from the theory developed there that

\[ \sqrt{N(\hat{\theta} - \theta_0)} \xrightarrow{\text{dist}} \mathcal{N}(0, P_{IV}/m) \quad \text{as } N \to \infty \]

A scalar \( \mathcal{N}(0, 1) \) random variable lies within the interval \((-1.96, 1.96)\) with probability 0.95. Hence, by considering the above result for \( \hat{\theta} - \theta_0 \) componentwise, it is found that, with 95 percent probability,

\[ |\bar{\theta}_j - \theta_{0j}| \leq 1.96 \left( \frac{P_{IV,jj}}{mN} \right)^{1/2} \]

The right-hand side is of magnitude 0.01 in the present example.

To evaluate the discrepancy \( \hat{P} - P_{IV} \), the result (B.76) implies that

\[ E[\hat{P}_{jk} - P_{IV,jk}]^2 = \frac{1}{m} P_{IV,jk}^2 + \frac{1 - 1/m}{m} P_{IV,jj}P_{IV,kk} \]
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If \( m \) is reasonably large application of the central limit theorem implies that \( \hat{P}_{jk} \) is asymptotically Gaussian distributed. Then with 95 percent probability,

\[
|\hat{P}_{jk} - P_{1Vjk}| \leq 1.96 \left( \frac{P_{1Vjj}P_{1Vkk} + P_{1Vjk}^2}{m} \right)^{1/2}
\]

For the diagonal elements of \( \hat{P} \) this relation can be rewritten as

\[
|\hat{P}_{jj} - P_{1Vjj}| \leq \frac{2.77}{\sqrt{m}}
\]

In the present example the right-hand side has the value 0.196. This means that the relative error in \( \hat{P}_{jj} \) should not be larger than 20 percent, with a probability of 0.95.

The numerical results obtained from the simulations are shown in Table 8.1. They are well in accordance with the theory. This indicates that the asymptotic result (8.29), (8.30) can be applied also for reasonable lengths, say a few hundred points, of the data series.

Example 8.6 Generic consistency

For convenience in the analysis the \( q \) vector will consist of a single element. Consider the scalar system

\[
y(t) = \frac{1.0q^{-1}}{1 - 2q^{-1} + q^2} u(t) + e(t)
\]

where \( q \) is a parameter and the input signal \( u(t) \) obeys

\[
u(t) = w(t) - 2q^2 w(t - 2) + q^4 w(t - 4)
\]

TABLE 8.1 Comparison between asymptotic and sample behavior of two IV estimators.

<table>
<thead>
<tr>
<th>Distribution parameters: means and normalized covariances</th>
<th>System ( \mathcal{J}_1 )</th>
<th>System ( \mathcal{J}_2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Variant ( \mathcal{J}_1 )</td>
<td>Variant ( \mathcal{J}_2 )</td>
</tr>
<tr>
<td></td>
<td>Asympt. expect.</td>
<td>Sample estim. values</td>
</tr>
<tr>
<td>( E \delta_1 )</td>
<td>-0.50</td>
<td>-0.50</td>
</tr>
<tr>
<td>( E \delta_2 )</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>( E \beta_1 )</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>( E \beta_2 )</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>( P_{11} )</td>
<td>1.25</td>
<td>1.26</td>
</tr>
<tr>
<td>( P_{12} )</td>
<td>-0.50</td>
<td>-0.63</td>
</tr>
<tr>
<td>( P_{13} )</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>( P_{14} )</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>( P_{21} )</td>
<td>1.25</td>
<td>1.25</td>
</tr>
<tr>
<td>( P_{23} )</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>( P_{24} )</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>( P_{31} )</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>( P_{34} )</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>( P_{44} )</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>
Here $e(t)$ and $w(t)$ are mutually independent white noise sequences of unit variance. Let the instrumental variable vector $Z(t)$ be given by (8.15a, b) with

$$na = 2 \quad nb = 1 \quad C(q^{-1}) = 1 + 2q^{-1} + q^2q^{-2} \quad D(q^{-1}) = q^{-1}$$

Some tedious but straightforward calculations show that for this example (see Problem 8.5)

$$R = R(q) = \begin{pmatrix}
1 - 4q^2 + q^4 & -2q(1 - q^2) & -4q^3 \\
2q(1 - q^2) & 1 - 4q^2 + q^4 & q^2(2 - q^4) \\
4q^3 & q^2(2 - q^4) & 1 + 4q^4 + q^8
\end{pmatrix}$$

$$P_{IV} = P_{IV}(q) = R^{-1}(q)S(q)[R^{-1}(q)]^T$$

where the (3x3) symmetric matrix $S(q)$ is given by

$$S(q)_{11} = S(q)_{22} = 1 + 16q^2 + 36q^4 + 16q^6 + q^8$$
$$S(q)_{12} = -4q - 24q^3 - 24q^5 - 4q^7$$
$$S(q)_{13} = 2q - 4q^3 - 24q^5 - 4q^7 + 2q^9$$
$$S(q)_{23} = q^2 + 16q^4 + 6q^6 - 8q^8 - q^{10}$$
$$S(q)_{33} = 1 + 4q^2 + q^4 + 16q^6 + q^8 + 4q^{10} + q^{12}$$

The determinant of $R(q)$ is given by

$$\det R(q) = (1 - 3q^2 + q^4)(1 - q^2 + 6q^4 - q^6 + q^8)$$

which is zero for

$$q = \tilde{q} \triangleq [(3 - \sqrt{5})/2]^{1/2} \approx 0.6180$$

and nonzero for all other values of $q$ in the interval $(0, 1)$.

For $q$ close to but different from $\tilde{q}$, although the parameter estimates are consistent (since $R(q)$ is nonsingular), they will be quite inaccurate (since the elements of $P_{IV}(q)$ are large).

For numerical illustration some Monte Carlo simulations were performed. For various values of $q$, 50 different realizations each of length $N = 1000$ were generated. The IV method was applied to each of these realizations and the sample variance calculated for each parameter estimate according to (8.35).

A graphical illustration of the way in which $P_{IV}(q)$ and $\hat{P}_{IV}$ vary with $q$ is given in Figure 8.2.

The plots demonstrate clearly that quite poor accuracy of the parameter estimates can be expected when the matrix $R(q)$ is almost singular. Note also that the results obtained by simulations are quite close to those predicted by the theory.

**Optimal IV method**

Note that the matrix $P_{IV}$ depends on the choice of $Z(t)$, $F(q^{-1})$ and $Q$. Interestingly enough, there exists an achievable lower bound on $P_{IV}$:
FIGURE 8.2 (a) $P_{IV}(q)_{1,1}$ and $\hat{P}_{IV1,1}$ versus $q$. (b) $P_{IV}(q)_{2,2}$ and $\hat{P}_{IV2,2}$ versus $q$. (c) $P_{IV}(q)_{3,3}$ and $\hat{P}_{IV3,3}$ versus $q$. 
\[ P_{IV} \geq P_{IV}^{opt} \quad (8.36) \]

\( P_{IV} - P_{IV}^{opt} \) is nonnegative definite where
\[
P_{IV}^{opt} = \{E[H^{-1}(q^{-1})\tilde{\phi}^T(t)]^T \Lambda^{-1} [H^{-1}(q^{-1})\tilde{\phi}^T(t)]\}^{-1} \quad (8.37)\]
\( \tilde{\phi}(t) \) being the noise-free part of \( \phi(t) \). Moreover, equality in (8.36) is obtained, for example, by taking

\[
Z(t) = [\Lambda^{-1}H^{-1}(q^{-1})\tilde{\phi}^T(t)]^T \quad F(q^{-1}) = H^{-1}(q^{-1}) \quad Q = I \quad (8.38)\]

These important results are proved as follows. Introduce the notation

\[
w(t) = R^TQZ(t)\]
\[
\alpha(t) = \sum_{i=0}^{\infty} w(t + i)K_i\]
\[
\beta(t) = [H^{-1}(q^{-1})\tilde{\phi}^T(t)]^T\]
with \( \{K_i\} \) as in (8.31). Then

\[
R^TQR = EW(t)F(q^{-1})\tilde{\phi}^T(t) = EW(t) \sum_{i=0}^{\infty} K_i q^{-i} H^{-1}(q^{-1})\tilde{\phi}^T(t)\]
\[
= \sum_{i=0}^{\infty} EW(t + i) K_i H^{-1}(q^{-1})\tilde{\phi}^T(t) = E\alpha(t)\beta^T(t)\]

Thus

\[
P_{IV} = [E\alpha(t)\beta^T(t)]^{-1}[E\alpha(t)\Lambda\alpha^T(t)][E\beta(t)\alpha^T(t)]^{-1} \]

From (8.37),

\[
P_{IV}^{opt} = [E\beta(t)\Lambda^{-1}\beta^T(t)]^{-1} \]

The inequality (8.36) which, according to the calculations above, can be written as

\[
[E\alpha(t)\Lambda\alpha^T(t)] - [E\alpha(t)\beta^T(t)][E\beta(t)\Lambda^{-1}\beta^T(t)]^{-1}[E\beta(t)\alpha^T(t)] \geq 0\]

now follows from Lemma A.4 and its remark (by taking \( Z_1(t) = \alpha(t)\Lambda^{1/2} \), \( Z_2(t) = \beta(t)\Lambda^{-1/2} \)). Finally, it is trivial to prove that the choice (8.38) of the instruments and the prefilter gives equality in (8.36).

**Approximate implementation of the optimal IV method**

The optimal IV method as defined by (8.38) requires knowledge of the undisturbed output (in order to form \( \tilde{\phi}(t) \)) as well as of the noise covariance \( \Lambda \) and shaping filter
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\( H(q^{-1}) \). In practice a bootstrapping technique must therefore be used to implement the optimal IV estimate. The basic idea of such an algorithm is to combine in an iterative manner the optimal IV method with a procedure for estimation of the noise parameters.

Specifically, introduce the following model structure that extends (8.1):

\[
y(t) = \phi^T(t)\theta + H(q^{-1}; \theta, \beta)e(t, \theta, \beta) \tag{8.39}
\]

Here, \( H(q^{-1}; \theta, \beta) \) is a filter that should describe the correlation properties of the disturbances (cf. (8.17)). It depends on the parameter vector \( \theta \) as well as on some additional parameters collected in the vector \( \beta \). An illustration is provided in the following example.

**Example 8.7 Model structures for SISO systems**

For SISO systems two typical model structures are

\[
\mathcal{M}_1: A(q^{-1})y(t) = B(q^{-1})u(t) + \frac{C(q^{-1})}{D(q^{-1})} e(t) \tag{8.40}
\]

and

\[
\mathcal{M}_2: y(t) = \frac{B(q^{-1})}{A(q^{-1})} u(t) + \frac{C(q^{-1})}{D(q^{-1})} e(t) \tag{8.41}
\]

where in both cases

\[
C(q^{-1}) = 1 + c_1q^{-1} + \ldots + c_nq^{-nc} \\
D(q^{-1}) = 1 + d_1q^{-1} + \ldots + d_nq^{-nd} \tag{8.42}
\]

Note that both these model structures are special cases of the general model set (6.14) introduced in Example 6.2. Introduce

\[
\beta = (c_1 \ldots c_n \quad d_1 \ldots d_n)^T
\]

Then for the model structure \( \mathcal{M}_1 \),

\[
H(q^{-1}; \theta, \beta) = \frac{C(q^{-1})}{D(q^{-1})} \tag{8.43a}
\]

while \( \mathcal{M}_2 \) corresponds to

\[
H(q^{-1}; \theta, \beta) = \frac{A(q^{-1})C(q^{-1})}{D(q^{-1})} \tag{8.43b}
\]

It will generally be assumed that the filter \( H(q^{-1}; \theta, \beta) \) satisfies

\[
H(q^{-1}; \theta_0, \beta) \equiv H(q^{-1}) \Leftrightarrow \beta = \beta_0 \tag{8.44a}
\]

for a unique vector \( \beta_0 \) which will be called the true noise parameter vector. Further, introduce the filter \( \bar{H}(q^{-1}; \theta, \beta) \) through

\[
H(q^{-1}; \theta, \beta) \equiv A(q^{-1})\bar{H}(q^{-1}; \theta, \beta) \tag{8.44b}
\]
The parametrization of $\bar{H}$ will turn out to be of some importance in the following.

Appendix A8.2 provides a comparison of the optimal IV estimate (8.38) and the prediction error estimate for the model structure (8.39). Since the PEM estimate is statistically efficient for Gaussian distributed disturbances, the optimal IV estimate will never have better accuracy. This means that

$$P_{IV}^{\text{opt}} \geq P_{PEM} \quad (8.45)$$

When $\bar{H}(q^{-1}; \theta, \beta)$ does not depend on $\theta$, the optimal IVM and PEM will have the same asymptotic distribution (i.e. equality holds in (8.45)), as shown in Appendix A8.2. Note for example that for the structure $\mathcal{M}_2$, (8.41), the filter $\bar{H}(q^{-1}; \theta, \beta)$ does not depend on $\theta$.

An approximate implementation of the optimal IV estimate (8.38) can be carried out as follows.

Step 1. Apply an arbitrary IV method using the model structure (8.1). As a result, a consistent estimate $\hat{\theta}_1$ is obtained.

Step 2. Compute

$$\hat{v}(t) = y(t) - \phi^T(t)\hat{\theta}_1$$

and determine the parameter vector $\beta$ in the model structure (cf. (8.39))

$$y(t) = \phi^T(t)\hat{\theta}_1 + H(q^{-1}; \hat{\theta}_1, \beta)e(t, \hat{\theta}_1, \beta)$$

using a prediction error method (or any other statistically efficient method). Call the result $\hat{\beta}_2$. Note that when the parametrization $H(q^{-1}; \hat{\theta}_1, \beta) = 1/D(q^{-1})$ is chosen this step becomes a simple least squares estimation.

Step 3. Compute the optimal IV estimate (8.38) using $\hat{\theta}_1$ to form $\hat{\phi}(t)$ and $\hat{\theta}_1, \hat{\beta}_2$ to form $H(q^{-1})$ and $\Lambda$. Call the result $\hat{\theta}_3$.

Step 4. Repeat Step 2 with $\hat{\theta}_3$ replacing $\hat{\theta}_1$. The resulting estimate is called $\hat{\beta}_4$.

In practice one can repeat Steps 3 and 4 a number of times until convergence is attained. Theoretically, though, this should not be necessary if the number of data is large (see below).

In Söderström and Stoica (1983) (see also Stoica and Söderström, 1983a, b) a detailed analysis of the above four-step algorithm is provided, as well as a comparison of the accuracy of the estimates of $\theta$ and $\beta$ obtained by the above algorithm, with the accuracy of the estimates provided by a prediction error method applied to the model structure (8.39). See also Appendix A8.2. The main results can be summarized as follows:

- All the parameter estimates $\hat{\theta}_1, \hat{\beta}_2, \hat{\theta}_3$ and $\hat{\beta}_4$ are consistent. They are also asymptotically Gaussian distributed. For $\theta_3$ the asymptotic covariance matrix is

$$P_{IV} = P_{IV}^{\text{opt}} \quad (8.46)$$

- Assume that the model structure (8.39) is such that $\bar{H}(q^{-1}; \theta, \beta)$ (see (8.44b)) does not depend on $\theta$. (This is the case, for example, for $\mathcal{M}_2$ in (8.41)). Then the algorithm converges in three steps in the sense that $\hat{\beta}_4$ has the same (asymptotic) covariance matrix as $\hat{\beta}_2$. Moreover, $(\hat{\theta}_3^T \quad \hat{\beta}_2^T)^T$ has the same (asymptotic) covariance matrix as the
prediction error estimate of \((\theta^T \beta^T)^T\). Thus the approximate algorithm is as accurate as a prediction error method for such a model structure.

- Assume that \(\bar{H}(q^{-1}; \theta, \beta)\) does depend on \(\theta\). Then \(\hat{\theta}_4\) will be more accurate than \(\hat{\beta}_2\). The estimate \((\hat{\theta}_3^T \hat{\beta}_4^T)^T\) will be less accurate than the PEM estimate of \((\theta^T \beta^T)^T\).

One may question what is gained by using the optimal IV method (implemented as the above four-step algorithm) compared to a prediction error method. Recall that the optimal IV four-step algorithm relies on a statistically efficient estimation of \(\beta\) in steps 2 and 4. The problem of estimating \(\beta\) is a simple LS problem for the model structure (8.40) or (8.41) with \(C(q^{-1}) = 1\). (To get a good fit for this model structure a high order of \(D(q^{-1})\) may be needed.) For general model structures nonlinear optimization cannot be avoided. However, this optimization problem has a smaller dimension (namely \(\dim \beta\)) than when using a prediction error method for estimating both \(\theta\) and \(\beta\) (which gives a problem of dimension \(\dim \theta + \dim \beta\)). A PEM will often give a better accuracy than an IV method (at least asymptotically), although the difference in many cases may be reasonably small.

Complements C8.4 and C8.5 discuss some other optimization problems for IV methods, and in Example 10.3 it is shown that the IV methods can be applied to systems operating in closed loop, after some modifications.

### 8.3 Computational aspects

#### Multivariable systems

For most model structures considered for multivariable systems the different components of \(y(t)\) can be described by independent parameter vectors \(\theta_i, i = 1, \ldots, ny\), so that (8.1) is equivalent to

\[
y_i(t) = \varphi_i^T(t)\theta_i + \epsilon_i(t) \quad i = 1, \ldots, ny
\]

and thus

\[
\phi(t) = \begin{pmatrix}
    \varphi_1(t) & 0 & \cdots & 0 \\
    \cdots & \cdots & \cdots & \cdots \\
    0 & \cdots & \varphi_{ny}(t) \\
\end{pmatrix} \quad \theta = \begin{pmatrix}
    \theta_1 \\
    \vdots \\
    \theta_{ny}
\end{pmatrix}
\]

This was indeed the case for the full polynomial form (see (8.5)). Assume that \(Z(t)\), \(F(q^{-1})\) and \(Q\) are constrained so that they also have a diagonal structure, i.e.

\[
Z(t) = \text{diag}[z_i(t)] \quad F(q^{-1}) = \text{diag}[f_i(q^{-1})] \\
Q = \text{diag}[Q_i]
\]

with \(\dim z_i(t) \geq \dim \varphi_i(t), i = 1, \ldots, ny\). Then the IV estimate (8.13) reduces to

\[
\hat{\theta}_i = \arg \min_{\theta_i} \left\| \left[ \sum_{l=1}^{N} z_i(t)f_i(q^{-1})\varphi_i^T(t) \right] \theta_i - \left[ \sum_{l=1}^{N} z_i(t)f_i(q^{-1})y_i(t) \right] \right\|_Q^2
\]

\[
i = 1, \ldots, ny
\]
The form (8.50) has advantages over (8.13) since \( ny \) small least squares problems are to be solved instead of one large. The number of operations needed to solve the least squares problem (8.50) for one output is proportional to \((\dim \theta_i)^2(\dim z_i)\). Hence the reduction in the computational load when solving (8.50) for \( i = 1, \ldots, ny \) instead of (8.13) is in the order of \( ny \). A further simplification is possible if none of \( \varphi_i(t), z_i(t) \) or \( f_i(q^{-1}) \) varies with the index \( i \). Then the matrix multiplying \( \theta_i \) in (8.50) will be independent of \( i \).

**Solving overdetermined systems of equations**

Consider the estimate \( \hat{\theta} \) defined by (8.13). Assume that \( nz > n\theta \). Then the following overdetermined linear system of equations must be solved in a least squares sense to obtain \( \hat{\theta} \) (\( Q^{1/2} \) denotes a square root of \( Q \): \( Q^{T/2} Q^{1/2} = Q \))

\[
Q^{1/2} \left[ \sum_{t=1}^{N} Z(t)F(q^{-1})\phi^T(t) \right] \theta = Q^{1/2} \left[ \sum_{t=1}^{N} Z(t)F(q^{-1})y(t) \right]
\]

(there are \( nz \) equations and \( n\theta \) unknowns). It is straightforward to solve this problem analytically (see (8.14)). However, the solution computed using the so-called normal equation approach (8.14) will be numerically sensitive (cf. Section A.4). This means that numerical errors (such as unavoidable rounding errors made during the computations) will accumulate and have a significant influence on the result. A numerically sound way to solve such systems is the orthogonal triangularization method (see Section A.3 for details).

**Nested model structures**

The system of equations from which the basic IV estimate (8.12) is found, is composed of covariance elements between \( Z(t) \) and \( (\phi^T(t)y(t)) \). When the model structure is expanded, only a few new covariance elements are used in addition to the old ones. Hence, it is natural that there are simple relations between the estimates corresponding to nested model structures. The following example illustrates this issue.

**Example 8.8 IV estimates for nested structures**

Consider the model structure

\[
\mathcal{M}: \quad y(t) = \phi^T(t) \theta + \varepsilon(t)
\]

(8.52a)

Let \( \phi^T(t) \) and \( \theta \) be partitioned as

\[
\phi^T(t) = \begin{pmatrix} \phi_1^T(t) \\ \phi_2^T(t) \end{pmatrix} \quad \theta = \begin{pmatrix} \theta_1^T \\ \theta_2^T \end{pmatrix}^T
\]

(8.52b)

Consider also the smaller model structure

\[
\mathcal{M}': \quad y(t) = \phi_1^T(t) \theta_1 + \varepsilon(t)
\]

(8.52c)

which can be seen as a subset of \( \mathcal{M} \). A typical case of such nested structures is when \( \mathcal{M} \) is of a higher order than \( \mathcal{M}' \). In such a case the elements of \( \phi_2(t) \) will have larger time lags than the elements of \( \phi_1(t) \).
Let the matrix of instruments $Z(t)$ used for $\mathcal{M}$ be partitioned as

$$Z(t) = \begin{pmatrix} Z_1(t) \\ Z_2(t) \end{pmatrix}$$ (8.52d)

where $Z_1(t)$ has the same dimensions as $\phi_1(t)$.

Assume now that the following have been determined for the model structure $M'$:

$$R = \frac{1}{N} \sum_{t=1}^{N} Z(t)\phi^T(t) = \frac{1}{N} \sum_{t=1}^{N} \begin{pmatrix} Z_1(t) \\ Z_2(t) \end{pmatrix} \begin{pmatrix} \phi_1^T(t) \\ \phi_2^T(t) \end{pmatrix} \triangleq \begin{pmatrix} R_{11} & R_{12} \\ R_{21} & R_{22} \end{pmatrix}$$ (8.52e)

and the basic IV estimate

$$\hat{\theta}_1 = R_{11}^{-1} \frac{1}{N} \sum_{t=1}^{N} Z_1(t)y(t)$$ (8.52f)

Then it is required to find the basic IV estimate for the larger model structure $\mathcal{M}$, i.e.

$$\hat{\theta} = R^{-1} \frac{1}{N} \sum_{t=1}^{N} Z(t)y(t)$$ (8.52g)

Using the formula for the inverse of a partitioned matrix (see Lemma A.2),

$$\hat{\theta} = \begin{pmatrix} \hat{\theta}_1 \\ \hat{\theta}_2 \end{pmatrix}$$

$$= \left\{ \begin{pmatrix} R_{11}^{-1} & 0 \\ 0 & R_{12}^{-1} \end{pmatrix} + \begin{pmatrix} R_{11}^{-1}R_{12} \\ 0 \end{pmatrix} \begin{pmatrix} R_{22} - R_{21}R_{11}^{-1}R_{12} \end{pmatrix}^{-1} \begin{pmatrix} R_{21}R_{11}^{-1} - I \end{pmatrix} \right\} \times \frac{1}{N} \sum_{t=1}^{N} Z(t)y(t)$$ (8.52h)

$$= \begin{pmatrix} \hat{\theta}_1 \\ 0 \end{pmatrix} - \begin{pmatrix} R_{11}^{-1}R_{12} \\ -I \end{pmatrix} \begin{pmatrix} R_{22} - R_{21}R_{11}^{-1}R_{12} \end{pmatrix}^{-1} \left\{ \frac{1}{N} \sum_{t=1}^{N} Z_2(t)\{y(t) - \phi_1^T(t)\hat{\theta}_1\} \right\}$$

These relations can be rewritten as

$$\epsilon(t) = y(t) - \phi_1^T(t)\hat{\theta}_1$$

$$r = \frac{1}{N} \sum_{t=1}^{N} Z_2(t)\epsilon(t) = \frac{1}{N} \sum_{t=1}^{N} Z_2(t)y(t) - R_{21}\hat{\theta}_1$$

$$\hat{\theta}_2 = [R_{22} - R_{21}R_{11}^{-1}R_{12}]^{-1}r$$

$$\hat{\theta}_1 = \hat{\theta}_1' - R_{11}^{-1}R_{12}\hat{\theta}_2$$ (8.52i)

$$R^{-1} = \begin{pmatrix} R_{11}^{-1} & 0 \\ 0 & R_{12}^{-1} \end{pmatrix} + \begin{pmatrix} R_{11}^{-1}R_{12} \\ -I \end{pmatrix} \begin{pmatrix} R_{22} - R_{21}R_{11}^{-1}R_{12} \end{pmatrix}^{-1} \begin{pmatrix} R_{21}R_{11}^{-1} - I \end{pmatrix}$$

Two expressions for $r$ are given above. The first expression allows some interesting interpretations of the above relations, as shown below. The second expression for $r$
should be used for implementation since it requires a smaller amount of computation. In particular, the equation errors $\varepsilon(t)$ are then not explicitly needed. If the parameter estimates are sought for only two model structures (and not a longer sequence) then the updating of $R^{-1}$ can be dispensed with.

Note that $\varepsilon(t)$ is the equation error for the smaller model structure $\mathcal{M}'$. If $\mathcal{M}'$ is adequate one can expect $\varepsilon(t)$ to be uncorrelated with the instruments $Z_2(t)$. In such a case $r$ will be close to zero and the estimate for $\mathcal{M}$ will satisfy $\hat{\theta}_1 \approx \hat{\theta}_1$, $\hat{\theta}_2 \approx 0$.

The scheme above is particularly useful when $\mathcal{M}$ contains one parameter more than $\mathcal{M}'$. Then $\phi_2(t)$ and $Z_2(t)$ become row vectors. Further, $R_{22} - R_{21}R_{11}^{-1}R_{12}$ becomes a scalar, and matrix inversions can thus be avoided completely when determining the IV estimates for $\mathcal{M}$. Note that $R_{11}^{-1}$ is available from the previous stage of estimating the parameters of $\mathcal{M}'$.

Note that for certain model sets which possess a special structure it is possible to simplify the equations (8.52i) considerably. Complements C8.2, C8.3 and C8.6 show how this simplification can be made for AR, ARMA and multivariate regression models.

**Remark.** Example 8.8 is based on pure algebraic manipulations which hold for a general $Z(t)$ matrix. In particular, setting $Z(t) = \phi(t)$ produces the corresponding relations for the least squares method.

**Summary**

Instrumental variable methods (IVMs) were introduced in Section 8.1. Extended IVMs include prefiltering of the data and an augmented IV matrix. They are thus considerably more general than the basic IVMs.

The properties of IVMs were analyzed in Section 8.2. The main restriction in the analysis is that the system operates in open loop and that it belongs to the set of models considered. Under such assumptions and a few weak additional ones, it was shown that the parameter estimates are not only consistent but also asymptotically Gaussian distributed. It was further shown how the covariance matrix of the parameter estimates can be optimized by appropriate choices of the prefilter and the IV matrix. It was also discussed how the optimal IV method can be approximately implemented and how it compares to the prediction error method. Computational aspects were presented in Section 8.3.

**Problems**

**Problem 8.1** An expression for the matrix $R$

Prove the expression (8.22) for $R$. 
**Problem 8.2** Linear nonsingular transformations of instruments
Study the effect of a linear nonsingular transformation of the IV matrix \( Z(t) \) on the basic IV estimate (8.12) and the extended IV estimate (8.13). Show that the transformation \( Z(t) \rightarrow T Z(t) \) will leave the basic IV estimate unchanged while the extended IV estimate will change.

**Problem 8.3** Evaluation of the \( R \) matrix for a simple system
Consider the system
\[
y(t) + ay(t - 1) = b_1 u(t - 1) + b_2 u(t - 2) + v(t)
\]
whose parameters are estimated with the basic IV method using delayed inputs as instruments
\[
Z(t) = (u(t - 1) \ u(t - 2) \ u(t - 3))^T
\]
(see (8.12), (8.15c)). Consider the matrix
\[
R = E Z(t) \phi^T(t)
\]
\[
\phi(t) = (-y(t - 1) \ u(t - 1) \ u(t - 2))^T
\]
We are interested in cases where \( R \) is nonsingular since then the IV estimate is consistent. Assume in particular that \( u(t) \) is white noise of zero mean and unit variance, and independent of \( v(s) \) for all \( t \) and \( s \).

(a) Evaluate the matrix \( R \).
(b) Examine if (and when) \( R \) is singular. Compare with the general assumptions made in the chapter. Will the result hold also for other (persistently exciting) input signals?

**Problem 8.4** IV estimation of the transfer function parameters from noisy input–noisy output systems
Consider the system shown in the figure, where \( u(t) \) and \( y(t) \) denote noisy measurements of the input and output, respectively. It is assumed that the input disturbance \( w(t) \) is white noise and that \( x(t), w(p) \) and \( v(s) \) are mutually uncorrelated for all \( t, p \) and \( s \). The parameters of the transfer function \( B(q^{-1})/A(q^{-1}) \) are estimated using an IVM with the following vector of instruments:
\[
Z(t) = (u(t - n \tau - 1) \ldots u(t - n \tau - na - nb))^T
\]
Show how \( n \tau \) can be chosen so that the consistency condition (8.25b) is satisfied. Discuss how \( n \tau \) should be chosen to satisfy also the condition (8.25a).

**Problem 8.5** Generic consistency  
Prove the expressions for \( R(\varrho) \) and \( \det R(\varrho) \) in Example 8.6.

**Problem 8.6** Parameter estimates when the system does not belong to the model structure  
Consider the system  
\[ y(t) = u(t - 1) + u(t - 2) + e(t) \]

where the input \( u(t) \) and \( e(t) \) are mutually independent white noise sequences of zero means and variances \( \sigma^2 \) and \( \lambda^2 \), respectively. Assume that the system is identified using the model structure  
\[ y(t) + ay(t - 1) = bu(t - 1) + \varepsilon(t) \]

Derive the asymptotic (for \( N \to \infty \)) expressions of the LS estimate and the basic IV estimate based on the instruments  
\[ z(t) = (u(t - 1) \quad u(t - 2))^T \]
of the parameters \( a \) and \( b \). Examine also the stability properties of the models so obtained.

**Problem 8.7** Accuracy of a simple IV method applied to a first-order ARMAX system  
Consider the system  
\[ y(t) + ay(t - 1) = bu(t - 1) + e(t) + ce(t - 1) \]

where \( u(t) \) and \( e(t) \) are mutually uncorrelated white noise sequences of zero means and variances \( \sigma^2 \) and \( \lambda^2 \), respectively. Assume that \( a \) and \( b \) are estimated with an IV method using delayed input values as instruments:  
\[ z(t) = (u(t - 1) \quad u(t - 2))^T \]

No prefiltering is used. Derive the normalized covariance matrix of the parameter estimates.

**Problem 8.8** Accuracy of an optimal IV method applied to a first-order ARMAX system  
(a) Consider the same system as in Problem 8.7. Let \( a \) and \( b \) be estimated with an optimal IV method. Calculate the normalized covariance matrix of the parameter estimates.  
(b) Compare with the corresponding covariance matrix \( P_{IV} \) for the basic IV method of Problem 8.7. Show that \( P_{IV} > P_{opt} \) for \( c \neq 0 \).  
(c) Compare with the corresponding covariance matrix for the prediction error method, \( P_{PEM} \), see Problem 7.16. Show that  
\[ \bar{P} \triangleq P_{opt}^{\text{opt}} - P_{PEM} \geq 0 \]

and that \( \bar{P} \) always is singular (hence positive semidefinite), and equal to zero for \( a = c \).
Problem 8.9 A necessary condition for consistency of IV methods
Show that (8.26) are necessary conditions for the consistency of IV methods.

Hint. Consider the solution of

\[ x^T[EZ(t)Z^T(t)]x = 0 \]

with respect to the \( nz \)-dimensional vector \( x \). (The solutions will span a subspace – of what order?) Observe that

\[ x^TR = 0 \]

and use this observation to make a deduction about the rank of \( R \).

Problem 8.10 Sufficient conditions for consistency of IV methods, extension of Problem 8.3
Consider the difference equation model (8.2), (8.3) of a scalar (SISO) system. Assume that the system is described by

\[ A^0(q^{-1})y(t) = B^0(q^{-1})u(t) + v(t) \]

where the polynomials \( A^0 \) and \( B^0 \) have the same structure and degree as \( A \) and \( B \) in (8.3), and where \( v(t) \) and \( u(s) \) are uncorrelated for all \( t \) and \( s \). Let \( u(t) \) be a white noise sequence with zero mean and variance \( \sigma_u^2 \). Finally, assume that the polynomials \( A^0(q^{-1}) \) and \( B^0(q^{-1}) \) have no common zeros.

Show that under the above conditions the IV vector (8.15c) satisfies the consistency conditions (8.25a, b) for any stable prefilter \( F(q^{-1}) \) with \( F(0) \neq 0 \).

Hint. Rewrite the vector \( \phi(t) \) in the manner of the calculations made in Complement C5.1.

Problem 8.11 The accuracy of extended IV methods does not necessarily improve when the number of instruments increases
Consider an ARMA (1, 1) process

\[ y(t) + ay(t - 1) = e(t) + ce(t - 1) \quad |a| < 1; \quad Ee(t)e(s) = \delta_{t,s} \]

Let \( \hat{a} \) denote the IV estimate of \( a \) obtained from

\[ \left\| \left[ \sum_{t=1}^{N} Z(t)y(t - 1) \right] \hat{a} + \left[ \sum_{t=1}^{N} Z(t)y(t) \right] \right\|^2 = \min \]

where \( N \) denotes the number of data, and

\[ Z(t) = (y(t - 2) \ldots y(t - 1 - n))^T \quad n \geq 1 \]

Verify that the IV estimate \( \hat{a} \) is consistent. The asymptotic variance of \( \hat{a} \) is given by (8.30)–(8.32):

\[ P_n \triangleq [R^TR]^{-1}R^T[EC(q^{-1})Z(t)C(q^{-1})Z^T(t)]R[R^TR]^{-1} \quad (i) \]

where

\[ R = EZ(t)y(t - 1) \]

\[ C(q^{-1}) = 1 + cq^{-1} \]
In (i) the notation stresses the dependence of $P$ on $n$ (the number of instruments). Evaluate $P_1$ and $P_2$. Show that the inequality $P_1 > P_2$ is not necessarily true, as might be expected.

Remark. Complement C8.1 contains a detailed discussion of the type of IV estimates considered in this problem.

Problem 8.12 A weighting sequence matching property of the IV method
Consider the linear system
\[ y(t) = G(q^{-1})u(t) + v(t) \]
where the input $u(t)$ is white noise which is uncorrelated with the stationary disturbance $v(s)$, for all $t$ and $s$. The transfer function $G(q^{-1})$ is assumed to be stable but otherwise is not restricted in any way. The model considered is (8.2); note that the system does not necessarily belong to the model set. The model parameters are estimated using the basic IV estimate (8.12) with the IV vector given by (8.15c).

Let $\{h_k\}$ denote the system weighting function sequence (i.e. $\sum_{k=1}^{\infty} h_k q^{-k} = G(q^{-1})$). Similarly, let $\{\hat{h}_k\}$ denote the weighting sequence of the model provided by the IV method above, for $N \to \infty$. Show that
\[ \hat{h}_k = h_k \quad \text{for} \quad k = 1, \ldots, na + nb \]
That is to say, the model weighting sequence exactly matches the first $(na + nb)$ coefficients of the system weighting sequence. Comment on this property.
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Appendix A8.1

Covariance matrix of IV estimates

A proof is given here of the results (8.29)–(8.32) on the asymptotic distribution of the IV estimates. From (8.6) and (8.14),

\[
\sqrt{N}(\hat{\theta} - \theta_0) = (R_N^T \mathbf{Q} R_N)^{-1} R_N^T \mathbf{Q} \frac{1}{\sqrt{N}} \sum_{i=1}^{N} Z(i) F(q^{-1}) v(t)
\]

(A8.1.1)

Now, from assumption A6,

\[
\frac{1}{\sqrt{N}} \sum_{i=1}^{N} Z(t) F(q^{-1}) v(t) \xrightarrow{\text{dist}} \mathcal{N}(0, P_0) \text{ as } N \rightarrow \infty
\]

(A8.1.2)

where

\[
P_0 = \lim_{N \rightarrow \infty} \frac{1}{N} E \sum_{i=1}^{N} Z(t) F(q^{-1}) v(t) \sum_{s=1}^{N} (F(q^{-1}) v(s))^T Z^T(s)
\]

according to Lemma B.3. The convergence in distribution (8.29) then follows easily from the convergence of \( R_N \) to \( R \) and Lemma B.4. It remains to show that \( P_0 \) as defined by (A8.1.2) is given by

\[
P_0 = \left[ \sum_{i=0}^{\infty} Z(t+i) K_i \right] \Lambda \left[ \sum_{j=0}^{\infty} K_j^T Z^T(t+j) \right]
\]

(A8.1.3)

For convenience, let \( K_i = 0 \) for \( i < 0 \). Some straightforward calculations give

\[
P_0 = \lim_{N \rightarrow \infty} \frac{1}{N} E \sum_{t=1}^{N} Z(t) \sum_{i=0}^{\infty} K_i e(t-i) \sum_{s=1}^{N} \sum_{j=0}^{\infty} e^T(s-j) K_j^T Z^T(s)
\]

\[
= \lim_{N \rightarrow \infty} \frac{1}{N} \sum_{t=1}^{N} \sum_{s=1}^{N} \sum_{i=0}^{\infty} \sum_{j=0}^{\infty} E Z(t) K_i \Lambda \delta_{t-i,s-j} K_j^T Z^T(s)
\]

\[
= \lim_{N \rightarrow \infty} \frac{1}{N} E \sum_{\tau=-N}^{\infty} \sum_{i=0}^{\infty} (N - |\tau|) Z(t) K_i \Lambda K_{i+\tau}^T Z^T(t+\tau)
\]
\[
= \sum_{\tau = -\infty}^{\infty} \sum_{i=0}^{\infty} EZ(t + i)K_i \Lambda K_{i+\tau}^T Z^T(t + i + \tau) \\
- \lim_{N \to \infty} \frac{1}{N} \sum_{\tau = -N}^{N} \sum_{i=0}^{\infty} EZ(t)K_i \Lambda K_{i+\tau}^T Z^T(t + \tau) \\
= E \left[ \sum_{i=0}^{\infty} Z(t + i)K_i \right] \Lambda \left[ \sum_{j=0}^{\infty} K_j^T Z^T(t + j) \right] 
\] (A8.1.4)

which proves (A8.1.3). The second equality of (A8.1.4) made use of assumption A6. The last equality in (A8.1.4) follows from the assumptions, since

\[
\left\| EZ(t) \left( \sum_{i=0}^{\infty} K_i \Lambda K_{i+\tau}^T \right) Z^T(t + \tau) \right\| \leq C|\alpha|^N
\]

for some constants \(C > 0, 0 < \alpha < 1\). Hence

\[
\left\| \frac{1}{N} \sum_{\tau = -N}^{N} \sum_{i=0}^{\infty} EZ(t)K_i \Lambda K_{i+\tau}^T Z^T(t + \tau) \right\| \\
\leq \frac{1}{N} \sum_{\tau = -N}^{N} |\tau| C|\alpha|^N \leq \frac{2}{N} \sum_{\tau = 0}^{\infty} C|\tau| = 0, \text{ as } N \to \infty
\]

Next turn to (8.32). In the scalar case (\(n_y = 1\)), \(K_i\) and \(\Lambda\) are scalars, so they commute and

\[
P_0 = \Lambda \sum_{i=0}^{\infty} \sum_{j=0}^{\infty} K_i K_j EZ(t + i) Z^T(t + j) \\
= \Lambda \sum_{i=0}^{\infty} \sum_{j=0}^{\infty} K_i K_j EZ(t + i - i - j) Z^T(t + j - i - j) \\
= \Lambda E \left[ \sum_{j=0}^{\infty} K_j Z(t - j) \right] \left[ \sum_{i=0}^{\infty} K_i Z^T(t - i) \right] \\
= \Lambda E [K(q^{-1}) Z(t)] [K(q^{-1}) Z(t)]^T \\
= \Lambda E [F(q^{-1}) H(q^{-1}) Z(t)] [F(q^{-1}) H(q^{-1}) Z(t)]^T
\]

which is (8.32).

**Appendix A8.2**

**Comparison of optimal IV and prediction error estimates**

This appendix will give a derivation of the covariance matrix \(P_{PEM}\) of the prediction error estimates of the parameters \(\theta\) in the model (8.39), as well as a comparison of the matrices \(P_{PEM}\) and \(P_{IV}^{opt}\). To evaluate the covariance matrix \(P_{PEM}\) the gradient of the prediction
error must be found. For the model (8.39),
\[
\varepsilon(t, \eta) = H^{-1}(q^{-1}; \theta, \beta)[y(t) - \phi^T(t)\theta]
\]
\[
\eta \triangleq [\theta^T \quad \beta^T]^T
\]
and after some straightforward calculations
\[
\left. \frac{\partial \varepsilon(t, \eta)}{\partial \theta_i} \right|_{\eta = \eta_0} = -H^{-1}(q^{-1}) \left. \frac{\partial H(q^{-1}; \eta)}{\partial \theta_i} \right|_{\eta = \eta_0} \varepsilon(t, \eta_0) - H^{-1}(q^{-1}) \frac{\partial}{\partial \theta_i} \phi^T(t)\theta
\]
\[
\left. \frac{\partial \varepsilon(t, \eta)}{\partial \beta_i} \right|_{\eta = \eta_0} = -H^{-1}(q^{-1}) \left. \frac{\partial H(q^{-1}; \eta)}{\partial \beta_i} \right|_{\eta = \eta_0} \varepsilon(t) - H^{-1}(q^{-1})\phi^T(t)e_i
\]
where \(e_i\) denotes the \(i\)th unit vector. (Note that \(\varepsilon(t, \eta_0) = e(t)\).) Clearly the gradient w.r.t. \(\theta\) will consist of two independent parts, one being a filtered input and the other filtered noise. The gradient w.r.t. \(\beta\) is independent of the input. To facilitate the forthcoming calculations, introduce the notation
\[
\varepsilon_\theta(t) \triangleq \left. \frac{\partial \varepsilon(t, \eta)}{\partial \theta} \right|_{\eta = \eta_0} = \varepsilon_\theta^u(t) + \varepsilon_\theta^\beta(t)
\]
\[
\varepsilon_\beta(t) \triangleq \left. \frac{\partial \varepsilon(t, \eta)}{\partial \beta} \right|_{\eta = \eta_0}
\]
In (A8.2.3) \(\varepsilon_\theta^u(t)\) denotes the part depending on the input. It is readily found from (A8.2.2a) that
\[
\varepsilon_\theta^u(t) = -H^{-1}(q^{-1})\tilde{\phi}^T(t)
\]
Introduce further the notation
\[
Q_{\theta \theta} \triangleq E\varepsilon_\theta^T(t)\Lambda^{-1}\varepsilon_\theta(t)
\]
\[
Q_{\theta \beta} \triangleq E(\varepsilon_\theta(t))\Lambda^{-1}\varepsilon_\beta(t)
\]
\[
Q_{\beta \theta} \triangleq E(\varepsilon_\beta(t))\Lambda^{-1}\varepsilon_\theta(t)
\]
\[
Q_{\beta \beta} \triangleq E\varepsilon_\beta^T(t)\Lambda^{-1}\varepsilon_\beta(t)
\]
\[
Q_{\theta \theta} \triangleq Q_{\theta \theta}^T
\]
\[
Q_{\beta \beta} \triangleq Q_{\beta \beta}^T\Lambda^{-1}\varepsilon_\beta(t)
\]
\[
Q_{\theta \theta} \triangleq Q_{\theta \theta}^T
\]
\[
Q_{\beta \beta} \triangleq Q_{\beta \beta}^T\Lambda^{-1}\varepsilon_\beta(t)
\]
\[
Q_{\theta \theta} \triangleq Q_{\theta \theta}^T
\]
\[
Q_{\beta \beta} \triangleq Q_{\beta \beta}^T\Lambda^{-1}\varepsilon_\beta(t)
\]
Then it follows from (8.37) that
\[
(P_{IV}^{opt})^{-1} = Q_{\theta \theta}^u
\]
Further, since the matrix


\[
\begin{pmatrix}
Q_{\theta \theta} & Q_{\theta \beta} \\
Q_{\beta \theta} & Q_{\beta \beta}
\end{pmatrix} = E \begin{pmatrix}
(e_{\theta}^T(t)) \\
\varepsilon_{\beta}^T(t)
\end{pmatrix} \Lambda^{-1} \begin{pmatrix}
(e_{\theta}^T(t)) & \varepsilon_{\beta}(t)
\end{pmatrix}
\]

is obviously nonnegative definite,

\[
\bar{Q} \geq 0
\]

(see Lemma A.3). The covariance matrix of the optimal prediction error estimates of the parameter vector \( \eta \) can be found from (7.72). Using the above notation it can be written as

\[
\text{cov} \left( \begin{pmatrix}
\hat{\theta} \\
\hat{\beta}
\end{pmatrix} \right)_{\text{PEM}} = \left( (P_{IV}^{\text{opt}})^{-1} + Q_{\theta \theta}^e Q_{\theta \beta} \
Q_{\beta \theta} \right)^{-1}
\]

(A8.2.8)

In particular, for the \( \hat{\theta} \) parameters (see Lemma A.3),

\[
P_{\text{PEM}} = [(P_{IV}^{\text{opt}})^{-1} + \bar{Q}]^{-1} \leq P_{IV}^{\text{opt}}
\]

(A8.2.9)

The inequality (A8.2.9) confirms the conjecture that the optimal prediction error estimate is (asymptotically) at least as accurate as an optimal IV estimate. It is also found that these two estimates have the same covariance matrix if and only if

\[
\bar{Q} = 0
\]

(A8.2.10)

A typical case when (A8.2.10) applies is when

\[
e_{\theta}^e(t) = 0
\]

(A8.2.11)

since then \( Q_{\theta \theta}^e = 0, Q_{\theta \beta} = 0 \). Note that using the filter \( \tilde{H} \) defined by (8.44b), the model structure (8.39) can be rewritten as

\[
A(q^{-1}; \theta)y(t) = B(q^{-1}; \theta)u(t) + A(q^{-1}; \theta)\tilde{H}(q^{-1}; \theta, \beta)e(t)
\]

(A8.2.12)

Hence the prediction error becomes

\[
e(t, \theta, \beta) = \tilde{H}^{-1}(q^{-1}; \theta, \beta)[y(t) - A^{-1}(q^{-1}; \theta)B(q^{-1}; \theta)u(t)]
\]

(A8.2.13)

from which it is easily seen that if the filter \( \tilde{H}(q^{-1}; \theta, \beta) \) does not depend on \( \theta \) then (A8.2.11) is satisfied. Hence in this case equality holds in (A8.2.9).

Complement C8.1
Yule–Walker equations

This complement will discuss, in two separate subsections, the Yule–Walker equation approach to estimating the AR parameters and the MA parameters of ARMA processes, and the relationship of this approach to the IV estimation techniques.
AR parameters

Consider the following scalar ARMA process:

\[ A(q^{-1})y(t) = C(q^{-1})e(t) \]  \hspace{1cm} (C8.1.1)

where

\[ A(q^{-1}) = 1 + a_1q^{-1} + \ldots + a_{na}q^{-na} \]
\[ C(q^{-1}) = 1 + c_1q^{-1} + \ldots + c_{nc}q^{-nc} \]
\[ Ee(t)e(s) = \lambda^2 \delta_{t,s} \]

According to the spectral factorization theorem it can be assumed that

\[ A(z)C(z) \neq 0 \quad \text{for } |z| \leq 1 \]

Let

\[ r_k \triangleq Ey(t)y(t-k) \quad k = 0, \pm 1, \pm 2, \ldots \]

Next note that

\[ EC(q^{-1})e(t)y(t-k) = 0 \quad \text{for } k > nc \]  \hspace{1cm} (C8.1.2)

Thus, multiplying both sides of (C8.1.1) by \( y(t-k) \) and taking expectations give

\[ r_k + a_1r_{k-1} + \ldots + a_{na}r_{k-na} = 0 \quad k = nc + 1, nc + 2, \ldots \]  \hspace{1cm} (C8.1.3)

This is a linear system in the AR parameters \( \{a_i\} \). The equations (C8.1.3) are often referred to as Yule–Walker equations. Consider the first \( m \) equations of (C8.1.3), which can be written compactly as

\[ Ra = -r \]  \hspace{1cm} (C8.1.4)

where \( m \geq na \), and

\[ a = (a_1 \ldots a_{na})^T \]
\[ r = (r_{nc+1} \ldots r_{nc+m})^T \]
\[ R = \begin{pmatrix} r_{nc} & \cdots & r_{nc+1-na} \\ \vdots & \ddots & \vdots \\ r_{nc+m-1} & \cdots & r_{nc+m-na} \end{pmatrix} \]

The matrix \( R \) has full rank. The proof of this fact can be found in Stoica (1981c) and Stoica, Söderström and Friedlander (1985).

The covariance elements of \( R \) and \( r \) can be estimated from the observations available, say \( \{y(1), \ldots, y(N)\} \). Let \( \hat{R} \) and \( \hat{r} \) denote consistent estimates of \( R \) and \( r \). Then \( \hat{a} \) obtained from
\[ \hat{R} \hat{a} = -\hat{r} \quad (C8.1.5) \]

is a consistent estimate of \( a \). There is some terminology associated with (C8.1.5):

- For \( m = na \), \( \hat{a} \) is called a minimal YWE (Yule–Walker estimate).
- For \( m > na \), the system is overdetermined and has to be solved in the least squares sense. Then, the estimate \( \hat{a} \) satisfying
  \[ \| \hat{R} \hat{a} + \hat{r} \|^2 = \min \]

is called an overdetermined YWE, and the one which satisfies
  \[ \| \hat{R} \hat{a} + \hat{r} \|^2_Q = \min \]

for some positive definite matrix \( Q \neq I \) is called a weighted overdetermined YWE.

Next note that a possible form for \( \hat{R} \) and \( \hat{r} \) in (C8.1.5) is the following:

\[
\hat{R} = \frac{1}{N} \sum_{t=1}^{N} \begin{pmatrix}
    y(t - nc - 1) & \vdots & y(t - 1) & \ldots & y(t - na)
  \end{pmatrix} = \begin{pmatrix}
    y(t - nc - m)
  \end{pmatrix}
\]

\[
\hat{r} = \frac{1}{N} \sum_{t=1}^{N} \begin{pmatrix}
    y(t - nc - 1) & \vdots & y(t - 1)
  \end{pmatrix} y(t) = \begin{pmatrix}
    y(t - nc - m)
  \end{pmatrix}
\]

The estimate \( \hat{a} \) corresponding to (C8.1.6) can be interpreted as an IV estimate (IVE). Indeed, (C8.1.1) can be rewritten as

\[ y(t) = -(y(t - 1) \ldots y(t - na))a + C(q^{-1})e(t) \]

and the IV estimation of the vector \( a \) using the following IV vector:

\[ z(t) = (-y(t - nc - 1) \ldots -y(t - nc - m))^T \]

leads precisely to (C8.1.5), (C8.1.6). Other estimators of \( \hat{R} \) and \( \hat{r} \) are asymptotically (as \( N \to \infty \)) equivalent to (C8.1.6) and therefore lead to estimates which are asymptotically equal to the IVE (C8.1.5), (C8.1.6). The conclusion is that the asymptotic properties of the YW estimators follow from the theory developed in Section 8.2 for IVMs. A detailed analysis for ARMA processes can be found in Stoica, Söderström and Friedlander (1985).

For pure AR processes it is possible also to obtain a simple formula for \( \lambda^2 \). We have

\[
\lambda^2 \triangleq E e^2(t) = E e(t) A(q^{-1}) y(t) = E e(t) y(t) = EA(q^{-1}) y(t) y(t) = r_0 + a_1 r_1 + \ldots + a_n a r_n
\]

\[ (C8.1.7) \]

Therefore consistent estimates of the parameters \( \{a_i\} \) and \( \{\lambda\} \) of an AR process can be obtained replacing \( \{r_i\} \) by sample covariances in

\[
\begin{pmatrix}
  r_0 & r_1 & \ldots & r_na \\
  r_1 & r_0 & \ldots & r_n-1 \\
  \vdots & \vdots & \ddots & \vdots \\
  r_na & r_n-1 & \ldots & r_0
\end{pmatrix}
\begin{pmatrix}
  1 \\
  a_1 \\
  \vdots \\
  a_n
\end{pmatrix}
= \begin{pmatrix}
  \lambda^2 \\
  0 \\
  \vdots \\
  0
\end{pmatrix}
\]

\[ (C8.1.8) \]
(cf. (C8.1.4), (C8.1.7)). It is not difficult to see that the estimate of \( a \) so obtained is, for large samples, equal to the asymptotically efficient least squares estimate of \( a \). A computationally efficient way of solving the system (C8.1.8) is presented in Complement C8.2, while a similar algorithm for the system (C8.1.4) is given in Complement C8.3.

**MA parameters**

As shown above, see (C8.1.3), the AR parameters of an ARMA satisfy a set of linear equations, called YW equations. The coefficients of these equations are equal to the covariances of the ARMA process. To obtain a similar set of equations for the MA parameters, let us introduce

\[
\gamma_k \triangleq \frac{1}{(2\pi)^2} \int_{-\pi}^{\pi} \frac{1}{\phi(\omega)} e^{i\omega k} d\omega
\]  

(C8.1.9)

where \( \phi(\omega) \) is the spectral density of the ARMA process (C8.1.1). \( \gamma_k \) is called the **inverse** covariance of \( y(t) \) at lag \( k \) (see e.g. Cleveland, 1972; Chatfield, 1979). It can also be viewed as the ordinary covariance of the ARMA process \( x(t) \) given by

\[
C(q^{-1})x(t) = A(q^{-1})\varepsilon(t) \quad E\varepsilon(t)\varepsilon(s) = \frac{1}{\lambda^2} \delta_{r,s}
\]  

(C8.1.10)

Note the inversion of the MA and AR parts. Indeed, \( x(t) \) defined by (C8.1.10) has the spectral density equal to \( 1/(2\pi)^2\phi(\omega) \) and therefore its covariances are \( \{\gamma_k\} \). It is now easy to see that the MA parameters \( \{c_i\} \) obey the so-called ‘inverse’ YW equations:

\[
\gamma_k + c_1\gamma_{k-1} + \ldots + c_{nc}\gamma_{k-nc} = 0 \quad k \geq na + 1
\]  

(C8.1.11)

To use these equations for estimation of \( \{c_i\} \) one must first estimate \( \{\gamma_k\} \). Methods for doing this can be found in Bhansali (1980). Essentially all these methods use some estimate of \( \phi(\omega) \) (either a nonparametric estimate or one based on high-order AR approximation) to approximate \( \{\gamma_k\} \) from (C8.1.9).

The use of long AR models to estimate the inverse covariances can be done as follows. First, fit a large-order, say \( n \), AR model to the ARMA sequence \( \{y(t)\} \):

\[
L(q^{-1})y(t) = w(t)
\]  

(C8.1.12)

where

\[
L(q^{-1}) = \hat{a}_0 + \hat{a}_1 q^{-1} + \ldots + \hat{a}_n q^{-n}
\]

and where \( w(t) \) are the AR model residuals. The coefficients \( \{a_i\} \) can be determined using the YW equations (C8.1.5). For large \( n \), the AR model (C8.1.12) will be a good description of the ARMA process (C8.1.1), and therefore \( w(t) \) will be close to a white noise of zero mean and unit variance. Since \( L \) in (C8.1.12) can be interpreted as an approximation to \( A/(C\lambda) \) in the ARMA equation, it follows that the closer the zeros of \( C \) are to the unit circle, the larger \( n \) has to be for (C8.1.12) to be a good approximation of the ARMA process (C8.1.1).

The discussion above implies that, for sufficiently large \( n \) a good approximation of the inverse spectral density function is given by
\[ 1/\hat{\phi}(\omega) = 2\pi|L(e^{j\omega})|^2 \]

which readily gives the following estimates for the inverse covariances:

\[ \hat{\gamma}_k = \sum_{i=0}^{n-k} \hat{\alpha}_i \hat{\alpha}_{i+k} \quad \text{(C8.1.13)} \]

Inserting (C8.1.13) into the inverse YW equations, one can obtain estimates of the MA parameters of the ARMA process.

It is interesting to note that the above approach to estimation of the MA parameters of an ARMA process is quite related to a method introduced by Durbin in a different way (see Durbin, 1959; Anderson, 1971).

### Complement C8.2

**The Levinson–Durbin algorithm**

Consider the following linear systems of equations with \( \{a_{k,i}\}_{i=1}^{k} \) and \( \sigma_k \) as unknowns:

\[
\begin{align*}
R_k \theta_k &= -r_k \\
q_0 + \theta_k^T r_k &= \sigma_k \\
\quad & \quad k = 1, \ldots, n \quad \text{(C8.2.1)}
\end{align*}
\]

where

\[
R_k = \begin{pmatrix} q_0 & q_1 & \cdots & q_{k-1} \\ q_1 & q_0 & \cdots & q_{k-2} \\ \vdots & \vdots & \ddots & \vdots \\ q_{k-1} & q_{k-2} & \cdots & q_0 \end{pmatrix},
\quad
r_k = \begin{pmatrix} q_1 \\ q_2 \\ \vdots \\ q_k \end{pmatrix},
\quad
\theta_k = (a_{k,1} \ldots a_{k,k})^T
\]

and where \( \{q_i\}_{i=0}^{k} \) are given. The matrices \( \{R_k\} \) are assumed to be nonsingular. Such systems of equations appear, for example, when fitting AR models of orders \( k = 1, 2, \ldots, n \) to given (or estimated) covariances \( \{q_i\} \) of the data by the YW method (Complement C8.1). In this complement a number of interesting aspects pertaining to (C8.2.1) are discussed. First it is shown that the parameters \( \{\theta_k, \sigma_k\}_{k=1}^{m} \) readily determine a Cholesky factorization of \( R_{m+1}^{-1} \). Next a numerically efficient algorithm, the so-called Levinson–Durbin algorithm (LDA), is presented for solving equations (C8.2.1). Finally some properties of the LDA and some of its applications will be given.

### Cholesky factorization of \( R_{m+1}^{-1} \)

Equations (C8.2.1) can be written in the following compact form:
\[
\begin{pmatrix}
1 & a_{m,1} & \cdots & a_{m,m} \\
\vdots & \ddots & \ddots & \vdots \\
0 & 1 & a_{1,1} & 0 \\
U_{m+1}^T & \ldots & \ldots & U_{m+1}
\end{pmatrix}
\begin{pmatrix}
\varrho_0 & \varrho_1 & \cdots & \varrho_m \\
\varrho_1 & \varrho_0 & \cdots & \varrho_{m-1} \\
\vdots & \vdots & \ddots & \vdots \\
\varrho_m & \varrho_{m-1} & \cdots & \varrho_0 \\
R_{m+1}
\end{pmatrix}
\begin{pmatrix}
1 & a_{m,1} & 1 & 0 \\
\vdots & \ddots & \ddots & \ddots \\
0 & \cdots & \ddots & \ddots \\
U_{m+1} & \ldots & \ldots & U_{m+1}
\end{pmatrix}
\]
(8.2.3)

\[
D_{m+1} = \begin{pmatrix}
\sigma_m & 0 \\
0 & \sigma_1 \\
0 & 0 \\
\varrho_0
\end{pmatrix}
\]

To see this, note first that (8.2.3) clearly holds for \( m = 1 \) since

\[
\begin{pmatrix}
1 & a_{1,1} \\
0 & 1
\end{pmatrix}
\begin{pmatrix}
\varrho_0 & \varrho_1 \\
\varrho_1 & \varrho_0
\end{pmatrix}
\begin{pmatrix}
1 & 0 \\
a_{1,1} & 1
\end{pmatrix}
= \begin{pmatrix}
\sigma_1 & 0 \\
0 & \varrho_0
\end{pmatrix}
\]

Next it will be shown that if (8.2.3) holds for \( m + 1 = k \), i.e.

\[U_k^T R_k U_k = D_k\]

then it also holds for \( m + 1 = k + 1\),

\[
U_{k+1}^T R_{k+1} U_{k+1} = \begin{pmatrix}
1 & \theta_k^T \\
0 & U_k^T
\end{pmatrix}
\begin{pmatrix}
\varrho_0 & r_k^T \\
r_k & R_k
\end{pmatrix}
\begin{pmatrix}
1 & 0 \\
\theta_k & U_k
\end{pmatrix}
= \begin{pmatrix}
\varrho_0 + \theta_k^T r_k & r_k^T + \theta_k^T R_k \\
U_k^T r_k & U_k^T R_k
\end{pmatrix}
\begin{pmatrix}
1 & 0 \\
\theta_k & U_k
\end{pmatrix}
= \begin{pmatrix}
\sigma_k & 0 \\
U_k^T r_k & U_k^T R_k
\end{pmatrix}
\begin{pmatrix}
1 & 0 \\
\theta_k & U_k
\end{pmatrix}
= \begin{pmatrix}
\sigma_k & 0 \\
U_k^T (r_k + R_k \theta_k) & U_k^T R_k U_k
\end{pmatrix}
= D_{k+1}
\]

which proves the assertion. Thus by induction, (8.2.3) holds for \( m = 1, 2, \ldots, n \).

Now, from (8.2.3),

\[
R_{m+1}^{-1} = U_{m+1} D_{m+1}^{-1} U_{m+1}^T
\]
(8.2.4)

which shows that \( U_{m+1} D_{m+1}^{-1/2} \) is the lower triangular Cholesky factor of the inverse covariance matrix \( R_{m+1} \).

The Levinson–Durbin algorithm

The following derivation of the Levinson–Durbin algorithm (LDA) relies on the Cholesky factorization above. For other derivations, see Levinson (1947), Durbin.
Introduce the following convention. If \( x = (x_1 \ldots x_n)^T \) then the reversed vector \((x_n \ x_{n-1} \ldots x_1)^T\) is denoted by \(x^R\). It can be readily verified that due to the Toeplitz structure of the matrices \(R_k\), equations (C8.2.1) give

\[
\theta_{k+1}^R = -R_{k+1}^{-1}r_{k+1}^R
\]  

(C8.2.5)

Inserting the factorization of \(R_{k+1}^{-1}\) (see (C8.2.4)) into (C8.2.5) gives

\[
\theta_{k+1}^R = -\begin{pmatrix} 1 & 0 \\ \theta_k & U_k \end{pmatrix} \begin{pmatrix} \sigma_k^{-1} & 0 \\ 0 & D_k^{-1} \end{pmatrix} \begin{pmatrix} 1 & \theta_k^R \\ 0 & U_k^T \end{pmatrix} \begin{pmatrix} q_{k+1} \\ r_k^R \end{pmatrix} \\
= -\frac{1}{\sigma_k} \begin{pmatrix} \frac{\theta_k^T}{\sigma_k} & \frac{\theta_k^R}{\sigma_k} \\ \theta_k^T & R_k^{-1} + \theta_k^T \theta_k^R/\sigma_k \end{pmatrix} \begin{pmatrix} q_{k+1} \\ r_k^R \end{pmatrix} \\
= \begin{pmatrix} 0 \\ -\theta_k(q_{k+1} + \theta_k^T r_k^R)/\sigma_k \\ \theta_k^2 - \theta_k^T r_k^R)/\sigma_k + \theta_k^R \end{pmatrix}
\]  

(C8.2.6)

Next note that making use of (C8.2.1), (C8.2.6) one can write

\[
\sigma_{k+1} = \sigma_0 + \theta_{k+1}^T r_{k+1} = \sigma_0 + (\theta_{k+1}^R)^T r_{k+1}^R
\]

\[
= \sigma_0 + a_{k+1,k+1} (\theta_k^R)^T + a_{k+1,k+1} \theta_k^R \begin{pmatrix} q_{k+1} \\ r_k^R \end{pmatrix} \\
= \sigma_0 + \begin{pmatrix} (\theta_k^R)^T r_k^R + a_{k+1,k+1} (q_{k+1} + \theta_k^R r_k^R) \\ -\sigma_k a_{k+1,k+1} \end{pmatrix} \\
= \sigma_k - a_{k+1,k+1}^2 \sigma_k
\]  

(C8.2.7)

It now follows from (C8.2.6) and (C8.2.7) that the following recursion, called the LDA, holds (for \( k = 1, \ldots, n - 1 \)):

\[
a_{k+1,k+1} = -(q_{k+1} + a_{k+1,k+1} q_k + \ldots + a_k q_1)/\sigma_k \\
a_{k+1,i} = a_{k,i} + a_{k+1,k+1} a_{k,k+1-i} \quad i = 1, \ldots, k
\]  

(C8.2.8)

with the initial values

\[
a_{1,1} = -q_1/\sigma_0 \\
\sigma_1 = \sigma_0 + q_1 a_{1,1} = \sigma_0 - q_1^2/\sigma_0 = \sigma_0(1 - a_{1,1}^2)
\]

Implementation of the LDA requires \(O(k)\) arithmetic operations at iteration \(k\). Thus, determination of \(\{\theta_k, \sigma_k\}_{k=1}^n\) requires \(O(n^2)\) operations. If the system of equations (C8.2.1) is treated using a standard routine not exploiting the Toeplitz structure, then \(O(k^3)\) arithmetic operations are required for determining \(\{\theta_k, \sigma_k\}\), leading to a total of
O(n^4) operations for computation of all \( \{\theta_k, \sigma_k\}_{k=1}^n \). Hence for large values of \( n \), the LDA will be much faster than a standard routine for solving linear systems.

Note that the LDA should be stopped if for some \( k, a_{k+1,k+1} = 1 \). In numerical calculations, however, such a situation is unlikely to occur. For more details on the LDA and its numerical properties see Cybenko (1980), Friedlander (1982).

It is worth noting that if only \( \theta_n \) and \( \sigma_n \) are required then the LDA can be further simplified. The so-called split Levinson algorithm, which determines \( \theta_n \) and \( \sigma_n \), is about twice faster than the LDA; see Delsarte and Genin (1986).

Some properties of the LDA

The following statements are equivalent:

(i) \( |a_{k,k}| < 1 \) for \( k = 1, \ldots, n \); and \( \varphi_0 > 0 \)

(ii) \( R_{n+1} > 0 \)

(iii) \( A_n(z) \triangleq 1 + a_{n,1}z + \ldots + a_{n,n}z^n \neq 0 \) for \( |z| \leq 1 \); and \( \varphi_0 > 0 \)

Proof. First consider the equivalence (i) \( \Leftrightarrow \) (ii). It follows from (C8.2.3) that

\[
\det R_{m+1} = \varphi_0 \prod_{k=1}^{m} \sigma_k
\]

which implies (since \( \det R_1 = \varphi_0 \)),

\[
\det R_{m+1} = \sigma_m \det R_m \quad m = 1, 2 \ldots
\]

Thus the matrix \( R_{n+1} \) is positive definite if and only if \( \varphi_0 > 0 \) and \( \sigma_k > 0 \), \( k = 1, \ldots, n \). However the latter condition is equivalent to (i).

Next consider the equivalence (i) \( \Leftrightarrow \) (iii). We make use of Rouché’s theorem to prove this equivalence. This theorem (see Pearson, 1974, p. 253) states that if \( f(z) \) and \( g(z) \) are two functions which are analytic inside and on a closed contour \( C \) and \( |g(z)| < |f(z)| \) for \( z \in C \), then \( f(z) \) and \( f(z) + g(z) \) have the same number of zeros inside \( C \). It follows from (C8.2.8) that

\[
A_{k+1}(z) = A_k(z) + a_{k+1,k+1}z^{k+1}A_k(z^{-1})
\]

where \( A_k(z) \) and \( A_{k+1}(z) \) are defined similarly to \( A_n(z) \). If (i) holds then, for \( |z| = 1 \),

\[
|A_k(z)| = |z^{k+1}A_k(z^{-1})| > |a_{k+1,k+1}z^{k+1}A_k(z^{-1})|
\]

Thus, according to Rouché’s theorem \( A_{k+1}(z) \) and \( A_k(z) \) have the same number of zeros inside the unit circle. Since \( A_1(z) = 1 + a_{1,1}z \) has no zero inside the unit circle when (i) holds, it follows that \( A_k(z), k = 1, \ldots, n \) have all their zeros strictly outside the unit disc.

Next assume that (iii) holds. This clearly implies \( |a_{n,n}| < 1 \). It also follows that

\[
A_{n-1}(z) \neq 0 \quad \text{for} \quad |z| \leq 1
\]

(C8.2.10)

For if \( A_{n-1}(z) \) has zeros within the unit circle, then Rouché’s theorem, (C8.2.9) and \( |a_{n,n}| < 1 \) would imply that \( A_n(z) \) also must have zeros inside the unit circle, which is
a contradiction. From (C8.2.10) it follows that $|a_{n-1,n-1}| < 1$, and we can continue in the same manner as above to show that (i) holds.

For more details on the above properties of the LDA and, in particular, their extension to the ‘boundary case’ in which $|a_{k,k}| = 1$ for some $k$, see Söderström and Stoica (1983), Stoica and Söderström (1985).

**Some applications of the LDA**

As discussed above, the LDA is a numerically efficient tool for:

- Computing the $UDU^T$ factorization of the inverse of some symmetric Toeplitz matrix $R_{n+1}$.
- Solving the linear systems of YW equations (C8.2.1) in AR model fitting.
- Testing whether a given sequence $\{\varrho_k\}_{k=0}^n$ is positive definite or not.

In the following we will show two other applications of the LDA.

**Reparametrization for stability**

For some optimization problems in system identification, the independent variables are coefficients of certain polynomials (see e.g. Chapter 7). Quite often these coefficients need to be constrained in the course of optimization to guarantee that the corresponding polynomial is stable. More specifically, let

$$A(z) = 1 + a_1 z + \ldots + a_n z^n$$

and

$$\mathcal{D} = \{\{a_i\}_{i=1}^n \mid A(z) \neq 0 \quad \text{for} \quad |z| \leq 1\}$$

It is required that $\{a_i\}$ belong to $\mathcal{D}$. To handle this problem it would be convenient to reparametrize $A(z)$ in terms of some new variables, say $\{\alpha_i\}_{i=1}^n$, which are such that when $\{\alpha_i\}$ span $\mathbb{R}^n$, the corresponding coefficients $\{a_i\}$ of $A(z)$ will span $\mathcal{D}$. Then the optimization could be carried out without constraint, with respect to $\{\alpha_i\}$. Such a reparametrization of $A(z)$ can be obtained using the LDA.

Let

$$\phi_k = \frac{1 - e^{\alpha_k}}{1 + e^{\alpha_k}} \quad k = 1, \ldots, n \quad \alpha_k \in \mathbb{R}$$

$$a_{k,k} = \phi_k \quad k = 1, \ldots, n$$

$$a_{k+1,i} = a_{k,i} + a_{k+1,k+1} a_{k,k+1-i} \quad i = 1, \ldots, k \quad \text{and} \quad k = 1, \ldots, n - 1$$

(cf. Jones (1980)). Note that the last equation above is the second one in the LDA (C8.2.8). When $\{a_k\}$ span $\mathbb{R}^n$, the $\{\phi_k\}$ span the interval $(-1, 1)$. Then the coefficients $\{a_{n,i}\}$ of $A_n(z)$ span $\mathcal{D}$, according to the equivalence (i) $\Leftrightarrow$ (iii) proved earlier in this complement.
Reparametrization for positive definiteness

Some problems in system identification need optimization with respect to covariance coefficients, say \( q_0, q_1, \ldots, q_n \) (see Söderström and Stoica, 1983; Goodwin and Payne, 1973; Stoica and Söderström, 1982b, for some examples). In the course of optimization \( \{q_i\} \) need to be constrained to make them belong to the following set:

\[
\mathcal{D} = \{ q_i | R_{n+1} > 0 \}
\]

Let

\[
\phi_k = \frac{1 - e^{\alpha_k}}{1 + e^{\alpha_k}} \quad k = 1, \ldots, n, \quad \alpha_k \in \mathcal{R}
\]

\[
a_{k,k} = \phi_k \quad k = 1, \ldots, n
\]

By rearranging the LDA it is possible to determine the sequence \( \{q_i\}_{i=0}^{n} \) corresponding to \( \{a_{k,k}\}_{k=1}^{n} \). The rearranged LDA runs as follows. For \( k = 1, \ldots, n - 1 \),

\[
\begin{align*}
q_{k+1} &= -\sigma_k a_{k+1,k+1} - a_{k,1} q_k - \cdots - a_{k,k} q_1 \\
q_{k+1} &= \sigma_k \left( 1 - a_{k+1,k+1}^2 \right) \\
a_{k+1,i} &= a_{k,i} + a_{k+1,k+1} a_{k,k+1-i} \quad i = 1, \ldots, k
\end{align*}
\]

(C8.2.11)

with initial values (setting the ‘scaling parameter’ \( q_0 \) to \( q_0 = 1 \))

\[
q_1 = -a_{1,1} \\
\sigma_1 = 1 - a_{1,1}^2
\]

When \( \{\alpha_k\} \) span \( \mathcal{R}^n \), the \( \{\phi_k = a_{k,k}\} \) span the interval \((-1, 1)\) and, therefore, \( \{q_i\} \) span \( \mathcal{D} \) (cf. the previous equivalence (i) \iff (ii)). Thus the optimization may be carried out without constraints with respect to \( \{a_i\} \).

Note that the reparametrizations in terms of \( \{a_{k,k}\} \) discussed above also suggest simple means for obtaining the nonnegative definite approximation of a given sequence \( \{q_0, \ldots, q_n\} \), or the stable approximant of a given \( A(z) \) polynomial. For details on these approximation problems we refer to Stoica and Moses (1987). Here we note only that to approach the second approximation problem mentioned above we need a rearrangement of the LDA which makes it possible to get the sequence \( \{a_{k,k}\}_{k=1}^{n} \) from a given sequence of coefficients \( \{a_{n,i}\}_{i=1}^{n} \). For this purpose, observe that (C8.2.9) implies

\[
z^{k+1} A_{k+1}(z^{-1}) = z^{k+1} A_k(z^{-1}) + \phi_{k+1} A_k(z) \quad (C8.2.12)
\]

Eliminating the polynomial \( z^{k+1} A_k(z^{-1}) \) from (C8.2.9) and (C8.2.12), (assuming that \( |\phi_{k+1}| \neq 1 \)),

\[
A_k(z) = \left[ A_{k+1}(z) - \phi_{k+1} z^{k+1} A_{k+1}(z^{-1}) \right] / (1 - \phi_{k+1}^2) \quad k = n - 1, \ldots, 1
\]

(C8.2.13)

or, equivalently

\[
a_{k,i} = (a_{k+1,i} - a_{k+1,k+1} a_{k+1,k+1-i}) / (1 - a_{k+1,k+1}^2) \quad i = 1, \ldots, k \quad k = n - 1, \ldots, 1
\]

(C8.2.14)
According to the equivalence (i) ⇔ (iii) proved above, the stability properties of the given polynomial \( A_n(z) \) are completely determined by the sequence \( \{ \phi_k = a_{k,k} \}_{k=1}^n \) provided by (C8.2.14). In fact, the backward recursion (C8.2.14) is one of the possible implementations of the Schur–Cohn procedure for testing the stability of \( A_n(z) \) (see Vieira and Kailath, 1977; Stoica and Moses, 1987, for more details on this interesting connection between the (backward) LDA and the Schur–Cohn test procedure).

**Complement C8.3**

**A Levinson-type algorithm for solving nonsymmetric Yule–Walker systems of equations**

Consider the following linear systems of equations with \( \{a_{n,i}\}_{i=1}^n \) as unknowns:

\[
R_n \theta_n = -\varrho_n \quad n = 1, 2, \ldots, M
\]  
(C8.3.1)

where

\[
\theta_n = (a_{n,1} \ldots a_{n,n})^T
\]

\[
R_n = \begin{pmatrix} r_m & r_{m-1} & \cdots & r_{m+n-1} \\ r_{m+1} & r_m & \cdots & r_{m+n-2} \\ \vdots & \vdots & \ddots & \vdots \\ r_{m+n-1} & r_{m+n-2} & \cdots & r_m \end{pmatrix}
\]

\[
\varrho_n = \begin{pmatrix} r_{m+1} \\ \vdots \\ \vdots \\ r_{m+n} \end{pmatrix}
\]

and where \( m \) is some fixed integer and \( \{r_i\} \) are given reals. Such systems of equations appear for example when determining the AR parameters of ARMA-models of orders \((1, m), (2, m), \ldots, (M, m)\) from the given (or estimated) covariances \( \{r_i\} \) of the data by the Yule–Walker method (see Complement C8.1).

By exploiting the Toeplitz structure of the matrix \( R_n \) it is possible to solve the systems (C8.3.1) in \( 3M^2 \) operations (see Trench, 1964; Zohar, 1969, 1974) (an operation is defined as one multiplication plus one addition). Note that use of a procedure which does not exploit the special structure of (C8.3.1) would require \( O(M^4) \) operations to solve for \( \theta_1, \ldots, \theta_M \). An algorithm is presented here which exploits not only the Toeplitz structure of \( R_n \) but also the specific form of \( \varrho_n \). This algorithm needs \( 2M^2 \) operations to provide \( \theta_1, \ldots, \theta_M \) and is quite simple conceptually. Faster algorithms for solving (C8.3.1), which require in the order of \( M(\log M)^2 \) operations, have been proposed recently (see Kumar, 1985). However, these algorithms impose some unnecessarily strong conditions on the sequence of \( \{r_i\} \). If these conditions (consisting of the non-singularity of some matrices (others than \( R_n \)) formed from \( \{r_i\} \)) are not satisfied, then the algorithms cannot be used.

Throughout this complement it is assumed that

\[
\det R_n \neq 0 \quad \text{for } n = 1, \ldots, M
\]  
(C8.3.2)

This is a minimal requirement if all \( \{\theta_n\}_{n=1}^M \) are to be determined. However, if only \( \theta_M \) is to be determined then it is only necessary to assume that \( \det R_M \neq 0 \). In such
cases condition (C8.3.2) is stronger than necessary (e.g. note that for \( r_m = 0 \) and \( r_{m-1}r_{m+1} \neq 0 \), \( \det R_2 \neq 0 \) while \( \det R_1 = 0 \)).

As a starting point, note the following nested structures of \( R_{n+1} \) and \( q_{n+1} \):

\[
R_{n+1} = \begin{pmatrix} R_n & \beta_n \\ \tilde{q}_n^T & r_m \end{pmatrix} = \begin{pmatrix} r_m & \tilde{\beta}_n^T \\ q_n & R_n \end{pmatrix}
\]

\[
q_{n+1} = \begin{pmatrix} q_n \\ r_{m+n+1} \end{pmatrix}
\]

where

\[
\beta_n = (r_{m-n} \ldots r_{m-1})^T
\]

and where the notation \( \tilde{x} = (x_n \ldots x_1)^T \) denotes the vector \( x = (x_1 \ldots x_n)^T \), i.e. with the elements in reversed order. Note also that

\[
\beta_{n+1} = \begin{pmatrix} r_{m-n-1} \\ \beta_n \end{pmatrix}
\]

Using Lemma A.2 and (C8.3.3)–(C8.3.5) above,

\[
\theta_{n+1} = -R_{n+1}^{-1}q_{n+1}
\]

\[
= -\left\{ \begin{pmatrix} I \\ 0 \end{pmatrix} R_n^{-1}(I 0) + \begin{pmatrix} -R_n^{-1}\beta_n \\ 1 \end{pmatrix}(-\tilde{q}_n^T R_n^{-1} 1)/(r_m - \tilde{q}_n^T R_n^{-1} \beta_n) \right\} \begin{pmatrix} q_n \\ r_{m+n+1} \end{pmatrix}
\]

\[
= \begin{pmatrix} \theta_n \\ 0 \end{pmatrix} - \frac{\alpha_n}{\sigma_n} \begin{pmatrix} \Delta_n \\ 1 \end{pmatrix}
\]

where

\[
\Delta_n \triangleq -R_n^{-1}\beta_n
\]

\[
\alpha_n \triangleq r_{m+n+1} - \tilde{q}_n^T R_n^{-1} q_n = r_{m+n+1} + \tilde{q}_n^T \theta_n
\]

\[
\sigma_n \triangleq r_m - \tilde{q}_n^T R_n^{-1} \beta_n = r_m + \tilde{q}_n^T \Delta_n
\]

An order update for \( \alpha_n \) does not seem possible. However, order recursions for \( \Delta_n \) and \( \sigma_n \) can be derived easily. Thus, from Lemma A.2 and (C8.3.3)–(C8.3.5),

\[
\Delta_{n+1} = -R_{n+1}^{-1}\beta_{n+1}
\]

\[
= -\left\{ \begin{pmatrix} 0 \\ I \end{pmatrix} R_n^{-1}(0 I) + \begin{pmatrix} 1 \\ -R_n^{-1} q_n \end{pmatrix}(1 - \tilde{\beta}_n^T R_n^{-1})/(r_m - \tilde{\beta}_n^T R_n^{-1} q_n) \right\} \begin{pmatrix} r_{m-n-1} \\ \beta_n \end{pmatrix}
\]

\[
\times \begin{pmatrix} \theta_n \\ \sigma_n \end{pmatrix}
\]

\[
= \begin{pmatrix} 0 \\ \Delta_n \end{pmatrix} - \frac{\mu_n}{\alpha_n} \begin{pmatrix} 1 \\ \theta_n \end{pmatrix}
\]
and

\[ \sigma_{n+1} = r_m - \tilde{Q}_{n+1}^T R_{n+1}^{-1} \tilde{\beta}_{n+1} = r_m + (r_{m+n+1} \tilde{Q}_{n}^T) \begin{pmatrix} 0 \\ \Delta_n \end{pmatrix} - \frac{\mu_n}{\tilde{\sigma}_n} \begin{pmatrix} 1 \\ \theta_n \end{pmatrix} \]

\[ = r_m + \tilde{Q}_{n}^T \Delta_n - \frac{\mu_n}{\tilde{\sigma}_n} (r_{m+n+1} \tilde{Q}_{n}^T \theta_n) = \sigma_n - \alpha_n \mu_n / \tilde{\sigma}_n \]

where

\[ \mu_n \triangleq r_{m-n-1} - \tilde{\beta}_n^T R_{n-1}^{-1} \tilde{\beta}_n = r_{m-n-1} + \tilde{\beta}_n^T \Delta_n \]

\[ \tilde{\sigma}_n \triangleq r_m - \tilde{\beta}_n^T R_{n-1}^{-1} Q_n \]

A simple order update formula for \( \mu_n \) does not seem to exist.

Next note the following readily verified property. Let \( x \) be an \((n|1)\) vector, and set

\[ y = R_n x \quad \text{(or } x = R_n^{-1} y) \]

Then

\[ \tilde{y} = R_n^T \tilde{x} \quad \text{(or } \tilde{x} = R_n^{-T} \tilde{y}) \]

This property implies that

\[ \tilde{\sigma}_n = r_m - Q_n^T R_{n-1}^{-1} \tilde{\beta}_n = r_m + Q_n^T \Delta_n = r_m + \tilde{Q}_n^T \Delta_n = \sigma_n \]

With this observation the derivation of the algorithm is complete. The algorithm is summarized in Table C8.3.1, for easy reference. Initial values for \( \theta, \Delta \) and \( \sigma \) are obtained from the definitions. The algorithm of Table C8.3.1 requires about \( 4n \) operations per iteration and thus a total of about \( 2M^2 \) operations to compute all \( \{\theta_n\}, \ n = 1, \ldots, M \).

Next observe that the algorithm (C8.3.6)–(C8.3.10) should be stopped if \( \sigma_n = 0 \) is obtained. Thus the algorithm works if and only if

\[ \sigma_n \neq 0 \quad \text{for } \ n = 1, \ldots, M - 1 \quad \text{and } r_m \neq 0 \]

(C8.3.11)

**TABLE C8.3.1** A Levinson-type algorithm for solving the nonsymmetric Toeplitz systems of equations (C8.3.1)

---

Initialize:

\[ \theta_1 = -r_{m+1}/r_m \]

\[ \Delta_1 = -r_{m-1}/r_m \]

\[ \sigma_1 = r_m(1 - \theta_1 \Delta_1) \]

For \( n = 1 \) to \((M - 1)\) put:

\[ \alpha_n = r_{m+n+1} + \tilde{Q}_n^T \theta_n \quad \text{(C8.3.6)} \]

\[ \mu_n = r_{m-n-1} + \tilde{\beta}_n^T \Delta_n \quad \text{(C8.3.7)} \]

\[ \theta_{n+1} = \begin{pmatrix} \theta_n \\ 0 \end{pmatrix} - \frac{\alpha_n}{\sigma_n} \begin{pmatrix} \Delta_n \\ 1 \end{pmatrix} \quad \text{(C8.3.8)} \]

\[ \Delta_{n+1} = \begin{pmatrix} 0 \\ \Delta_n \end{pmatrix} - \frac{\mu_n}{\sigma_n} \begin{pmatrix} 1 \\ \theta_n \end{pmatrix} \quad \text{(C8.3.9)} \]

\[ \sigma_{n+1} = \sigma_n - \alpha_n \mu_n / \sigma_n \quad \text{(C8.3.10)} \]
The condition above may be expected to be equivalent to (C.8.3.2). This equivalence is proved in the following.

Assume that (C.8.3.2) holds. Then the solutions \( \{\theta_n\}_{n=1}^M \) to (C.8.3.1) exist and

\[
R_{n+1} \begin{pmatrix} 1 & 0 \\ \theta_n & I \end{pmatrix} = \begin{pmatrix} r_m & \hat{\beta}_n^T \\ \theta_n & R_n \end{pmatrix} \begin{pmatrix} 1 & 0 \\ \theta_n & I \end{pmatrix} = \begin{pmatrix} \sigma_n & \hat{\beta}_n^T \\ 0 & R_n \end{pmatrix}
\]

which implies that

\[
det R_{n+1} \neq 0 \Rightarrow \{\sigma_n \neq 0 \text{ and } det R_n \neq 0\}
\]

From (C.8.3.13) it follows easily that (C.8.3.2) implies (C.8.3.11).

To prove the implication (C.8.3.11) \( \Rightarrow \) (C.8.3.2), observe that when (C.8.3.11) holds, \( \theta_1 \) exists. This implies that (C.8.3.12) holds for \( n = 1 \), which together with \( \sigma_1 \neq 0 \) implies that \( det R_2 \neq 0 \). Thus \( \theta_2 \) exists; and so on.

Note that under the condition (C.8.3.11) (or (C.8.1.2)) it also follows from (C.8.3.12) that

\[
\begin{pmatrix} 1 & \Delta_n^T \\ 0 & I \end{pmatrix} R_{n+1} \begin{pmatrix} 1 & 0 \\ \theta_n & I \end{pmatrix} = \begin{pmatrix} \sigma_n & 0 \\ 0 & R_n \end{pmatrix}
\]

This equation resembles a factorization equation which holds in the case of the Levinson–Durbin algorithm (see Complement C8.2).

It is interesting to note that for \( m = 0 \) and \( r_{-i} = r_i \), the algorithm above reduces to the LDA presented in Complement C8.2. Indeed, under the previous conditions the matrix \( R_n \) is symmetric and \( \beta_n = \tilde{\theta}_n \). Thus \( \Delta_n = \tilde{\theta}_n \) and \( \mu_n = \alpha_n \), which implies that the equations (C.8.3.7) and (C.8.3.9) in Table C8.3.1 are redundant and should be eliminated. The remaining equations are precisely those of the LDA.

In the case where \( m \neq 0 \) or/and \( r_{-i} \neq r_i \), the algorithm of Table C8.3.1 is more complex than the LDA, as might be expected. (In fact the algorithm (C.8.3.6)–(C.8.3.10) resembles more the multivariable version of the LDA (which will be discussed in Complement C8.6) than the scalar LDA.) To see this more clearly, introduce the notation

\[
A_n(z) \triangleq 1 + a_{n,1}z + \ldots + a_{n,n}z^n = 1 + (z \ldots z^n)\theta_n
\]

and

\[
B_n(z) \triangleq (1 \ldots z^{n-1})\Delta_n + z^n
\]

Then premultiplying (C.8.3.8) by \((z \ldots z^{n+1})\) and (C.8.3.9) by \((1 \ldots z^n)\) and adding respectively 1 and \(z^{n+1}\) to both sides of the resulting identities,

\[
A_{n+1}(z) = A_n(z) - \hat{k}_n z B_n(z)
\]

\[
B_{n+1}(z) = z B_n(z) - \hat{k}_n A_n(z)
\]

or equivalently

\[
\begin{pmatrix} A_{n+1}(z) \\ B_{n+1}(z) \end{pmatrix} = \begin{pmatrix} 1 & -\hat{k}_n \\ -\hat{k}_n & 1 \end{pmatrix} \begin{pmatrix} A_n(z) \\ z B_n(z) \end{pmatrix}
\]
where

$$\tilde{k}_n = \frac{\alpha_n}{\sigma_n}, \quad \tilde{k}_n = \frac{\mu_n}{\sigma_n},$$

According to the discussion preceding (C8.3.15), in the symmetric case the recursion (C8.3.16) reduces to

$$
\begin{pmatrix}
A_{n+1}(z) \\
\tilde{A}_{n+1}(z)
\end{pmatrix} =
\begin{pmatrix}
1 & -k_n \\
-k_n & 1
\end{pmatrix}
\begin{pmatrix}
A_n(z) \\
\tilde{A}_n(z)
\end{pmatrix}
$$

(C8.3.17)

where \( k_n = \alpha_n/\sigma_n = -a_{n+1,n+1} \) and where \( \tilde{A}_n(z) \) denotes the ‘reversed’ \( A_n(z) \) polynomial (compare with (C8.2.9)). Evidently (C8.3.17), which involves one sequence of scalars \( \{k_n\} \) and one sequence of polynomials \( \{A_n(z)\} \) only, is less complex than (C8.3.16). Note that \( \{k_n\} \) in the symmetric case are often called ‘reflection coefficients’, a term which comes from ‘reflection seismology’ applications of the LDA. By analogy, \( \tilde{k}_n \) and \( \tilde{k}_n \) in (C8.3.16) may also be called ‘reflection coefficients’.

Next, recall that in the symmetric case there exists a simple relation between the sequence of reflection coefficients \( \{k_n\} \) and the location of the zeros of \( A_n(z) \), namely: \( |k_p| < 1 \) for \( p = 1, \ldots, n \) if \( A_n(z) \neq 0 \) for \( |z| \leq 1 \) (see Complement C8.2). By analogy it might be thought that a similar result would hold in the nonsymmetric case. However, this does not seem to be true, as is illustrated by the following example.

**Example C8.3.1** Constraints on the nonsymmetric reflection coefficients and location of the zeros of \( A_n(z) \)

A straightforward calculation gives

\[
A_1(z) = 1 - \tilde{k}_0 z
\]

\[
B_1(z) = -\tilde{k}_0 + z
\]

and

\[
A_2(z) = 1 + (\tilde{k}_1 \tilde{k}_0 - \tilde{k}_0) z - \tilde{k}_1 z^2
\]

where

\[
\begin{align*}
\tilde{k}_0 &= r_{m+1}/r_m & \tilde{k}_0 &= r_{m-1}/r_m \\
\tilde{k}_1 &= (r_{m+2} - r_{m+1} \tilde{k}_0)/[r_m(1 - \tilde{k}_0 \tilde{k}_0)]
\end{align*}
\]

Thus \( A_2(z) \) has its roots outside the unit circle if and only if

\[
|\tilde{k}_1| < 1
\]

\[
\tilde{k}_1(1 - \tilde{k}_0) < 1 - \tilde{k}_0
\]

\[
\tilde{k}_1(1 + \tilde{k}_0) < 1 + \tilde{k}_0
\]

(C8.3.18)

Observe that in the symmetric case where \( \tilde{k}_i = \tilde{k}_i \equiv k_i \), the inequalities (C8.3.18) reduce to the known condition \( |k_n| < 1 \), \( |k_1| < 1 \). In the nonsymmetric case, however, in general \( \tilde{k}_i \neq k_i \) so that (C8.3.18) does not seem to reduce to a ‘simple’ condition on \( \tilde{k}_0 \), \( k_0 \) and \( \tilde{k}_1 \).
Consider a scalar difference equation of the form (8.1), (8.2) whose parameters are estimated using the IV method (8.13) with \( n_z = n_\theta \) and \( Q = I \). The covariance matrix of the parameter estimates so obtained is given by (8.30). Under the conditions introduced above, (8.30) simplifies to

\[
P_{IV} = \lambda^2 R^{-1}[EK(q^{-1})z(t)K(q^{-1})z^T(t)]R^{-T}
\]

where

\[
R = Ez(t)F(q^{-1})\tilde{q}^T(t) \quad K(q^{-1}) = H(q^{-1})F(q^{-1})
\]

(see (8.32)).

The covariance matrix \( P_{IV} \) depends on the noise shaping filter \( H(q^{-1}) \). If one tries to obtain optimal instruments \( \tilde{z}(t) \) by minimizing some suitable scalar or multivariable function of \( P_{IV} \) then in general the optimal \( \tilde{z}(t) \) will also depend on \( H(q^{-1}) \) (see e.g. (8.38)). In some applications this may be an undesirable feature which may prevent the use of the optimal instruments \( \tilde{z}(t) \).

A conceptually simple way of overcoming the above difficulty is to formulate the problem of accuracy optimization on a min-max basis. For example,

\[
\tilde{z}(t) = \arg \min_{z(t) \in C_z} \max_{H(q^{-1}) \in C_H} P_{IV} \tag{C8.4.1}
\]

where

\[
C_z = \{z(t) | \det R \neq 0\} \tag{C8.4.2a}
\]

\[
C_H = \{H(q^{-1}) | E[H(q^{-1})e(t)]^2 \leq \alpha\} \tag{C8.4.2b}
\]

for some given positive real \( \alpha \). It is clearly necessary to constrain the variance of the disturbance \( H(q^{-1})e(t) \), for example directly as in (C8.4.2b). Otherwise the inner optimization of (C8.4.1) would be meaningless. More exactly, without a constraint on the variance of the disturbance, the ‘worst’ covariance matrix given by the inner ‘optimization’ in (C8.4.1) would be of infinite magnitude. It is shown in Stoica and Söderström (1982c) that the min-max approach (C8.4.1), (C8.4.2) to the optimization of the accuracy of IV methods does not lead to a neat solution in the general case.

In the following the problem is reformulated by redefining the class \( C_H \) of feasible \( H(q^{-1}) \) filters. Specifically, consider

\[
C_H = \{H(q^{-1}) | |\hat{H}(e^{j\omega})|^2 \leq |\tilde{H}(e^{j\omega})|^2 \text{ for } \omega \in [-\pi, \pi]\} \tag{C8.4.3}
\]

where \( \hat{H}(e^{j\omega}) \) is some given suitable function of \( \omega \). The min-max problem (C8.4.1), (C8.4.3) can be solved easily. First, however, compare the conditions (C8.4.2b) and (C8.4.3) on \( H(q^{-1}) \). Let \( H(q^{-1}) \) be such that
\[ \frac{\lambda^2}{2\pi} \int_{-\pi}^{\pi} |\hat{H}(e^{i\omega})|^2 d\omega = \alpha \]

Then (C8.4.3) implies (C8.4.2b) since

\[ E[H(q^{-1}) e(t)]^2 = \frac{\lambda^2}{2\pi} \int_{-\pi}^{\pi} |H(e^{i\omega})|^2 d\omega \leq \frac{\lambda^2}{2\pi} \int_{-\pi}^{\pi} |\hat{H}(e^{i\omega})|^2 d\omega = \alpha \]

The converse is not necessarily true. There are filters \( H(q^{-1}) \) which satisfy (C8.4.2b) but whose magnitude \( |H(e^{i\omega})| \) takes arbitrarily large values at some frequencies, thus violating (C8.4.3). Thus the explicit condition in (C8.4.3) on \( H(q^{-1}) \) is more restrictive than the implicit condition in (C8.4.2b). This was to be expected since (C8.4.3) assumes a more detailed knowledge of the noise properties than does (C8.4.2b). However, these facts should not be seen as drawbacks of (C8.4.3). In applications, disturbances with arbitrarily large power at some frequencies are unlikely to occur. Furthermore, if there is no \textit{a priori} knowledge available on the noise properties then \( \hat{H} \) in (C8.4.3) can be set to

\[ \hat{H}(e^{i\omega}) = \beta \quad \omega \in (-\pi, \pi) \]  

(C8.4.4)

for some arbitrary \( \beta \). As will be shown, the result of the min-max optimization problem (C8.4.1), (C8.4.3), (C8.4.4) does not depend on \( \beta \).

Turn now to the min-max optimization problem (C8.4.1), (C8.4.3). Since the matrix

\[ E\hat{H}(q^{-1})F(q^{-1})z(t)\hat{H}(q^{-1})F(q^{-1})z^T(t) - EK(q^{-1})z(t)K(q^{-1})z^T(t) \]

\[ = \int_{-\pi}^{\pi} \left[ |\hat{H}(e^{i\omega})|^2 - |H(e^{i\omega})|^2 \right] |F(e^{i\omega})|^2 \phi_z(e^{i\omega}) d\omega \]

where \( \phi_z(e^{i\omega}) \) denotes the spectral density matrix of \( z(t) \), is nonnegative definite for all \( H(q^{-1}) \in C_H \), it follows that

\[ \hat{z}(t) = \arg \min_{z(t) \in C} \left\{ R^{-1} [E\hat{H}(q^{-1})F(q^{-1})z(t)\hat{H}(q^{-1})F(q^{-1)}z^T(t)] R^{-T} \right\} \]

This problem is of the same type as that treated in Section 8.2. It follows from (8.38) that

\[ \hat{z}(t) = \hat{H}^{-1}(q^{-1})\hat{\phi}(t) \quad \text{and} \quad F(q^{-1}) = \hat{H}^{-1}(q^{-1}) \]  

(C8.4.5)

The closer \( \hat{H}(q^{-1}) \) is to the true \( H(q^{-1}) \), the smaller are the estimation errors associated with the min-max optimal instruments and prefilter above.

Note that in the case of \( H(q^{-1}) \) given by (C8.4.4)

\[ \hat{z}(t) = \hat{\phi}(t) \quad F(q^{-1}) = 1 \]  

(C8.4.6)

(since the value of \( \beta \) is clearly immaterial). Thus (C8.4.6) are the min-max optimal instruments and prefilter when \textit{no a priori} knowledge on the noise properties is available (see also Wong and Polak, 1967; Stoica and Söderström, 1982c).

Observe, however, that (C8.4.6) assumes knowledge of the noise-free output (which enters via \( \hat{\phi}(t) \)). One way of overcoming this difficulty is to use a bootstrapping iterative procedure for implementation of the IVE corresponding to (C8.4.6). This procedure
should be fed with some initial values of the noise-free output (or equivalently of the system transfer function coefficients). Another non-iterative possibility to overcome the aforementioned difficulty associated with the implementation of the min-max optimal IVE corresponding to (C8.4.6) is described in Stoica and Nehorai (1987a).

For the extension of the min-max optimality results above to multivariable systems, see de Gooijer and Stoica (1987).

### Complement C8.5

**Optimally weighted extended IV method**

Consider the covariance matrix $P_{IV}$, (8.30), in the case of single-output systems ($ny = 1$). According to (8.32) the matrix $P_{IV}$ then takes the following more convenient form:

$$P_{IV} = \lambda^2 (R^TQR)^{-1} R^T Q SQR (R^TQR)^{-1}$$

where

$$S = EK(q^{-1})z(t)K(q^{-1})z^T(t)$$

$$K(q^{-1}) = H(q^{-1})F(q^{-1})$$

$$R = Ez(t)F(q^{-1})\psi^T(t) = Ez(t)F(q^{-1})\psi^T(t)$$

In Section 8.2 the following lower bound $P_{IV}^{opt}$ on $P_{IV}$ was derived:

$$P_{IV} \succcurlyeq \lambda^2 [EH^{-1}(q^{-1})\psi(t)H^{-1}(q^{-1})\psi^T(t)]^{-1} \triangleq P_{IV}^{opt}$$

(C8.5.1)

and it was shown that equality holds for

$$z(t) = H^{-1}(q^{-1})\psi(t) \quad (nz = n\theta)$$

$$F(q^{-1}) = H^{-1}(q^{-1})$$

$$Q = I$$

(see (8.36)–(8.38)). The IV estimate corresponding to the choices (C8.5.2) of the IV vector $z$, the prefilter $F$ and the weighting matrix $Q$ is the following:

$$\hat{\theta} = \left[ \sum_{r=1}^{N} H^{-1}(q^{-1})\psi(t)H^{-1}(q^{-1})\psi^T(t) \right]^{-1} \times \left[ \sum_{r=1}^{N} H^{-1}(q^{-1})\psi(t)H^{-1}(q^{-1})y(t) \right]$$

(C8.5.3)

Here the problem of minimizing the covariance matrix $P_{IV}$ of the estimation errors is approached in a different way. First the following lower bound on $P_{IV}$ is derived with respect to $Q$:

$$P_{IV} \succcurlyeq \lambda^2 (R^T S^{-1} R)^{-1} \triangleq \tilde{P}_{nz}$$
with equality for

$$Q = S^{-1}$$

**Proof.** It can be easily checked that

$$P_{IV} - \tilde{P}_{nz} = \lambda^2 [(R^T Q R)^{-1} R^T Q - (R^T S^{-1} R)^{-1} R^T S^{-1} R^T S^{-1}] S [(R^T Q R)^{-1} R^T Q$$

$$- (R^T S^{-1} R)^{-1} R^T S^{-1}]^T$$

Since $S > 0$, the result follows. \hfill \blacksquare

Next it is shown that if the IV vectors of dimension $nz$ and $nz + 1$ are nested so that

$$z_{nz+1}(t) = \begin{pmatrix} z_{nz}(t) \cr x \end{pmatrix} \quad \text{(C8.5.4)}$$

where $x$ (as well as $\psi$, $q$ and $\sigma$ below) denote some quantity whose exact expression is not important for the present discussion, then

$$\tilde{P}_{nz} \succeq \tilde{P}_{nz+1}$$

**Proof.** The nested structure (C8.5.4) of the IV vectors induces a similar structure on the matrices $R$ and $S$, say

$$R_{nz+1} = \begin{pmatrix} R_{nz} \\ \psi^T \end{pmatrix}$$

$$S_{nz+1} = \begin{pmatrix} S_{nz} & Q \\ Q^T & \sigma \end{pmatrix}$$

Thus, using the result of Lemma A.2,

$$\tilde{P}_{nz+1}^{-1} \triangleq (1/\lambda^2) (R_{nz+1}^T S_{nz+1}^{-1} R_{nz+1})^{-1} = (1/\lambda^2) (R_{nz}^T \psi) \begin{pmatrix} 1 \\ 0 \end{pmatrix} S_{nz}^{-1} (I \ 0) + \begin{pmatrix} S_{nz}^{-1} Q \\ -1 \end{pmatrix}$$

$$\times (\sigma - Q^T S_{nz}^{-1} Q)^{-1} (Q^T S_{nz}^{-1} - 1) \begin{pmatrix} R_{nz} \\ \psi^T \end{pmatrix}$$

$$= \tilde{P}_{nz}^{-1} + (1/\lambda^2) [R_{nz}^T S_{nz}^{-1} Q - \psi] [R_{nz}^T S_{nz}^{-1} Q - \psi]^T / (\sigma - Q^T S_{nz}^{-1} Q)$$

Since $S_{nz+1}$ is positive definite it follows from Lemma A.3 that $\sigma - Q^T S_{nz}^{-1} Q > 0$. Hence

$$\tilde{P}_{nz+1}^{-1} \succeq \tilde{P}_{nz}^{-1}$$

which completes the proof. \hfill \blacksquare
Thus, the positive definite matrices \( \{ \tilde{P}_{nz} \} \) form a monotonically nonincreasing sequence for \( nz = n\theta, n\theta + 1, n\theta + 2, \ldots \). In particular, this means that \( \tilde{P}_{nz} \) has a limit \( \tilde{P}_\infty \) as \( nz \to \infty \). In view of (8.36), this limiting matrix must be bounded below by \( P_{IV}^{opt} \):
\[
\tilde{P}_{nz} \geq P_{IV}^{opt} \quad \text{for all } nz
\]

(C8.5.5)

This inequality will be examined more closely, and in particular, conditions will be given under which the limit \( \tilde{P}_\infty \) equals the lower bound \( P_{IV}^{opt} \). The vector \( \tilde{q}(t) \) can be written (see Complement C5.1) as
\[
\tilde{q}(t) = \mathcal{J}(-B, A)\psi_u(t)
\]

(C8.5.6)

where \( \mathcal{J}(-B, A) \) is the Sylvester matrix associated with the polynomials \(-B(z)\) and \( A(z)\), and
\[
\psi_u(t) = \frac{1}{A(q^{-1})}(u(t - 1) \ldots u(t - na - nb))^T
\]

(C8.5.7)

The inequality (C8.5.5) can therefore be rewritten as
\[
R^TS^{-1}R \leq EH^{-1}(q^{-1})\tilde{q}(t)H^{-1}(q^{-1})\tilde{q}^T(t)
\]

\[
\Leftrightarrow \mathcal{J}(-B, A)[EF(q^{-1})\psi_u(t)z^T(t)][EK(q^{-1})z(t)K(q^{-1})z^T(t)]^{-1}
\]

\[
\times [Ez(t)F(q^{-1})\psi_u^T(t)]J^T(-B, A)
\]

\[
\leq \mathcal{J}(-B, A)[EH^{-1}(q^{-1})\psi_u(t)H^{-1}(q^{-1})\psi_u^T(t)]J^T(-B, A)
\]

or equivalently (since the matrix \( \mathcal{J}(-B, A) \) is nonsingular; see Lemma A.30),
\[
[EF(q^{-1})\psi_u(t)z^T(t)][EK(q^{-1})z(t)K(q^{-1})z^T(t)]^{-1}[Ez(t)F(q^{-1})\psi_u^T(t)]
\]

\[
\leq [EH^{-1}(q^{-1})\psi_u(t)H^{-1}(q^{-1})\psi_u^T(t)]
\]

(C8.5.8)

Assume that the prefilter is chosen as
\[
F(q^{-1}) = H^{-1}(q^{-1})
\]

(C8.5.9)

and set
\[
\tilde{q}(t) = H^{-1}(q^{-1})\psi_u(t)
\]

Then (C8.5.8) becomes
\[
[E\tilde{q}(t)z^T(t)][Ez(t)z^T(t)]^{-1}[Ez(t)\tilde{q}^T(t)] \leq E\tilde{q}(t)\tilde{q}^T(t)
\]

(C8.5.10)

(Note in passing that this inequality follows easily by generalizing Lemma A.4 to \( \dim \tilde{q} \neq \dim z \).) Assume further that there is a matrix \( M \) of dimension \( (na + nb)|nz \) such that
\[
\tilde{q}(t) = Mz(t) + x(t)
\]

(C8.5.11)

where
\[
E\|x(t)\|^2 \to 0 \quad \text{as } nz \to \infty
\]

Set
Instrumental variable methods

\[ R_x = Ez(t)z^T(t) \]
\[ R_{zx} = Ez(t)x^T(t) \]
\[ R_x = Ex(t)x^T(t) \]

Under the assumptions introduced above, the difference between the two sides of (C8.5.10) tends to zero as \( nz \to \infty \), as shown below.

\[
\begin{align*}
    [E\tilde{q}(t)\tilde{q}^{-T}(t)] - [E\tilde{q}(t)z^T(t)][Ez(t)z^T(t)]^{-1}[Ez(t)\tilde{q}^T(t)] \\
    = [MR_x M^T + MR_{zx} + R_{zx} M^T + R_x] \\
    - [MR_x + R_{zx} R_x^{-1} R_{zx}] \\
    = R_x - R_{zx} R_x^{-1} R_{zx} \\
    \to 0 \quad \text{as} \ nz \to \infty
\end{align*}
\] (C8.5.12)

Here it has been assumed implicitly that \( R_x^{-1} \) remains bounded when \( nz \) tends to infinity. This is true under weak conditions (cf. Complement C5.2). The conclusion to draw from (C8.5.12) is that under the assumptions (C8.5.9), (C8.5.11),

\[
\lim_{nz \to \infty} \tilde{p}_{nz} = p_{11}^{opt} \quad \text{(C8.5.13)}
\]

Consider now the assumption (C8.5.11). According to the previous assumption (C8.5.4) on the nested structure of \( z(t) \), it is reasonable to choose the instruments as

\[
z(t) = L(q^{-1}) \begin{pmatrix} u(t - 1) \\ \vdots \\ u(t - nz) \end{pmatrix} \quad \text{(C8.5.14)}
\]

where \( L(q^{-1}) \) is an asymptotically stable and invertible filter. It will be shown that \( z(t) \) given by (C8.5.14) satisfies (C8.5.11). Define \( M(q^{-1}) \) and \( \{m_j\} \) by

\[
M(q^{-1}) = \sum_{j=0}^{\infty} m_j q^{-j} \triangleq 1/(A(q^{-1})H(q^{-1})L(q^{-1}))
\]

and set

\[
M = \begin{pmatrix} m_0 & m_1 & \cdots & m_{nz-1} \\ m_0 & m_1 & \cdots & m_{nz-2} \\ \vdots & \vdots & \ddots & \vdots \\ 0 & \cdots & \cdots & m_0 \end{pmatrix}
\]

\((na + nb)|nz)\quad \text{(C8.5.15)}

Then

\[
\tilde{q}(t) = M(q^{-1})z(t) = Mz(t) + x(t)
\]

where the \( i \)th element of \( x(t) \) is given by
\[
    x_i(t) = \sum_{k=nz-i+1}^{\infty} m_k L(q^{-1}) u(t - i - k) \quad i = 1, \ldots, n\theta = na + nb
\]

Since \( M(q^{-1}) \) is asymptotically stable by assumption, it follows that \( m_k \) converges exponentially to zero as \( k \to \infty \). Combining this observation with the expression above for \( x_i(t) \), it is seen that (C8.5.11) holds for \( z(t) \) given by (C8.5.14).

In the calculation leading to (C8.5.13) it was an essential assumption that the prefilter was chosen as in (C8.5.9). When \( F(q^{-1}) \) differs from \( H^{-1}(q^{-1}) \) there will in general be strict inequality in (C8.5.5), even when \( nz \) tends to infinity. As an illustration consider the following simple case:

\[
    F(q^{-1}) = 1 +fq^{-1} \quad 0 < |f| < 1
\]

\[
    H(q^{-1}) = 1
\]

\( u(t) \) is white noise of unit variance

\[
    z(t) = \frac{1}{1 +fq^{-1}} (u(t-1) \ldots u(t-nz))^T
\]

\( na = 0 \quad nb = 1; \quad \hat{\phi}(t) = u(t-1) \)

In this case

\[
    R = E z(t) F(q^{-1}) u(t-1) = \begin{pmatrix}
    1 - f^2 \\
    f \\
    0 \\
    \vdots \\
    0
\end{pmatrix}
\]

\[
    S = I
\]

and for \( nz \geq 2 \),

\[
    \tilde{P}_{nz} = \lambda^2 (R^T S^{-1} R)^{-1} = \frac{\lambda^2}{(1 - f^2)^2 + f^2} = \frac{\lambda^2}{1 - f^2(1 - f^2)} \quad \text{(C8.5.16)}
\]

\[
    > \lambda^2 = P^\text{opt}_{IV}
\]

The discussion so far can be summarized as follows. The IV estimate obtained by solving, in the least squares sense, the following overdetermined system of equations

\[
    S^{-1/2} \left[ \sum_{i=1}^{N} z(t) F(q^{-1}) \phi(t) \right] \tilde{\theta} = S^{-1/2} \left[ \sum_{i=1}^{N} z(t) F(q^{-1}) y(t) \right] \quad \text{(C8.5.17)}
\]

has asymptotic covariance matrix equal to \( \tilde{P}_{nz} \). Furthermore, the asymptotic accuracy of \( \tilde{\theta} \) improves with increasing \( nz \), and for a sufficiently large \( nz \) the estimate \( \tilde{\theta} \) and the optimal IV estimate (C8.5.3) are expected to have comparable accuracies. Note that in (C8.5.17) the prefilter \( F \) should be taken as \( F(q^{-1}) = H^{-1}(q^{-1}) \) and the IV vector \( z \) should be of the form (C8.5.14).
The estimate \( \hat{\theta} \) is called the optimally weighted extended IV estimate. Both (C8.5.3) and (C8.5.17) rely on knowledge of the noise shaping filter \( H(q^{-1}) \). As in the case of (C8.5.3), replacement of \( H(q^{-1}) \) in (C8.5.17) by a consistent estimate will not worsen the asymptotic accuracy (for \( N \to \infty \)) (provided \( nz \) does not increase too fast compared to \( N \)).

The main difference between the computational burdens associated with (C8.5.3) and (C8.5.17) lies in the following operations.

For (C8.5.3):
- Computation of the optimal IV vector \( \{ H^{-1}(q^{-1})\hat{\varphi}(t) \}_{t=1}^{N} \), which needs \( O(N) \) operations. Also, some stability tests on the filters which enter in \( \hat{\varphi}(t) \) are needed to prevent the elements of \( \hat{\varphi}(t) \) from exploding. When those filters are unstable they should be replaced by some stable approximants.

For (C8.5.17):
- Computation of the matrix \( S \) from the data, which needs \( O(nz \times N) \) arithmetic operations. Note that for the IV vector \( z(t) \) given by (C8.5.14), the matrix \( S \) is Toeplitz and symmetric. In particular this means that the inverse square root matrix \( S^{-1/2} \) can be computed from \( S \) in \( O(nz^2) \) operations using an efficient algorithm such as the Levinson–Durbin algorithm described in Complement C8.2.
- Creating and solving an overdetermined system of \( nz \) equations with \( n\theta \) unknowns. Comparing this with the task of creating and solving a square system of \( n\theta \) equations, which is associated with (C8.5.3), there is a difference of about \( O(nz^2) + O(nz \cdot N) \) operations (for \( nz \gg na \)).

Thus from a computational standpoint the IV estimate (C8.5.17) may be less attractive than (C8.5.3). However, (C8.5.17) does not need a stable estimate of the system transfer function \( B(q^{-1})/A(q^{-1}) \), as does (C8.5.3). Furthermore, in the case of pure time series models where there is no external input signal, the optimal IV estimate (C8.5.3) cannot be applied; while the IV estimate (C8.5.17) can be used after some minor adaptations.

Some results on the optimally weighted extended IV estimate (C8.5.17) in the case of ARMA processes are reported in Stoica, Söderström and Friedlander (1985) and Stoica, Friedlander and Söderström (1985b). For dynamic systems with exogenous inputs there is as yet no experience in using this IV estimator.

**Complement C8.6**

*The Whittle–Wiggins–Robinson algorithm*

The Whittle–Wiggins–Robinson algorithm (WWRA) is the extension to the multivariate case of the Levinson–Durbin algorithm discussed in Complement C8.2. To motivate the need for this extension, consider the following problem.

Let \( y(t), t = 1, 2, 3, \ldots, \) be an \( ny \)-dimensional stationary stochastic process. An autoregressive model (also called a linear prediction model) of order \( n \) of \( y(t) \) will have the form

\[
y(t) = -A_{n,1}y(t - 1) - \ldots - A_{n,n}y(t - n) + \varepsilon_n(t)
\]
where \( \{A_{n,i}\} \) are \((ny\times ny)\) matrices and \(\varepsilon_n(t)\) is the prediction error (of order \(n\)) at time instant \(t\). The matrix coefficients \(\{A_{n,i}\}\) of the least squares predictor minimize the covariance matrix of the (forward) prediction errors

\[
Q_n = E\varepsilon_n(t)\varepsilon_n^T(t)
\]

and are given by (C7.3.6):

\[
\Theta \triangleq (A_{n,1} \ldots A_{n,n}) = -\{Ey(t)\varphi^T(t)\}[E\varphi(t)\varphi^T(t)]^{-1}
\]

where \(\varphi^T(t) = (y^T(t - 1) \ldots y^T(t - n))\). The corresponding minimal value of \(Q_n\) is

\[
Q_n = E[y(t) + \Theta\varphi(t)][y^T(t) + \varphi^T(t)\Theta]
\]

\[
= Ey(t)y^T(t) + \Theta E\varphi(t)y^T(t)
\]

Let

\[
R_k = Ey(t)y^T(t - k) \quad k = 0, 1, 2, \ldots
\]

denote the covariance of \(y(t)\) at lag \(k\). Note that \(R_{-k} = R_k^T\). The equations (C8.6.1), (C8.6.2) can be written as

\[
\begin{pmatrix}
R_0 & R_1 & \ldots & R_{n-1} \\
R_1 & R_0 & \ldots & \vdots \\
\vdots & \ddots & \ddots & R_1 \\
R_{-(n-1)} & \ldots & R_1 & R_0
\end{pmatrix}
= -(R_1 \ldots R_n)
\]

(C8.6.3)

and

\[
Q_n = R_0 + A_{n,1}R_{-1} + \ldots + A_{n,n}R_{-n}
\]

which can be rearranged in a single block-Toeplitz matrix equation

\[
(I \ A_{n,1} \ldots A_{n,n})
\begin{pmatrix}
R_0 & R_1 & \ldots & R_n \\
R_{-1} & \vdots & \ddots & \vdots \\
\vdots & \ddots & \ddots & R_1 \\
R_{-n} \ldots R_{-1} & R_0
\end{pmatrix}
= Q_n \begin{pmatrix} 0 & \ldots & 0 \end{pmatrix}
\]

(C8.6.4)

This Yule–Walker system of equations is the multivariate extension to that treated in Complement C8.2 (see equation (C8.2.1)).

The algorithm

An efficient solution to (C8.6.4) was presented by Whittle (1963) and Wiggins and Robinson (1966). Here the derivation of the WWRA follows Friedlander (1982). Note that there is no need to maintain the assumption that \(\{R_i\}\) are theoretical (or sample) covariances. Such an assumption is not required when deriving the WWRA. It was used above only to provide a motivation for a need to solve linear systems of the type
(C8.6.3). In the following it is assumed only that \( R_k = R_k^T \) for \( k = 0, 1, 2, \ldots \), and that the (symmetric) matrices \( \Gamma_{n-1} \) are nonsingular such that (C8.6.3) has a unique solution for all \( n \) of interest.

Efficient computation of the prediction coefficients \( \{A_{n,i}\} \) involves some auxiliary quantities. Define \( \{B_{n,i}\} \) and \( S_n \) by

\[
(B_{n,n} \ldots B_{n,1} \quad I) \Gamma_n = (0 \ldots 0 \quad S_n)
\]  \hfill (C8.6.5)

where \( \Gamma_n \) was introduced in (C8.6.4). These quantities can be given the following interpretation. Consider the backward prediction model

\[
y(t) + B_{n,1} y(t + 1) + \ldots + B_{n,n} y(t + n) = \tilde{\varepsilon}(t)
\]

Minimizing the covariance matrix of the backward prediction errors

\[
S_n = E \tilde{\varepsilon}(t) \tilde{\varepsilon}(t)^T
\]

with respect to the matrix coefficients \( \{B_{n,i}\} \) will lead precisely to (C8.6.5); note the similarity to (C8.6.4), which gives the optimal forward prediction coefficients.

The WWRA computes the solution of (C8.6.4) recursively in \( n \). Assume that the \( n \)-th order solution is known. Introduce

\[
P_n = R_{n+1} + A_{n,1} R_n + \ldots + A_{n,n} R_1
\]  \hfill (C8.6.6)

and note that

\[
P_n = R_{n+1} + \Theta \begin{pmatrix} R_n \\ \vdots \\ R_1 \end{pmatrix} = R_{n+1} - (R_1 \ldots R_n) \Gamma_{n-1}^{-1} \begin{pmatrix} R_n \\ \vdots \\ R_1 \end{pmatrix}
\]

\[
= \begin{pmatrix} R_{-(n+1)} - (R_n \ldots R_1) \Gamma_{n-1}^{-1} \begin{pmatrix} R_n \\ \vdots \\ R_1 \end{pmatrix} \end{pmatrix}^T
\]  \hfill (C8.6.7)

\[
= \begin{pmatrix} R_{-(n+1)} + (B_{n,n} \ldots B_{n,1}) \begin{pmatrix} R_n \\ \vdots \\ R_1 \end{pmatrix} \end{pmatrix}^T
\]

Combining (C8.6.4)–(C8.6.7) gives

\[
\begin{pmatrix} I & A_{n,1} \ldots A_{n,n} & 0 \\ 0 & B_{n,n} \ldots B_{n,1} & I \end{pmatrix} \Gamma_{n+1} = \begin{pmatrix} Q_n & 0 \ldots 0 & P_n \\ P_n^T & 0 \ldots 0 & S_n \end{pmatrix}
\]  \hfill (C8.6.8)

The \( (n + 1) \)-th order solutions satisfy

\[
\begin{pmatrix} I & A_{n+1,1} \ldots A_{n+1,n+1} & A_{n+1,n+1} \\ B_{n+1,1} \ldots B_{n+1,n+1} & I \end{pmatrix} \Gamma_{n+1} = \begin{pmatrix} Q_{n+1} & 0 \ldots 0 & 0 \\ 0 & 0 \ldots 0 & S_{n+1} \end{pmatrix}
\]  \hfill (C8.6.9)

(see (C8.6.4), (C8.6.5)). Therefore the idea is to modify (C8.6.8) so that zeros occur in the positions occupied by \( P_n \) and \( P_n^T \). This can be done by a simple linear transformation of (C8.6.8):
\[
\begin{pmatrix}
I & -P_nS_n^{-1} \\
-P_n^TQ_n^{-1} & I
\end{pmatrix}
\begin{pmatrix}
I & A_{n,1} & \ldots & A_{n,n} & 0 \\
0 & B_{n,n} & \ldots & B_{n,1} & I
\end{pmatrix}
\Gamma_{n+1}
= \begin{pmatrix}
Q_n - P_nS_n^{-1}P_n^T & 0 & \ldots & 0 \\
0 & 0 & \ldots & S_n - P_n^TQ_n^{-1}P_n
\end{pmatrix}
\]  

(C8.6.10)

where \(Q_n\) and \(S_n\) are assumed to be nonsingular. (Note from (C8.6.13) below that the nonsingularity of \(Q_n\) and \(S_n\) for \(n = 1, 2, \ldots\) is equivalent to the nonsingularity of \(\Gamma_n\) for \(n = 1, 2, \ldots\).) Assuming that \(\Gamma_n\) is nonsingular, it follows from (C8.6.9), (C8.6.10) that, for \(n = 1, 2, \ldots\),

\[
\begin{pmatrix}
I & A_{n+1,1} & \ldots & A_{n+1,n} & A_{n+1,n+1} \\
B_{n+1,n+1} & B_{n+1,n} & \ldots & B_{n+1,1} & I
\end{pmatrix}
\begin{pmatrix}
I & -P_nS_n^{-1} \\
-P_n^TQ_n^{-1} & I
\end{pmatrix}
\begin{pmatrix}
I & A_{n,1} & \ldots & A_{n,n} & 0 \\
0 & B_{n,n} & \ldots & B_{n,1} & I
\end{pmatrix}
\]

\[
Q_{n+1} = Q_n - P_nS_n^{-1}P_n^T \\
S_{n+1} = S_n - P_n^TQ_n^{-1}P_n
\]  

(C8.6.11)

The initial values for the recursion are the following:

\[
A_{1,1} = -R_1R_0^{-1} \quad B_{1,1} = -R_1^TR_0^{-1} \\
Q_1 = R_0 + A_{1,1}R_1^T \quad S_1 = R_0 + B_{1,1}R_1
\]

(or equivalently, \(Q_0 = R_0, S_0 = R_0, P_0 = R_1\)). The quantities

\[
\tilde{K}_{n+1} = P_nS_n^{-1} \quad \tilde{K}_n = Q_n^{-1}P_n
\]

are the so-called reflection coefficients (also called partial correlation coefficients).

To write the WWR recursion (C8.6.11) in a more compact form, introduce the following matrix polynomials:

\[
A_n(z) = I + A_{n,1}z + \ldots + A_{n,n}z^n \\
B_n(z) = B_{n,n} + B_{n,n-1}z + \ldots + B_{n,1}z^{n-1} + Iz^n
\]

Postmultiplying (C8.6.11) by \((I \quad Iz \ldots Izn+1)^T\),

\[
\begin{pmatrix}
A_{n+1}(z) \\
B_{n+1}(z)
\end{pmatrix}
= \begin{pmatrix}
I & -\tilde{K}_{n+1} \\
-\tilde{K}_n^T & I
\end{pmatrix}
\begin{pmatrix}
A_n(z) \\
zB_n(z)
\end{pmatrix}
\]

These recursions induce a lattice structure, as depicted in Figure C8.6.1, for computing the polynomials \(A_n(z)\) and \(B_n(z)\).

The upper output of the \(k\)th lattice section is the \(k\)th-order predictor polynomial \(A_k(z)\). Thus, the WWR provides not only the \(n\)th-order solution \(A_n(z)\), but also all
the lower-order solutions $A_k(z)$, $k = 0, \ldots, n$, which can be quite useful in some applications.

**Cholesky factorization of $\Gamma_n^{-1}$**

Introduce the following notation:

$$
U = \begin{pmatrix}
I & A_{n,1} & \cdots & A_{n,n} \\
 & I & \cdots & A_{n-1,n-1} \\
 & & \ddots & \vdots \\
 & & & I \\
 & & & A_{1,1}
\end{pmatrix}
$$

Using the defining property of $\{A_{k,i}\}$ it can be verified that

$$
UT_n = \begin{pmatrix}
Q_n & 0 \\
0 & Q_1 \\
X & R_0
\end{pmatrix} \tag{C8.6.12}
$$

where $X$ denotes elements whose exact expressions are not important for this discussion. From (C8.6.12) and the fact that $UT_nU^T$ is a symmetric matrix it follows immediately that
\[ UT_n U^T = \begin{pmatrix} Q_n & 0 \\ \vdots & \ddots & \vdots \\ 0 & Q_1 & R_0 \end{pmatrix} \tag{C8.6.13} \]

The implications of this result are important. It shows that:

\[ \{ \Gamma_n > 0 \} \iff \{ R_0 > 0 \text{ and } Q_i > 0 \text{ for } i = 1, \ldots, n \} \]

The implication ‘\(\Rightarrow\)’ is immediate. Indeed, if \( \Gamma_n > 0 \) then \( U \) exists; hence (C8.6.13) holds, which readily implies that \( R_0 > 0 \) and \( Q_i > 0 \), \( i = 1, \ldots, n \). To prove the implication ‘\(\Leftarrow\)’, assume that \( R_0 > 0 \) and \( Q_i > 0 \) for \( i = 1, \ldots, n \). Since \( R_0 > 0 \) it follows that \( A_{1,1} \) exists; thus the factorization (C8.6.13) holds for \( n = 1 \). Combining this observation with the fact that \( Q_1 > 0 \), it follows that \( \Gamma_1 > 0 \). Thus \( A_{2,1} \) and \( A_{2,2} \) exist; and so on.

It also follows from (C8.6.13) that if \( \Gamma_n > 0 \) then the matrix

\[ UT \begin{pmatrix} Q_n^{-1/2} & 0 \\ \vdots & \ddots & \vdots \\ 0 & Q_1^{-1/2} & R_0^{-1/2} \end{pmatrix} \]

is a block lower-triangular Cholesky factor of \( \Gamma_n^{-1} \). Note that since the matrix \( U \) is triangular it can be efficiently inverted to produce the block-triangular Cholesky factor of the covariance matrix \( \Gamma_n \).

Similarly, it can be shown that the matrix coefficients \( \{ B_{n,i} \} \) provide a block upper-triangular Cholesky factorization of \( \Gamma_n^{-1} \). To see this, define

\[ V = \begin{pmatrix} I & \vdots & \vdots & \vdots \\ B_{1,1} & I & \vdots & \vdots \\ \vdots & \vdots & \ddots & \vdots \\ B_{n,n} & B_{n,n-1} & \ldots & B_{n,1} & I \end{pmatrix} \]

Following the arguments leading to (C8.6.13) it can be readily verified that

\[ VT_n V^T = \begin{pmatrix} R_0 & 0 \\ \vdots & S_1 & \ddots & \vdots \\ 0 & \vdots & \ddots & S_n \end{pmatrix} \tag{C8.6.14} \]

which concludes the proof of the assertion made above. Similarly to the preceding result, it follows from (C8.6.14) that

\[ \{ \Gamma_n > 0 \} \iff \{ R_0 > 0 \text{ and } S_i > 0 \text{ for } i = 1, \ldots, n \} \]

**Some properties of the WWRA**

The following statements are equivalent:
(i) $\Gamma_n > 0$
(ii) $R_0 > 0$ and $Q_i > 0$ for $i = 1, \ldots, n$
(iii) $R_0 > 0$ and $S_i > 0$ for $i = 1, \ldots, n$
(iv) $R_0 > 0$, $Q_n > 0$ and $\det A_n(z) \neq 0$ for $|z| \leq 1$

**Proof.** The equivalences (i) $\iff$ (ii) and (i) $\iff$ (iii) were proved in the previous subsection.

Consider the equivalence (i) $\iff$ (iv). Introduce the notation

$$A_c = \begin{pmatrix} -A^T_{n,1} & I & 0 \\ \vdots & \ddots & \vdots \\ -A^T_{n,n} & 0 & \ldots & 0 \end{pmatrix}$$

Note that $A_c$ is a block companion matrix associated with the polynomial $A_n(z)$. It is well known that $\det (z^n A_n(z^{-1}))$ is the characteristic polynomial of $A_c$ (see e.g. Kailath, 1980). Hence $\det A_n(z)$ has all its roots outside the unit circle if and only if all the eigenvalues of $A_c$ lie strictly within the unit circle. Let $\lambda$ denote an arbitrary eigenvalue of $A_c$ and let

$$\mu = \begin{pmatrix} \mu_1 \\ \vdots \\ \mu_n \end{pmatrix} \neq 0$$

be an associated eigenvector, where $\mu_i$ are $ny$-vectors. Thus

$$A_c \mu = \lambda \mu$$

or in a more detailed form,

$$\mu_2 - A^T_{n,1} \mu_1 = \lambda \mu_1$$
$$\vdots$$
$$\mu_n - A^T_{n,n-1} \mu_1 = \lambda \mu_{n-1}$$
$$-A^T_{n,n} \mu_1 = \lambda \mu_n$$

(C8.6.15)

It is easy to see that $\mu \neq 0$ implies $\mu_1 \neq 0$. For if $\mu_1 = 0$ then it follows from (C8.6.15) that $\mu = 0$. The set of equations (C8.6.15) can be written more compactly as

$$\begin{pmatrix} \mu \\ 0 \end{pmatrix} = \begin{pmatrix} I \\ \Theta^T \end{pmatrix} \mu_1 + \lambda \begin{pmatrix} 0 \\ \mu \end{pmatrix}$$

(C8.6.16)

Recall from (C8.6.1) that $\Theta = (A_{n,1} \ldots A_{n,n})$. It follows from (C8.6.16), (C8.6.4) and the Toeplitz structure of $\Gamma_n$ that

$$\mu^* \Gamma_{n-1} \mu = (\mu^* \ 0) \Gamma_n \begin{pmatrix} \mu \\ 0 \end{pmatrix}$$

$$= \{\mu^* (I \ \Theta) + \lambda^* (0 \ \mu^*)\} \Gamma_n \left\{ \left( \begin{pmatrix} I \\ \Theta^T \end{pmatrix} \mu_1 + \lambda \begin{pmatrix} 0 \\ \mu \end{pmatrix} \right) \right\}$$

$$= \mu_1^* Q_n \mu_1 + |\lambda|^2 \mu^* \Gamma_{n-1} \mu$$
(where the asterisk denotes the transpose complex conjugate). Thus,

$$|\lambda|^2 = 1 - \frac{\mu_1^* Q_n \mu_1}{\mu_1^* \Gamma_{n-1} \mu} \quad \text{(C8.6.17)}$$

Since $\Gamma_n > 0$ implies $\Gamma_{n-1} > 0$ and $Q_n > 0$, it follows from (C8.6.17) that $|\lambda| < 1$, and the proof of the implication (i) \(\Rightarrow\) (iv) is concluded.

To prove the implication (iv) \(\Rightarrow\) (i), consider the following AR model associated with $A_n(z)$:

$$A_n(q^{-1})x(t) = w(t) \quad \text{(C8.6.18)}$$

where $Ew(t)w^T(s) = Q_n \delta_{t,s}$. Note that $Q_n$ is a valid covariance matrix by assumption. Since the AR equation above is stable by assumption, $x(t)$ can be written as an infinite moving average in $w(t)$,

$$x(t) = w(t) + C_1 w(t-1) + C_2 w(t-2) + \ldots$$

which implies that

$$Ew(t)x^T(t) = Q_n \quad \text{(C8.6.19)}$$

$$Ew(t)x^T(t-k) = 0 \quad \text{for } k \geq 1$$

Let $\{R_k^x\}$ denote the covariance sequence of $x(t)$,

$$R_k^x = Ex(t)x^T(t-k)$$

With (C8.6.19) in mind, postmultiply (C8.6.18) by $x^T(t-k)$ for $k = 0, 1, 2, \ldots$ and take expectations to get

$$R_0^x + A_{n,1} R_{-1}^x + \ldots + A_{n,n} R_{-n}^x = Q_n \quad \text{(C8.6.20a)}$$

$$(A_{n,1} \ldots A_{n,n}) \Gamma_{n-1}^x = -(R_1^x \ldots R_n^x) \quad \text{(C8.6.20b)}$$

and

$$R_{n+k}^x = -A_{n,1} R_{n+k-1}^x \ldots -A_{n,n} R_k^x \quad k \geq 1 \quad \text{(C8.6.20c)}$$

where $\Gamma_{n-1}^x$ is defined similarly to $\Gamma_{n-1}$. The solution $\{R_0^x \ldots R_n^x\}$ of (C8.6.20a, b), for given $\{A_{n,i}\}$ and $Q_n$, is unique. To see this, assume that there are two solutions to (C8.6.20a, b). These two solutions lead through (C8.6.20c) to two different infinite covariance sequences associated with the same (AR) process, which is impossible.

Next recall that $\{A_{n,i}\}$ in (C8.6.20a, b) are given by (C8.6.4). With this in mind, it is easy to see that the unique solution of (C8.6.20a, b) is given by

$$R_k^x = R_k \quad k = 0, \ldots, n \quad \text{(C8.6.21)}$$

This concludes the proof.

**Remark 1.** Note that the condition $Q_n > 0$ in (iv) is really necessary. That is to say, it is not implied by the other conditions of (iv). To see this, consider the following first-order bivariate autoregression:
\[ A_1(q^{-1})y(t) = \begin{pmatrix} e(t) \\ e(t) \end{pmatrix} \]

where

\[ A_1(q^{-1}) = I + A_{1,1}q^{-1} = \begin{pmatrix} 1 + aq^{-1} & aq^{-1} \\ 0 & 1 + aq^{-1} \end{pmatrix}; \ |a| < 1 \]

\[ Ee(t)e(s) = \delta_{t,s} \]

Let \( R_k = E(y(t)y^T(t-k)) \). Some straightforward calculations give

\[ R_0 = \frac{1}{(1-a^2)^3} \begin{pmatrix} 1 + a^2 & 1 - a^2 \\ 1 - a^2 & (1 - a^2)^2 \end{pmatrix} \]

which is positive definite. Furthermore, by the consistency properties of the Yule–Walker estimates, the solution of \((C.8.6.3)\) for \( n = 1 \) is given by \( A_{1,1} \) above. The corresponding \( A_1(z) \) polynomial (see above) is stable by construction. Thus, two of the conditions in (iv) (the first and third) are satisfied. However, the matrix \( \Gamma_1 \) is not positive definite (it is only positive semidefinite) as can be seen, for example from the fact that

\[ (I \ A_{1,1})\Gamma_1 \begin{pmatrix} I \\ A_{1,1}^T \end{pmatrix} = E \begin{pmatrix} e(t) \\ e(t) \end{pmatrix} \begin{pmatrix} e(t) & e(t) \end{pmatrix} = \begin{pmatrix} 1 & 1 \\ 1 & 1 \end{pmatrix} = Q_1 \]

is singular. Note that for the case under discussion the second condition of (iv) (i.e. \( Q_1 > 0 \)) is not satisfied.

\[ \Box \]

**Remark 2.** It is worth noting from the above proof of the implication (iv) \( \Rightarrow \) (i), that the following result of independent interest holds:

If \( \Gamma_n > 0 \) then the autoregression \((C.8.6.18)\), where \( \{A_{n,i}\} \) and \( Q_n \) are given by \((C.8.6.4)\), matches the given covariance sequence \( \{R_0, \ldots, R_n\} \) exactly

\[ \Box \]

It is now shown that the conditions (ii) and (iii) above are equivalent to requiring that some matrix reflection coefficients (to be defined shortly) have singular values less than one. This is a direct generalization of the result presented in Complement C.8.2 for the scalar case.

For \( Q_n > 0 \) and \( S_n > 0 \), define

\[ K_{n+1} = Q_n^{-1/2}P_nS_n^{-1/2} \quad (C.8.6.22) \]

The matrix square root \( Q^{1/2} \) of the symmetric positive definite matrix \( Q \) is defined by

\[ Q^{1/2}(Q^{1/2})^T = Q^{1/2}Q^{1/2} = Q \]

Then

\[ Q_{n+1} = Q_n^{1/2}(I - K_{n+1}K_{n+1}^T)Q_n^{1/2} \quad (C.8.6.23) \]

\[ S_{n+1} = S_n^{1/2}(I - K_{n+1}K_{n+1}^T)S_n^{1/2} \quad (C.8.6.24) \]

(cf. \((C.8.6.11)\)). Let \( \sigma_{n+1} \) denote the maximum singular value of \( K_{n+1} \). Clearly (ii) or (iii) imply
\{ R_0 > 0 \text{ and } \sigma_i < 1, \; i = 1, \ldots, n \} \tag{C8.6.25}

Using a simple inductive reasoning it can be shown that the converse is also true. If \( R_0 = Q_0 = S_0 > 0 \) and \( \sigma_1 < 1 \), then (C8.6.23), (C8.6.24) give \( Q_1 > 0 \) and \( S_1 > 0 \), which together with \( \sigma_2 < 1 \) give \( Q_2 > 0 \) and \( S_2 > 0 \), and so on. Thus, the proof that the statements (i), (ii) or (iii) above are equivalent to (C8.6.25) is complete.

The properties of the WWRA derived above are analogous to those presented in Complement C8.2 for the (scalar) Levinson–Durbin algorithm, and therefore they may find applications similar to those described there.
Chapter 9

RECURSIVE IDENTIFICATION METHODS

9.1 Introduction

In recursive (also called on-line) identification methods, the parameter estimates are computed recursively in time. This means that if there is an estimate \( \hat{\theta}(t) \) based on data up to time \( t - 1 \), then \( \hat{\theta}(t) \) is computed by some 'simple modification' of \( \hat{\theta}(t - 1) \). The counterparts to on-line methods are the so-called off-line or batch methods, in which all the recorded data are used simultaneously to find the parameter estimates. Various off-line methods were studied in Chapters 4, 7 and 8.

Recursive identification methods have the following general features:

- They are a central part of adaptive systems (used, for example, for control or signal processing) where the (control, filtering, etc.) action is based on the most recent model.
- Their requirement on primary memory is quite modest, since not all data are stored.
- They can be easily modified into real-time algorithms, aimed at tracking time-varying parameters.
- They can be the first step in a fault detection algorithm, which is used to find out whether the system has changed significantly.

Most adaptive systems, for example adaptive control systems (see Figure 9.1), are based (explicitly or implicitly) on recursive identification. Then a current estimated model of the process is available at all times. This time-varying model is used to determine the parameters of the (also time-varying) regulator. In this way the regulator will be dependent on the previous behavior of the process (through the information flow: process \( \rightarrow \) model \( \rightarrow \) regulator). If an appropriate principle is used to design the regulator then the regulator should adapt to the changing characteristics of the process.

As stated above, a recursive identification method has a small requirement on primary memory since only a modest amount of information is stored. This amount will not increase with time.

There are many variants of recursive identification algorithms designed for systems with time-varying parameters. For such algorithms the parameter estimate \( \hat{\theta}(t) \) will not converge as \( t \) tends to infinity, even for time-invariant systems, since the algorithm is made to respond to process changes and disregards information from (very) old data points.

Fault detection schemes can be used in several ways. One form of application is failure
diagnosis, where it is desired to find out on-line whether the system malfunctions. Fault detection is also commonly used with real-time identification methods designed for handling abrupt changes of the system. When such a change occurs it should be noticed by the fault detection algorithm. The identification algorithm should then be modified so that previous data points have less effect upon the current parameter estimates.

Many recursive identification methods are derived as approximations of off-line methods. It may therefore happen that the price paid for the approximation is a reduction in accuracy. It should be noted, however, that the user seldom chooses between off-line and on-line methods, but rather between different off-line methods or between different on-line methods.

## 9.2 The recursive least squares method

To illustrate the derivation of recursive algorithms, there follows a very simple example.

### Example 9.1 Recursive estimation of a constant

Consider the model

\[ y(t) = b + e(t) \]

where \( e(t) \) denotes a disturbance of variance \( \lambda^2 \).

In Example 4.4 it was shown that the least squares estimate of \( \theta = b \) is the arithmetic mean,

\[ \hat{\theta}(t) = \frac{1}{t} \sum_{s=1}^{t} y(s) \]  \hspace{1cm} (9.1)

This expression can be reformulated as a recursive algorithm. Some straightforward calculations give
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\[ \hat{\theta}(t) = \frac{1}{t} \left[ \sum_{s=1}^{t-1} y(s) + y(t) \right] = \frac{1}{t} [(t - 1) \hat{\theta}(t - 1) + y(t)] \]
\[ = \hat{\theta}(t - 1) + \frac{1}{t} [y(t) - \hat{\theta}(t - 1)] \] (9.2)

The result is quite appealing. The estimate of \( \theta \) at time \( t \) is equal to the previous estimate (at time \( t - 1 \)) plus a correction term. The correction term is proportional to the deviation of the ‘predicted’ value \( \hat{\theta}(t - 1) \) from what is actually observed at time \( t \), namely \( y(t) \). Moreover, the prediction error is weighted by the factor \( 1/t \), which means that the magnitude of the changes of the estimate will decrease with time. Instead, the old information as condensed in the estimate \( \hat{\theta}(t - 1) \) will become more reliable.

The variance of \( \hat{\theta}(t) \) is given, neglecting a factor of \( \lambda^2 \), by
\[ P(t) = (\Phi^T \Phi)^{-1} = \frac{1}{t} \quad \Phi^T = (1 \ldots 1) \quad (1 | t) \] (9.3)
(see Lemma 4.2). The algorithm (9.2) can be complemented with a recursion for \( P(t) \). From (9.3) it follows that
\[ P^{-1}(t) = t = P^{-1}(t - 1) + 1 \]
and hence
\[ P(t) = \frac{1}{P^{-1}(t - 1) + 1} = \frac{P(t - 1)}{1 + P(t - 1)} \] (9.4)

To start the formal discussion of the recursive least squares (RLS) method, consider the scalar system (dim \( y = 1 \)) given by (7.2). Then the parameter estimate is given by
\[ \hat{\theta}(t) = \left[ \sum_{s=1}^{t} \varphi(s) \varphi^T(s) \right]^{-1} \left[ \sum_{s=1}^{t} \varphi(s)y(s) \right] \] (9.5)
(cf. (4.10) or (7.4)). The argument \( t \) has been used to stress the dependence of \( \hat{\theta} \) on time. The expression (9.5) can be computed in a recursive fashion. Introduce the notation
\[ P(t) = \left[ \sum_{s=1}^{t} \varphi(s) \varphi^T(s) \right]^{-1} \] (9.6)
Since trivially
\[ P^{-1}(t) = P^{-1}(t - 1) + \varphi(t) \varphi^T(t) \] (9.7)
it follows that
\[ \hat{\theta}(t) = P(t) \left[ \sum_{s=1}^{t-1} \varphi(s)y(s) + \varphi(t)y(t) \right] \]
\[ = P(t)[P^{-1}(t - 1) \hat{\theta}(t - 1) + \varphi(t)y(t)] \]
\[ = \hat{\theta}(t - 1) + P(t) \varphi(t)[y(t) - \varphi^T(t) \hat{\theta}(t - 1)] \]
Thus

\[ \dot{\theta}(t) = \dot{\theta}(t - 1) + K(t)\varepsilon(t) \quad (9.8a) \]

\[ K(t) = P(t)\varphi(t) \quad (9.8b) \]

\[ \varepsilon(t) = y(t) - \varphi^T(t)\dot{\theta}(t - 1) \quad (9.8c) \]

Here the term \( \varepsilon(t) \) should be interpreted as a prediction error. It is the difference between the measured output \( y(t) \) and the one-step-ahead prediction \( \hat{y}(t|t - 1; \dot{\theta}(t - 1)) = \varphi^T(t)\dot{\theta}(t - 1) \) of \( y(t) \) made at time \( t - 1 \) based on the model corresponding to the estimate \( \dot{\theta}(t - 1) \). If \( \varepsilon(t) \) is small, the estimate \( \dot{\theta}(t - 1) \) is ‘good’ and should not be modified very much. The vector \( K(t) \) in (9.8b) should be interpreted as a weighting or gain factor showing how much the value of \( \varepsilon(t) \) will modify the different elements of the parameter vector.

To complete the algorithm, (9.7) must be used to compute \( P(t) \) which is needed in (9.8b). However, the use of (9.7) needs a matrix inversion at each time step. This would be a time-consuming procedure. Using the matrix inversion lemma (Lemma A.1), however, (9.7) can be rewritten in a more useful form. Then an updating equation for \( P(t) \) is obtained, namely

\[ P(t) = P(t - 1) - P(t - 1)\varphi(t)\varphi^T(t)P(t - 1)/[1 + \varphi^T(t)P(t - 1)\varphi(t)] \quad (9.9) \]

Note that in (9.9) there is now a scalar division (a scalar inversion) instead of a matrix inversion. The algorithm consisting of (9.8)–(9.9) can be simplified further. From (9.8b), (9.9),

\[ K(t) = P(t - 1)\varphi(t) - P(t - 1)\varphi(t)\varphi^T(t)P(t - 1)\varphi(t)/[1 + \varphi^T(t)P(t - 1)\varphi(t)] \]

\[ = P(t - 1)\varphi(t)/[1 + \varphi^T(t)P(t - 1)\varphi(t)] \quad (9.10) \]

This form for \( K(t) \) is more convenient to use for implementation than (9.8b). The reason is that the right-hand side of (9.10) must anyway be computed in the updating of \( P(t) \) (see (9.9)).

The derivation of the recursive LS (RLS) method is now complete. The RLS algorithm consists of (9.8a), (9.8c), (9.9) and (9.10). The algorithm also needs initial values \( \dot{\theta}(0) \) and \( P(0) \). For convenience the choice of these quantities is discussed in the next section.

For illustration, consider what the general algorithm (9.8)–(9.10) becomes in the simple case discussed in Example 9.1. The equation (9.9) for \( P(t) \) becomes, since \( \varphi(t) \equiv 1 \),

\[ P(t) = P(t - 1) - \frac{P^2(t - 1)}{1 + P(t - 1)} = \frac{P(t - 1)}{1 + P(t - 1)} \]

which is precisely (9.4). Thus

\[ P(t) = K(t) = 1/t \]

(cf. (9.8b)). Moreover, (9.8a, c) give
\[ \hat{\theta}(t) = \hat{\theta}(t - 1) + \frac{1}{t} [y(t) - \hat{\theta}(t - 1)] \]

which coincides with (9.2).

### 9.3 Real-time identification

This section presents some modifications of the recursive LS algorithm which are useful for tracking time-varying parameters. Then we may speak about ‘real-time identification’. When the properties of the process may change (slowly) with time, the recursive algorithm should be able to track the time-varying parameters describing such a process.

There are two common approaches to modifying the recursive LS algorithm to a real-time method:

- Use of a forgetting factor.
- Use of a Kalman filter as a parameter estimator.

A third possibility is described in Problem 9.10.

**Forgetting factor**

The approach in this case is to change the loss function to be minimized. Let the modified loss function be

\[ V_r(\theta) = \sum_{s=1}^{t} \lambda^{t-s} \varepsilon^2(s) \tag{9.11} \]

The loss function used earlier had \( \lambda = 1 \) (see Chapters 4 and 7 and Example 9.1) but now it contains the **forgetting factor** \( \lambda \), a number somewhat less than 1 (for example 0.99 or 0.95). This means that with increasing \( t \) the measurements obtained previously are discounted. The smaller the value of \( \lambda \), the quicker the information in previous data will be forgotten. One can rederive the RLS method for the modified criterion (9.11) (see problem 9.1). The calculations are straightforward. The result is given here since a recursive prediction error method is presented in Section 9.5 for which the recursive LS method with a forgetting factor will be a special case.

The modified algorithm is

\[
\begin{align*}
\hat{\theta}(t) &= \hat{\theta}(t - 1) + K(t)\varepsilon(t) \\
\varepsilon(t) &= y(t) - \varphi^T(t)\hat{\theta}(t - 1) \\
K(t) &= P(t)\varphi(t) = P(t - 1)\varphi(t)/[\lambda + \varphi^T(t)P(t - 1)\varphi(t)] \\
\lambda &= \{P(t - 1) - P(t - 1)\varphi(t)\varphi^T(t)P(t - 1)/[\lambda + \varphi^T(t)P(t - 1)\varphi(t)]\}/\lambda
\end{align*}
\tag{9.12}
\]
Kalman filter as a parameter estimator

Assuming that the parameters are constant, the underlying model

\[ y(t) = \varphi^T(t)\theta + e(t) \]  

(9.13)

can be described as a state space equation

\[
\begin{align*}
    x(t + 1) &= x(t) \\
    y(t) &= \varphi^T(t)x(t) + e(t)
\end{align*}
\]  

(9.14a)

(9.14b)

where the ‘state vector’ \( x(t) \) is given by

\[ x(t) = (a_1 \ldots a_{na} \ b_1 \ldots b_{nb})^T = \theta \]  

(9.15)

The optimal state estimate \( \hat{x}(t + 1) \) can be computed as a function of the output measurements \( y(1), \ldots, y(t) \). This estimate is given by the Kalman filter (see Section B.7 for a brief discussion). Note that usually the Kalman filter is presented for state space equations whose matrices may be time varying but do not depend on the data. The latter condition fails in the case of (9.14) since \( \varphi(t) \) depends on data up to (and inclusive of) the time \( t - 1 \). However, it can be shown that also in such cases the Kalman filter provides the optimal (mean square) estimate of the system state vector (see Ho, 1963, Bohlin, 1970, and Åström and Wittenmark, 1971 for details).

Applying the Kalman filter to the state model (9.14) will give precisely the basic recursive LS algorithm. One way of modifying the algorithm so that time-varying parameters can be tracked better is to change the state equation (9.14a) to

\[ x(t + 1) = x(t) + v(t) \quad E(v(t)v^T(s)) = R_1 \delta_{t,s} \]  

(9.16)

This means that the parameter vector is modeled as a random walk or a drift. The covariance matrix \( R_1 \) can be used to describe how fast the different components of \( \theta \) are expected to vary. Applying the Kalman filter to the model (9.16), (9.14b) gives the following recursive algorithm:

\[
\begin{align*}
    \hat{\theta}(t) &= \hat{\theta}(t - 1) + K(t)e(t) \\
    e(t) &= y(t) - \varphi^T(t)\hat{\theta}(t - 1) \\
    K(t) &= P(t)\varphi(t) = P(t - 1)\varphi(t)[1 + \varphi^T(t)P(t - 1)\varphi(t)] \\
    P(t) &= P(t - 1) - P(t - 1)\varphi(t)\varphi^T(t)P(t - 1)[1 + \varphi^T(t)P(t - 1)\varphi(t)] + R_1
\end{align*}
\]  

(9.17)

Observe that for both algorithms (9.12) and (9.17) the basic method has been modified so that \( P(t) \) will no longer tend to zero. In this way \( K(t) \) also is prevented from decreasing to zero. The parameter estimates will therefore change continually.

In the algorithm (9.12) \( \lambda \) is a design variable to be chosen by the user. The matrix \( R_1 \) in the algorithm (9.17) has a role similar to that of \( \lambda \) in (9.12). These design variables should be chosen by a trade-off between alertness and ability to track time variations of the parameters (which requires \( \lambda \) ‘small’ or \( R_1 \) ‘large’) on the one hand, and good
convergence properties and small variances of the estimates for time-invariant systems (which requires λ close to 1 or R₁ close to 0) on the other. Note that the algorithm (9.17) offers more flexibility than (9.12) does, since the whole matrix R₁ can be set by the user. It is for example possible to choose it to be a diagonal matrix with different diagonal elements. This choice of R₁ may be convenient for describing different time variations for the different parameters.

**Initial values**

The Kalman filter interpretation of the RLS algorithm is useful in another respect. It provides suggestions for the choice of the initial values \( \hat{\theta}(0) \) and \( P(0) \). These values are necessary to start the algorithm. Since \( P(t) \) (times \( \lambda^2 \)) is the covariance matrix of \( \hat{\theta}(t) \) it is therefore reasonable to take for \( \hat{\theta}(0) \) an *a priori* estimate of \( \theta \) and to let \( P(0) \) reflect the confidence in this initial estimate \( \hat{\theta}(0) \). If \( P(0) \) is small then \( K(t) \) will be small for all \( t \) and the parameter estimates will therefore not change too much from \( \hat{\theta}(0) \). On the other hand, if \( P(0) \) is large, the parameter estimates will quickly jump away from \( \hat{\theta}(0) \).

Without any *a priori* information it is common practice to take

\[
\hat{\theta}(0) = 0 \quad P(0) = \varrho I \tag{9.18}
\]

where \( \varrho \) is a ‘large’ number.

The effect of the initial values \( \hat{\theta}(0) \) and \( P(0) \) on the estimate \( \hat{\theta}(t) \) can be analyzed algebraically. Consider the basic RLS algorithm (with \( \lambda = 1 \), (9.8)—(9.10). (For the case \( \lambda < 1 \) see Problem 9.4.) Equation (9.7) gives

\[
P^{-1}(t) = P^{-1}(0) + \sum_{s=1}^{t} \varphi(s)\varphi^T(s)
\]

Now set

\[
x(t) = P^{-1}(t)\hat{\theta}(t)
\]

Then

\[
x(t) = P^{-1}(t)\hat{\theta}(t - 1) + \varphi(t)e(t)
\]

\[
= [P^{-1}(t - 1) + \varphi(t)\varphi^T(t)]\hat{\theta}(t - 1) + \varphi(t)[y(t) - \varphi^T(t)\hat{\theta}(t - 1)]
\]

\[
= x(t - 1) + \varphi(t)y(t)
\]

\[
= x(0) + \sum_{s=1}^{t} \varphi(s)y(s)
\]

and hence

\[
\hat{\theta}(t) = P(t)x(t)
\]

\[
= \left[ P^{-1}(0) + \sum_{s=1}^{t} \varphi(s)\varphi^T(s) \right]^{-1} \left[ P^{-1}(0)\hat{\theta}(0) + \sum_{s=1}^{t} \varphi(s)y(s) \right] \tag{9.19}
\]
If $P^{-1}(0)$ is small, (i.e. $P(0)$ is large), then $\hat{\theta}(t)$ is close to the off-line estimate

$$\hat{\theta}_{\text{off}}(t) = \left[ \sum_{s=1}^{t} \varphi(s)\varphi^T(s) \right]^{-1} \left[ \sum_{s=1}^{t} \varphi(s)y(s) \right]$$  \hspace{1cm} (9.20)

The expression for $P^{-1}(t)$ can be used to find an appropriate $P(0)$. First choose a time $t_0$ when $\hat{\theta}(t)$ should be approximately $\hat{\theta}_{\text{off}}(t)$. In practice one may take $t_0 = 10–25$. Then choose $P(0)$ so that

$$P^{-1}(0) \leq \sum_{s=1}^{t_0} \varphi(s)\varphi^T(s) \approx t_0E\varphi(t)\varphi^T(t)$$  \hspace{1cm} (9.21)

For example, if the elements of $\varphi(t)$ have minimum variance, say $\sigma^2$, then $P(0)$ can be taken as in (9.18) with $q \geq 1/[t_0\sigma^2]$.

The methods discussed in this section are well suited to systems that vary slowly with time. In such cases $\lambda$ is chosen close to 1 or $R_1$ as a small nonnegative definite matrix. If the system exhibits some fast parameter changes that seldom occur, some modified methods are necessary. A common idea in many such methods is to use a ‘fault detector’ which tests for the occurrence of significant parameter changes. If a change is detected the algorithm can be restarted, at least partly. One way of doing this is to decrease the forgetting factor temporarily or to increase $R_1$ or parts of the $P(t)$ matrix.

### 9.4 The recursive instrumental variable method

Consider next the basic instrumental variable estimate (8.12). For simplicity, take the case of a scalar system (dim $y = 1$). The IV estimate can be written as

$$\hat{\theta}(t) = \left[ \sum_{s=1}^{t} z(s)\varphi^T(s) \right]^{-1} \left[ \sum_{s=1}^{t} z(s)y(s) \right]$$  \hspace{1cm} (9.22)

Note the algebraic similarity with the least squares estimate (9.5). Going through the derivation of the RLS algorithm, it can be seen that the estimate (9.22) can be computed recursively as

$$\hat{\theta}(t) = \hat{\theta}(t - 1) + K(t)\varepsilon(t)$$

$$\varepsilon(t) = y(t) - \varphi^T(t)\hat{\theta}(t - 1)$$

$$K(t) = P(t)z(t) = P(t - 1)z(t)/[1 + \varphi^T(t)P(t - 1)z(t)]$$

$$P(t) = P(t - 1) - P(t - 1)z(t)\varphi^T(t)P(t - 1)/[1 + \varphi^T(t)P(t - 1)z(t)]$$  \hspace{1cm} (9.23)

This is similar to the recursive LS estimate: the only difference is that $\varphi(t)$ has been changed to $z(t)$ while $\varphi^T(t)$ is kept the same as before. Note that this is true also for the ‘off-line’ form (9.22).
Examples of IV methods were given in Chapter 8. One particular IV variant is tied to an adaptive way of generating the instrumental variables. Suppose it is required that

\[ z(t) = \tilde{q}(t) = (-x(t - 1) \ldots -x(t - na) \ u(t - 1) \ldots u(t - nb))^T \]  

(9.24)

where \( x(t) \) is the noise-free output of the process given by

\[ A_0(q^{-1})x(t) = B_0(q^{-1})u(t) \]  

(9.25)

The signal \( x(t) \) is not available by measurements and cannot be computed from (9.25) since \( A_0(q^{-1}) \) and \( B_0(q^{-1}) \) are unknown. However, \( x(t) \) could be estimated using the parameter vector \( \hat{\theta}(t) \) in the following adaptive fashion:

\[ z(t) = (-\hat{x}(t - 1) \ldots -\hat{x}(t - na) \ u(t - 1) \ldots u(t - nb))^T \]  

(9.26)

\[ \hat{x}(t) = z^T(t)\hat{\theta}(t) \]

The procedure initialization as well as the derivation of real-time variants (for tracking time-varying parameters) of the recursive instrumental variable method are similar to those described for the recursive least squares method.

The recursive algorithm (9.23) applies to the basic IV method. In Complement C9.1 a recursive extended IV algorithm is derived. Note also that in Section 8.3 it was shown that IV estimation for multivariable systems with \( ny \) outputs often decouples into \( ny \) estimation problems of MISO (multiple input, single output) type. In all such cases the algorithm (9.23) can be applied.

9.5 The recursive prediction error method

This discussion of a recursive prediction error method (RPEM) will include the use of a forgetting factor in the problem formulation, and we will treat the general case of multivariable models of an unspecified form. For convenience the following criterion function will be used:

\[ V_\lambda(\theta) = \frac{1}{2} \sum_{s=1}^{t} \lambda^{t-s} \varepsilon^T(s, \theta)Q\varepsilon(s, \theta) \]  

(9.27)

where \( Q \) is a positive definite weighting matrix. (For more general criterion functions that can be used within the PEM, see Section 7.2.) For \( \lambda = 1 \), (9.27) reduces to the loss function (7.15a) corresponding to the choice \( h_1(R) = \text{tr } R \), which was discussed previously (see Example 7.1). Use of the normalization factor \( 1/2 \) instead of \( 1/t \) will be more convenient in what follows. This simple rescaling of the problem will not affect the final result. Note that so far no assumptions on the model structure have been introduced.

The off-line estimate, \( \hat{\theta}_t \), which minimizes \( V_\lambda(\theta) \) cannot be found analytically (except for the LS case). Instead a numerical optimization must be performed. Therefore it is not possible to derive an exact recursive algorithm (of moderate complexity) for computing \( \hat{\theta}_t \). Instead some sort of approximation must be used. The approximations to be made are such that they hold exactly for the LS case. This is a sensible way to proceed since
the LS estimate, which is a special case of the PEM (with $\varepsilon(t, \theta)$ a linear function of $\theta$), can be computed exactly with a recursive algorithm as shown in Section 9.2.

Assume that $\hat{\theta}(t - 1)$ minimizes $V_r(t - 1)$ and that the minimum point of $V_r(\theta)$ is close to $\hat{\theta}(t - 1)$. Then it is reasonable to approximate $V_r(\theta)$ by a second-order Taylor series expansion around $\hat{\theta}(t - 1)$:

$$ V_i(\theta) = V_i(\hat{\theta}(t - 1)) + V'_i(\hat{\theta}(t - 1))(\theta - \hat{\theta}(t - 1)) $$

$$ + \frac{1}{2}(\theta - \hat{\theta}(t - 1))^T V''_i(\hat{\theta}(t - 1))(\theta - \hat{\theta}(t - 1)) $$

(9.28)

The right-hand side of (9.28) is a quadratic function of $\theta$. Minimize this with respect to $\theta$ and let the minimum point constitute the new parameter estimate $\hat{\theta}(t)$. Thus

$$ \hat{\theta}(t) = \hat{\theta}(t - 1) - [V''_i(\hat{\theta}(t - 1))]^{-1}[V'_i(\hat{\theta}(t - 1))]^T $$

(9.29)

which corresponds to one step with the Newton–Raphson algorithm (see (7.82)) initialized in $\hat{\theta}(t - 1)$. In order to proceed, recursive relationships for the loss function $V_r(\theta)$ and its derivatives are needed. From (9.27) it is easy to show that

$$ V_i(\theta) = \lambda V_{i-1}(\theta) + \frac{1}{2} \varepsilon^T(t, \theta) Q \varepsilon(t, \theta) $$

(9.30a)

$$ V'_i(\theta) = \lambda V'_{i-1}(\theta) + \varepsilon^T(t, \theta) Q \varepsilon'(t, \theta) $$

(9.30b)

$$ V''_i(\theta) = \lambda V''_{i-1}(\theta) + \varepsilon'(t, \theta))^T Q \varepsilon'(t, \theta) + \varepsilon^T(t, \theta) Q \varepsilon''(t, \theta) $$

(9.30c)

The last term in (9.30c) is written in an informal way since $\varepsilon''(t, \theta)$ is a tensor if $\varepsilon(t, \theta)$ is vector-valued. The correct interpretation of the last term in this case is

$$ \varepsilon^T(t, \theta) Q \varepsilon''(t, \theta) = \sum_i \sum_j \varepsilon_i(t, \theta) Q_{ij} \varepsilon''_j(t, \theta) $$

(9.30d)

where $\varepsilon_i(t, \theta)$ and $Q_{ij}$ are scalars with obvious meanings, and $\varepsilon''_j(t, \theta)$ is the matrix of second-order derivatives of $\varepsilon_j(t, \theta)$.

Now make the following approximations:

$$ V'_{i-1}(\hat{\theta}(t - 1)) = 0 $$

(9.31)

$$ V''_{i-1}(\hat{\theta}(t - 1)) = V''_{i-1}(\hat{\theta}(t - 2)) $$

(9.32)

$$ \varepsilon^T(t, \theta) Q \varepsilon''(t, \theta) \text{ (in 9.30c)} \text{ is negligible} $$

(9.33)

The motivation for (9.31) is that $\hat{\theta}(t - 1)$ is assumed to be the minimum point of $V_{r-1}(\theta)$. The approximation (9.32) means that the second-order derivative $V''_{i-1}(\theta)$ varies slowly with $\theta$. The reason for (9.33) is that $\varepsilon(t, \theta)$ at the true parameter vector will be a white process and hence

$$ E\varepsilon^T(t, \theta) Q \varepsilon''(t, \theta) = 0 $$

This implies that at least for large $t$ and $\theta$ close to the minimum point, one can indeed neglect the influence of the last term in (9.30c) on $V''_r(\theta)$. The approximation (9.33) thus allows the last term of the Hessian in (9.30c) to be ignored. This means that a
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Gauss–Newton algorithm (cf (7.87)) is used instead of the Newton–Raphson algorithm (9.29) (based on the exact Hessian). Note that all the approximations (9.31)–(9.33) hold exactly in the least squares case.

Using the above expressions, the following algorithm is derived from (9.29):

\[
\hat{\theta}(t) = \hat{\theta}(t - 1) - [V''(\hat{\theta}(t - 1))]^{-1}[\varepsilon'(t, \hat{\theta}(t - 1))]^T
\times Q[\varepsilon'(t, \hat{\theta}(t - 1))]
\]

(9.34a)

\[
V''(\hat{\theta}(t - 1)) = \lambda V''_{-1}(\hat{\theta}(t - 2)) + [\varepsilon'(t, \hat{\theta}(t - 1))]^TQ[\varepsilon'(t, \hat{\theta}(t - 1))]
\]

(9.34b)

This algorithm is as it stands not well suited as a recursive algorithm. There are two reasons for this:

- The inverse of \(V''\) is needed in (9.34a), while the matrix itself (and not its inverse), is updated in (9.34b).
- For many model structures, calculations of \(\varepsilon(t, \hat{\theta}(t - 1))\) and its derivative will for every \(t\) require a processing of all the data up to time \(t\).

The first problem can be solved by applying the matrix inversion lemma to (9.34b), as described below. The second problem is tied to the model structure used. Note that so far the derivation has not been specialized to any particular model structure. To produce a feasible recursive algorithm, some additional approximations must be introduced. Let

\[
\varepsilon(t) \approx \varepsilon(t, \hat{\theta}(t - 1))
\]

\[
\psi(t) \approx -[\varepsilon'(t, \hat{\theta}(t - 1))]^T
\]

(9.35)

denote approximations which can be evaluated on-line. The actual way of implementing these approximations will depend on the model structure. Example 9.2 will illustrate how to construct \(\varepsilon(t)\) and \(\psi(t)\) for a scalar ARMAX model. Note that in (9.35) the quantities have the following dimensions:

- \(\varepsilon(t)\) is an \((ny)\) vector
- \(\psi(t)\) is an \((n\theta)\) matrix
  \((ny = \dim y, n\theta = \dim \theta)\)

In particular, for scalar systems, \((ny = 1)\), \(\varepsilon(t)\) becomes a scalar and \(\psi(t)\) an \(n\theta\)-dimensional vector.

Introduce the notation

\[
P(t) = [V''(\hat{\theta}(t - 1))]^{-1}
\]

(9.36)

Then from (9.34b) and (9.35),

\[
P^{-1}(t) = \lambda P^{-1}(t - 1) + \psi(t)Q\psi^T(t)
\]

(9.37)

which can be rewritten by using the matrix inversion lemma (Lemma A.1), to give

\[
P(t) = \{P(t - 1) - P(t - 1)\psi(t)[\lambda Q^{-1}
\]

\[
+ \psi^T(t)P(t - 1)\psi(t)]^{-1}\psi^T(t)P(t - 1)\}/\lambda
\]

(9.38)
Note that at each time step it is now required to invert a matrix of dimension \((ny|ny)\) instead of an \((n\theta|n\theta)\) matrix, as earlier. Normally the number of parameters \((n\theta)\) is much larger than the number of outputs \((ny)\). Therefore the use of the equation (9.38) leads indeed to an improvement of the algorithm (9.34).

A general recursive prediction error algorithm has now been derived, and is summarized as follows:

\[
\hat{\theta}(t) = \hat{\theta}(t - 1) + K(t)\epsilon(t) \tag{9.39a}
\]

\[
K(t) = P(t)\psi(t)Q \tag{9.39b}
\]

\[
P(t) = \left\{ P(t - 1) - P(t - 1)\psi(t)[\lambda Q^{-1} + \psi^T(t)P(t - 1)\psi(t)]^{-1} + \psi^T(t)P(t - 1)\psi(t) \right\}/\lambda \tag{9.39c}
\]

Similarly to the case of the scalar RLS previously discussed, the gain \(K(t)\) in (9.39b) can be rewritten in a more convenient computational form. From (9.38),

\[
K(t) = P(t - 1)\psi(t)Q/\lambda - P(t - 1)\psi(t)[\lambda Q^{-1} + \psi^T(t)P(t - 1)\psi(t)]^{-1} \\
\times \psi^T(t)P(t - 1)\psi(t)Q/\lambda \\
= P(t - 1)\psi(t)Q[\lambda Q^{-1} + \psi^T(t)P(t - 1)\psi(t)]^{-1} \\
\times \{ [\lambda Q^{-1} + \psi^T(t)P(t - 1)\psi(t)]Q - \psi^T(t)P(t - 1)\psi(t)Q \} \\
= P(t - 1)\psi(t)Q[\lambda I + \psi^T(t)P(t - 1)\psi(t)Q]^{-1}
\]

that is,

\[
K(t) = P(t - 1)\psi(t)[\lambda Q^{-1} + \psi^T(t)P(t - 1)\psi(t)]^{-1} \tag{9.40}
\]

The algorithm (9.39) is applicable to a variety of model structures. The model structure will influence the way in which the quantities \(\epsilon(t)\) and \(\psi(t)\) in the algorithm are computed from the data and the previously computed parameter estimates. The following example illustrates the computation of \(\epsilon(t)\) and \(\psi(t)\).

**Example 9.2 RPEM for an ARMAX model**

Consider the model structure

\[
A(q^{-1})y(t) = B(q^{-1})u(t) + C(q^{-1})e(t)
\]

where \(ny = nu = 1\), and

\[
A(q^{-1}) = 1 + a_1q^{-1} + \ldots + a_nq^{-n} \\
B(q^{-1}) = b_1q^{-1} + \ldots + b_nq^{-n} \tag{9.41} \\
C(q^{-1}) = 1 + c_1q^{-1} + \ldots + c_nq^{-n}
\]
This model structure was considered in Examples 6.1, 7.3 and 7.8, where the following relations were derived:

\[
\varepsilon(t, \theta) = \frac{A(q^{-1})y(t) - B(q^{-1})u(t)}{C(q^{-1})} \tag{9.42a}
\]

\[
\varepsilon'(t, \theta) = -(y^F(t-1, \theta) \ldots - y^F(t - n, \theta)) \tag{9.42b}
\]

\[
u^F(t-1, \theta) \ldots u^F(t - n, \theta) \quad \varepsilon^F(t-1, \theta) \ldots \varepsilon^F(t - n, \theta))
\]

where

\[
y^F(t, \theta) = \frac{1}{C(q^{-1})} y(t) \tag{9.42c}
\]

\[
u^F(t, \theta) = \frac{1}{C(q^{-1})} u(t) \tag{9.42d}
\]

\[
\varepsilon^F(t, \theta) = \frac{1}{C(q^{-1})} \varepsilon(t, \theta) \tag{9.42e}
\]

It is clear that to compute \(\varepsilon(t, \theta)\) and \(\varepsilon'(t, \theta)\) for any value of \(\theta\), it is necessary to process all data up to time \(t\). A reasonable approximate way to compute these quantities recursively is to use time-varying filtering as follows:

\[
\varepsilon(t) = y(t) + \hat{a}_1(t-1)y(t-1) + \ldots + \hat{a}_n(t-1)y(t-n) - \hat{b}_1(t-1)u(t-1) - \ldots - \hat{b}_n(t-1)u(t-n) \tag{9.43a}
\]

\[- \hat{c}_1(t-1)\varepsilon(t-1) - \ldots - \hat{c}_n(t-1)\varepsilon(t-n)\]

\[
\psi(t) = -(y^F(t-1) \ldots - y^F(t - n)) \quad u^F(t-1) \ldots u^F(t - n) \quad \varepsilon^F(t-1) \ldots \varepsilon^F(t - n))^T
\]

\[
y^F(t) = y(t) - \hat{c}_1(t) y^F(t-1) - \ldots - \hat{c}_n(t)y^F(t-n) \tag{9.43c}
\]

\[
u^F(t) = u(t) - \hat{c}_1(t) u^F(t-1) - \ldots - \hat{c}_n(t) u^F(t-n) \tag{9.43d}
\]

\[
\varepsilon^F(t) = \varepsilon(t) - \hat{c}_1(t)\varepsilon^F(t-1) - \ldots - \hat{c}_n(t)\varepsilon^F(t-n) \tag{9.43e}
\]

The idea behind (9.43) is simply to formulate (9.42a, c–e) as difference equations. Then these equations are iterated only once using previously calculated values for initialization. Note that ‘exact’ computation of \(\varepsilon(s, \cdot)\) and \(\varepsilon'(s, \cdot)\) would require iteration of (9.43) with \(\hat{\theta}(t-1)\) fixed, from \(t = 1\) to \(t = s\).

The above equations can be modified slightly. When updating \(\hat{\theta}(t)\) in (9.39a) it is necessary to compute \(\varepsilon(t)\). Then, of course, one can only use the parameter estimate \(\hat{\theta}(t-1)\) as in (9.43a). However, \(\varepsilon(t)\) is also needed in (9.43a, b, c). In these relations it would be possible to use \(\hat{\theta}(t)\) for computing \(\varepsilon(t)\) in which case more recent information could be utilized. If the prediction errors computed from \(\hat{\theta}(t)\) are denoted by \(\bar{\varepsilon}(t)\), then

\[
\varepsilon(t) = y(t) + \hat{a}_1(t-1)y(t-1) + \ldots + \hat{a}_n(t-1)y(t-n) - \hat{b}_1(t-1)u(t-1) - \ldots - \hat{b}_n(t-1)u(t-n) \tag{9.44a}
\]

\[- \hat{c}_1(t-1)\bar{\varepsilon}(t-1) - \ldots - \hat{c}_n(t-1)\bar{\varepsilon}(t-n)\]
\[ \bar{e}(t) = y(t) + \hat{a}_1(t)y(t-1) + \ldots + \hat{a}_n(t)y(t-n) \]
[9.44b]
\[ -\hat{b}_1(t)u(t-1) - \ldots - \hat{b}_n(t)u(t-n) \]
\[ -\hat{c}_1(t)\bar{e}(t-1) - \ldots - \hat{c}_n(t)\bar{e}(t-n) \]
\[ \psi(t) = (-y^F(t-1) \ldots -y^F(t-n)) (u^F(t-1) \ldots u^F(t-n)) (\bar{e}^F(t-1) \ldots \bar{e}^F(t-n))^T \]
[9.44c]
\[ \varepsilon^F(t) = \bar{e}(t) - \hat{c}_1(t)e^F(t-1) - \ldots - \hat{c}_n(t)e^F(t-n) \]
[9.44d]

The equations (9.43c, d) remain the same.

It turns out that, in practice, the RPEM algorithm corresponding to (9.44) often has superior properties (for example, a faster rate of convergence) than the algorithm using (9.43).

There is a popular recursive identification method called pseudolinear regression (PLR) (also known as the extended least squares method or the approximate ML method) that can be viewed as a simplified version of RPEM. This is explained in the following example, which considers ARMAX models.

**Example 9.3 PLR for an ARMAX model**
Consider again the ARMAX model

\[ A(q^{-1})y(t) = B(q^{-1})u(t) + C(q^{-1})e(t) \]
[9.45]
which can be written as a (pseudo-) linear regression

\[ y(t) = \phi^T(t)\theta + e(t) \]
[9.46a]
\[ \phi(t) = (-y(t-1) \ldots -y(t-n)) (u(t-1) \ldots u(t-n)) (e(t-1) \ldots e(t-n))^T \]
[9.46b]
\[ \theta = (a_1 \ldots a_n \ b_1 \ldots b_n \ c_1 \ldots c_n)^T \]
[9.46c]

One could try to apply the LS method to this model. The problem is, of course, that the noise terms \( e(t-1), \ldots, e(t-n) \) in \( \phi(t) \) are not known. However, they can be replaced by the estimated prediction errors. This approach gives the algorithm

\[ \hat{\theta}(t) = \hat{\theta}(t-1) + K(t)e(t) \]
\[ \varepsilon(t) = y(t) - \phi^T(t)\hat{\theta}(t-1) \]
\[ K(t) = P(t)\phi(t) = P(t-1)\phi(t)/[1 + \phi^T(t)P(t-1)\phi(t)] \]
[9.47]
\[ P(t) = P(t-1) - P(t-1)\phi(t)\phi^T(t)P(t-1)/[1 + \phi^T(t)P(t-1)\phi(t)] \]
\[ \phi(t) = (-y(t-1) \ldots -y(t-n)) (u(t-1) \ldots u(t-n)) (\varepsilon(t-1) \ldots \varepsilon(t-n))^T \]

This algorithm can be seen as an approximation of the RPEM algorithm (9.39), (9.43). The ‘only’ difference between (9.47) and RPEM is that the filtering in (9.42c-e) is
neglected. This simplification is not too important for the amount of computations involved in updating the variables \( \hat{\theta}(t) \) and \( P(t) \). It can, however, have a considerable influence on the behavior of the algorithm, as will be shown later in this chapter (cf. Examples 9.4 and 9.5). The possibility of using the \( \varepsilon(t) \) in \( \psi(t) \) as in (9.44) still remains.

\[ 9.6 \text{ Theoretical analysis} \]

To summarize the development so far, the following general algorithm has been derived:

\[
P(t) = [P(t - 1) - P(t - 1)Z(t)[\lambda Q^{-1} + \psi^T(t)P(t - 1)Z(t)]^{-1}\psi^T(t)P(t - 1)]/\lambda
\]

\[ K(t) = P(t)Z(t)Q = P(t - 1)Z(t)[\lambda Q^{-1} + \psi^T(t)P(t - 1)Z(t)]^{-1} \]

\[ \hat{\theta}(t) = \hat{\theta}(t - 1) + K(t)\varepsilon(t) \]  

For all methods discussed earlier, except the instrumental variable method, \( Z(t) = \psi(t) \).

The algorithm (9.48) must be complemented with a part that is dependent on the model structure where it is specified how to compute \( \varepsilon(t) \) and \( \psi(t) \).

The algorithm above is a set of nonlinear stochastic difference equations which depend on the data \( u(1), y(1), u(2), y(2), \ldots \). It is therefore difficult to analyze it except for the case of the LS and IV methods, where the algorithm is just an exact reformulation of the corresponding off-line estimate. To gain some insights into the properties of the algorithm (9.48), consider some simulation examples.

**Example 9.4 Comparison of some recursive algorithms**

The following system was simulated:

\[ y(t) = \frac{1.0q^{-1}}{1 - 0.9q^{-1}}u(t) + e(t) \]

where \( u(t) \) was a square wave with amplitude 1 and period 10. The white noise sequence \( e(t) \) had zero mean and variance 1. The system was identified using the following estimation methods: recursive least squares (RLS), recursive instrumental variables (RIV), PLR and RPEM. For RLS and RIV the model structure was

\[ y(t) + ay(t - 1) = bu(t - 1) + e(t) \]

\[ \theta = (a \ b)^T \]

For PLR and RPEM the model structure was
\[ y(t) + ay(t - 1) = bu(t - 1) + e(t) + ce(t - 1) \]
\[ \theta = (a \ b \ c)^T \]

In all cases initial values were taken to be \( \hat{\theta}(0) = 0, P(0) = 10I \). In the RIV algorithm the instruments were chosen as \( Z(t) = (u(t - 1) \ u(t - 2))^T \). The results obtained from 300 samples are shown in Figure 9.2.

The results illustrate some of the general properties of the four methods:

- RLS does not give consistent parameter estimates for systems with correlated equation errors. RLS is equivalent to an off-line LS algorithm, and it was seen in Example 2.3 (see system \( J_2 \), that RLS should not give consistency. For low-order systems the deviations of the estimates from the true values are often smaller than in this example. For high-order systems the deviations are often more substantial.
- In contrast to RLS, the RIV algorithm gives consistent parameter estimates. Again, this follows from previous analysis (Chapter 8), since RIV is equivalent to an off-line IV method.
- Both PLR and RPEM give consistent parameter estimates of \( a, b \) and \( c \). The estimates \( \hat{a} \) and \( \hat{b} \) converge more quickly than \( \hat{c} \). The behavior of PLR in the transient phase may be better than that of RPEM. In particular, the PLR estimates of \( c \) may converge faster than for RPEM.

\[ \begin{aligned} y(t) - 0.9y(t - 1) &= 1.0u(t - 1) + e(t) \end{aligned} \]
where \( u(t) \) was a square wave with amplitude 1 and period 10. The white noise sequence \( e(t) \) had zero mean and variance 1. The system was identified using RLS and a first-order model

\[ y(t) + ay(t - 1) = bu(t - 1) + e(t) \]

The algorithm was initialized with

\[ \hat{\theta}(0) = \begin{pmatrix} \hat{a}(0) \\ \hat{b}(0) \end{pmatrix} = 0 \quad P(0) = qI \]

Various values of \( q \) were tried. The results obtained from 300 samples are shown in Figure 9.3.

It can be seen from the figure that large and moderate values of \( q \) (i.e. \( q = 10 \) and \( q = 1 \)) lead to similar results. In both cases little confidence is given to \( \hat{\theta}(0) \), and \( \{\hat{\theta}(t)\} \) departs quickly from this value. On the other hand, a small value of \( q \) (such as 0.1 or 0.01) gives a slower convergence. The reason is that a small \( q \) implies a small \( K(t) \) for \( t \geq 0 \) and thus the algorithm can only make small corrections at each time step.

The behavior of RLS exhibited in Example 9.5 is essentially valid for all methods. The choice of \( q \) necessary to produce reasonable performance (including satisfactory
FIGURE 9.2 Parameter estimates and true values for: (a) RLS, (b) RIV, (c) PLR (d) RPEM, Example 9.4.
FIGURE 9.3 Parameter estimates and true values for: (a) $\phi = 10$, (b) $\phi = 1$, (c) $\phi = 0.1$, (d) $\phi = 0.01$, Example 9.5.
convergence rate) has been discussed previously (see (9.18)–(9.21)). See also Problem 9.4 for a further analysis.

**Example 9.6 Effect of the forgetting factor**
The following ARMA process was simulated:

\[ y(t) - 0.9y(t - 1) = e(t) + 0.9e(t - 1) \]

The white noise sequence \( e(t) \) had zero mean and variance 1. The system was identified using RPEM and a first-order ARMA model

\[ y(t) + ay(t - 1) = e(t) + ce(t - 1) \]

The algorithm was initialized with \( \hat{\theta}(0) = 0, P(0) = 100I \).

Different values of the forgetting factor \( \lambda \) were tried. The results are shown in Figure 9.4. It is clear from the figure that a decrease in the forgetting factor leads to two effects:

- The algorithm becomes more sensitive and the parameter estimates approach the true values more rapidly. This is particularly so for the \( c \) parameter.
- The algorithm becomes more sensitive to noise. When \( \lambda < 1 \) the parameter estimates do not converge, but oscillate around the true values. As \( \lambda \) decreases, the oscillations become larger.

It is worth remarking that the \( \hat{c} \) estimates in many cases converge quicker than in this example.

![Parameter estimates and true values](image)

**FIGURE 9.4** Parameter estimates and true values: (a) \( \lambda = 1.0 \), (b) \( \lambda = 0.99 \), (c) \( \lambda = 0.95 \), Example 9.6.
The features exhibited in Example 9.6 are valid for other methods and model structures. These features suggest the use of a time-varying forgetting factor \( \lambda(t) \). More exactly, \( \lambda(t) \) should be small (that is slightly less than 1) for small \( t \) to make the transient phase short. After some time \( \lambda(t) \) should get close to 1 (in fact \( \lambda(t) \) should at least tend to 1 as \( t \) tends to infinity) to enable convergence and to decrease the oscillations around the true values. More details on the use of variable forgetting factors are presented in Section 9.7.

Simulation no doubt gives useful insight. However, it is also clear that it does not permit generally valid conclusions to be drawn. Therefore it is only a complement to theory. The scope of a theoretical analysis would in particular be to study whether the parameter estimates \( \hat{\theta}(t) \) converge as \( t \) tends to infinity; if so, to what limit; and also possibly to establish the limiting distribution.

Recall that for the recursive LS and IV algorithms the same parameter estimates are obtained asymptotically, as in the off-line case, provided the forgetting factor is 1 (or tends to 1 exponentially). Thus the (asymptotic) properties of the RLS and RIV estimates follow from the analysis developed in Chapters 7 and 8.

Next consider the algorithm (9.48) in the general case. Suppose that the forgetting factor \( \lambda \) is time varying and set \( \lambda = \lambda(t) \). Assume that \( \lambda(t) \) tends to 1 as \( t \) increases. The algorithm (9.48) with \( \lambda \) replaced by \( \lambda(t) \) corresponds to minimization of the criterion

\[
V_t(\theta) = \sum_{s=1}^{t} \left[ \prod_{k=s+1}^{t} \lambda(k) \right] e^T(s, \theta) Q e(s, \theta)
\]

with the convention \( \prod_{k=r+1}^{t} \lambda(k) = 1 \) (see Problem 9.9).

Introduce the ‘step length’ or ‘gain sequence’ \( \gamma(t) \) through

\[
\gamma(t) = \frac{\gamma(t - 1)}{\lambda(t) + \gamma(t - 1)}
\]

(9.49)

\( \gamma(1) = 1 \)

The reason for using the name ‘step length’ will become apparent later (see (9.51)). Roughly speaking, computing \( \hat{\theta}(t) \) when \( \hat{\theta}(t - 1) \) is known, corresponds to taking one Gauss–Newton step, and \( \gamma(t) \) controls the length of this step.

Note that \( \lambda(t) \equiv 1 \) gives \( \gamma(t) = 1/t \). It is also possible to show that if \( \lambda(t) \to 1 \), then \( t \gamma(t) \to 1 \).

Next define the matrix \( \tilde{R}(t) \) by

\[
\tilde{R}(t) = \gamma(t) P^{-1}(t)
\]

(9.50)

The matrix \( P(t) \) will usually be decreasing. If \( \lambda(t) \equiv 1 \) it will behave as \( 1/t \) for large \( t \). The matrix \( \tilde{R}(t) \) will under weak assumptions have a nonzero finite limit as \( t \to \infty \).

Now (9.48a) can be rewritten as

\[
\hat{\theta}(t) = \hat{\theta}(t - 1) + \gamma(t) \tilde{R}^{-1}(t) Z(t) Q e(t)
\]

(9.51a)

Moreover, if (9.48c) is rewritten in a form similar to (9.37), this gives

\[
P^{-1}(t) = \lambda(t) P^{-1}(t - 1) + Z(t) Q \psi(t)
\]
With the substitutions (9.49), (9.50) this becomes

\[
\tilde{R}(t) = \gamma(t) \lambda(t) \frac{1}{\gamma(t-1)} \tilde{R}(t-1) + \gamma(t) Z(t) Q \psi^T(t)
\]

\[
= \tilde{R}(t-1) + \gamma(t)[Z(t) Q \psi^T(t) - \tilde{R}(t-1)]
\]

Note that both equations (9.51a), (9.51b) have the form

\[ x(t) = x(t-1) + \gamma(t) \zeta(t) \]  \hspace{1cm} (9.52a)

where \( \zeta(t) \) is a correction term. By iterating (9.52a) it can be shown that

\[ x(t) = x(0) + \sum_{k=1}^{t} \gamma(k) \zeta(k) \]  \hspace{1cm} (9.52b)

Note that \( \Sigma_{k=1}^{t} \gamma(k) \) diverges. (Since \( \gamma(k) = 1/k \) asymptotically, \( \Sigma_{k=1}^{t} \gamma(k) \approx \log t \).) Hence if (9.52) converges we must have

\[ E \zeta(t) = 0 \]  \hspace{1cm} (9.53)

which is to be evaluated for constant arguments \( \theta \) corresponding to the convergence point. This is sometimes called the principle of averaging. To apply this idea to the algorithm (9.51), first introduce the vector \( f(\theta) \) and matrix \( G(\theta) \) by

\[
\begin{align*}
  f(\theta) &= EZ(t) Q \varepsilon(t, \theta) \\
  G(\theta) &= EZ(t) Q \psi^T(t, \theta)
\end{align*}
\]  \hspace{1cm} (9.54)

The evaluation of (9.54) is for a constant (time-invariant) parameter vector \( \theta \).

**Associated differential equations**

Assume now that \( \hat{\theta}(t) \) in (9.51a) converges to \( \theta^* \) and \( \tilde{R}(t) \) in (9.51b) to \( R^* \). Applying the relation (9.53) to the algorithm (9.51) then gives

\[
\begin{align*}
  (R^*)^{-1} f(\theta^*) &= 0 \\
  G(\theta^*) - R^* &= 0
\end{align*}
\]  \hspace{1cm} (9.55a)

In particular, it is found that the possible limit points of (9.51a) must satisfy

\[ f(\theta^*) = 0 \]  \hspace{1cm} (9.55b)

To proceed, consider the following set of ordinary differential equations (ODEs)
\[
\begin{align*}
\frac{d}{d\tau} \theta_\tau &= R_\tau^{-1} f(\theta_\tau) \\
\frac{d}{d\tau} R_\tau &= G(\theta_\tau) - R_\tau
\end{align*}
\] (9.56)

Assume that (9.56) is solved numerically by a Euler method and computed for \(\tau = t_1, t_2, \ldots\) Then
\[
\begin{align*}
\hat{\theta}_t &= \hat{\theta}_{t_1} + (t_2 - t_1)R_{t_1}^{-1} f(\hat{\theta}_{t_1}) \\
\hat{R}_t &= R_{t_1} + (t_2 - t_1)[G(\hat{\theta}_{t_1}) - R_{t_1}]
\end{align*}
\] (9.57)

Note the similarity between (9.57) and the algorithm (9.51). This similarity suggests that the solutions to the deterministic ODE will be close to the paths corresponding to the algorithm if (9.48) if used with the time scale
\[
\tau = \sum_{k=1}^{t} \gamma(k) \approx \log t
\] (9.58)

The above analysis is quite heuristic. The link between the algorithm (9.51) and the ODE (9.56) can be established formally, but the analysis will be quite technical. For detailed derivations of the following results, see Ljung (1977a, b), Ljung and Söderström (1983).

1. The possible limit points of \(\{\hat{\theta}(t)\}\) as \(t\) tends to infinity are the stable stationary points of the differential equation (9.56). The estimates \(\hat{\theta}(t)\) converge locally to stable stationary points. (If \(\hat{\theta}(t_0)\) is close to a stable stationary point \(\theta^*\) and the gains \(\{K(t)\}\), \(t \geq t_0\) are small enough, then \(\hat{\theta}(t)\) converges to \(\theta^*\).)
2. The trajectories of the solutions to the differential equations are expected paths of the algorithm (9.48).
3. Assume that there is a positive function \(V(\theta, R)\) such that along the solutions of the differential equation (9.56) we have \(\frac{d}{d\tau} V(\theta_\tau, R_\tau) \leq 0\). Then as \(t \to \infty\), the estimates \(\hat{\theta}(t), \hat{R}(t)\) either tend to the set
\[
D_c = \left\{ \theta, R \left| \frac{d}{d\tau} V(\theta_\tau, R_\tau) = 0 \right. \right\}
\]
or to the boundary of the set \(\mathcal{D}\) given by (6.2). (It is assumed that the updating of \(\hat{\theta}(t)\) in (9.48a) is modified when necessary to guarantee that \(\hat{\theta}(t) \in \mathcal{D}\), i.e. the model corresponding to \(\hat{\theta}(t)\) gives a stable predictor; this may be done, for instance, by reducing the step length according to a certain rule, whenever \(\hat{\theta}(t) \notin \mathcal{D}\).)

Next examine the (locally) stable stationary points of (9.56), which constitute the possible limits of \(\hat{\theta}(t)\). Let \(\theta^*, R^* = G(\theta^*)\) be a stationary point of the ODE (9.56). Set \(r^* = \text{vec}(R^*), r_\tau = \text{vec}(R_\tau)\), cf. Definition A.10. If the ODE is linearized around \((\theta^*, R^*)\), then (recall (9.55))
\[
\frac{d}{dt} \begin{pmatrix} \theta_t - \theta^* \\ r_t - r^* \end{pmatrix} = \begin{pmatrix} (R^*)^{-1} \frac{\partial f(\theta)}{\partial \theta} \bigg|_{\theta=\theta^*} & 0 \\ X & -I \end{pmatrix} \begin{pmatrix} \theta_t - \theta^* \\ r_t - r^* \end{pmatrix} 
\]

(9.59)

In (9.59) the block marked \( X \) is apparently of no importance for the local stability properties. The stationary point \( \theta^* \), \( R^* \) will be stable if and only if the matrix

\[
L(\theta^*) = \left[ G(\theta^*) \right]^{-1} \frac{\partial f(\theta)}{\partial \theta} \bigg|_{\theta=\theta^*} 
\]

(9.60)

has all eigenvalues in the left half-plane.

The above theoretical results will be used to analyze two typical recursive algorithms, namely a recursive prediction error method applied to a general model structure and a pseudolinear regression applied to an ARMAX model. In both cases it is assumed that the system is included in the model structure. It then holds that \( \epsilon(t, \theta_0) = e(t) \) is a white noise process, where \( \theta_0 \) is the true parameter vector. This readily implies that \( f(\theta_0) = 0 \) and hence that \( (\theta_0, G(\theta_0)) \) is a stationary point of the differential equations (9.56). The local and global stability properties remain to be investigated. These properties will indeed depend on the identification method and the model structure used, as shown in the following two examples.

**Example 9.7** Convergence analysis of the RPEM

Consider the possible stationary points of (9.56). It is easy to derive that

\[
0 = f(\theta) = E\psi(t, \theta)Q\epsilon(t, \theta) = -\frac{1}{2} \left[ \frac{\partial}{\partial \theta} E\epsilon^T(t, \theta)Q\epsilon(t, \theta) \right]^T 
\]

(9.61)

Hence only the stationary points of the asymptotic loss function

\[
V(\theta) = E\epsilon^T(t, \theta)Q\epsilon(t, \theta) 
\]

(9.62)

can be possible convergence points of \( \hat{\theta}(t) \). If \( V(\theta) \) has a unique minimum at \( \theta = \theta_0 \) (so that no false local minima exist – this can be shown for some special cases such as ARMA processes; cf. Section 12.8), then convergence can take place to the true parameters only. Further, for the true parameter vector

\[
\frac{\partial f(\theta)}{\partial \theta} \bigg|_{\theta=\theta_0} = \frac{\partial}{\partial \theta} \left[ E\psi(t, \theta)Q\epsilon(t, \theta) \right] \bigg|_{\theta=\theta_0} 
\]

(9.63a)

\[
= E \frac{\partial \psi}{\partial \theta} (t, \theta_0) Q\epsilon(t, \theta_0) + E\psi(t, \theta_0) Q \frac{\partial \epsilon(t, \theta)}{\partial \theta} \bigg|_{\theta=\theta_0} 
\]

(9.63b)

Thus

\[
L(\theta_0) = -I 
\]

(9.63b)
which evidently has all eigenvalues in the left half-plane. Strictly speaking, in the multivariable case \((ny > 1)\), \(\psi(t, \theta)\) is a matrix (of dimension \((n|\theta|ny)\)) and thus \(\partial \psi / \partial \theta\) a tensor. The calculations made in (9.63) can, however, be justified since \(\partial \psi / \partial \theta\) and \(\varepsilon(t, \theta_0)\) are certainly uncorrelated. The exact interpretation of the derivative \(\partial \psi / \partial \theta\) is similar to that of (9.30d).

As shown above, \((\theta_0, G(\theta_0))\) is a locally stable solution to (9.56). To investigate global stability, use result 3 quoted above and take \(V_\infty(\theta)\) as a candidate function for \(V(\theta, R)\). Clearly \(V_\infty(\theta)\) is positive by construction. Furthermore, from (9.61),

\[
\frac{d}{dt} V_\infty(\theta_\tau) = \frac{\partial}{\partial \theta_\tau} V_\infty(\theta_\tau) \frac{d}{dt} \theta_\tau \\
= -2f^T(\theta_\tau)R_\tau^{-1}f(\theta_\tau) \leq 0
\]

(9.64)

Hence the RPEM will converge globally to the set

\[
D_c = \{\theta, R | f(\theta) = 0\} \\
= \{\theta, R \left| \frac{\partial}{\partial \theta} V_\infty(\theta) = 0, R = G(\theta) \right. \}
\]

(9.65)

This set consists of the stationary points of the criterion \(V_\infty(\theta)\). If \(\theta_0\) is a unique stationary point, it follows that the RPEM gives consistent parameter estimates under weak conditions.

It can also be shown that the RPEM parameter estimates are asymptotically Gaussian distributed with the same distribution as that of the off-line estimates (see (7.59), (7.66), (7.72)). Note the word ‘asymptotic’ here. The theory cannot provide the value of \(t\) for which it is applicable. The result as such does not mean that off- and on-line PEM estimates are equally accurate, at least not for a finite number of data points.

\[\blacksquare\]

**Example 9.8 Convergence analysis of PLR for an ARMAX model**

In order to analyze the convergence properties of PLR for an ARMAX model, the relation

\[V(\theta, R) = (\theta - \theta_0)^TR(\theta - \theta_0)\]

(9.66)

is proposed as a tentative (Lyapunov) function for application of result 3 above. The true system, which corresponds to \(\theta_0\), will be denoted by

\[A_0(q^{-1})y(t) = B_0(q^{-1})u(t) + C_0(q^{-1})\varepsilon(t)\]

(9.67)

By straightforward differentiation of \(V(\theta, R)\) (along the paths of (9.56))

\[
\frac{d}{dt} V(\theta_\tau, R_\tau) = f^T(\theta_\tau)(\theta_\tau - \theta_0) + (\theta_\tau - \theta_0)^T(G(\theta_\tau) - R_\tau)(\theta_\tau - \theta_0) \\
+ (\theta_\tau - \theta_0)^Tf(\theta_\tau)
\]

(9.68)

It will be useful to derive a convenient formula for \(f(\theta_\tau)\). Let \(\varphi_0(t)\) denote the vector \(\varphi(t)\) corresponding to the true system (see (9.46b)). Then
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\[ f(\theta_\tau) = E \varphi(t) \varepsilon(t) = E \varphi(t) \{ \varepsilon(t) - e(t) \} \]  
(9.69)

This follows since \( \varphi(t) \) depends only on the data up to time \( t - 1 \). It is hence uncorrelated with \( e(t) \). It now follows from (9.46), (9.47) that

\[ \varepsilon(t) - e(t) = \{ y(t) - \varphi^T(t) \theta_\tau \} - \{ y(t) - \varphi_0^T(t) \theta_0 \} \]
\[ = -\varphi^T(t)(\theta_\tau - \theta_0) - \{ \varphi(t) - \varphi_0(t) \}^T \theta_0 \]
\[ = -\varphi^T(t)(\theta_\tau - \theta_0) - \{ C_0(q^{-1}) - 1 \} \{ \varepsilon(t) - e(t) \} \]

and hence

\[ \varepsilon(t) - e(t) = \frac{-1}{C_0(q^{-1})} \varphi^T(t)(\theta_\tau - \theta_0) \]  
(9.70)

Define

\[ \tilde{G}(\theta_\tau) = E \varphi(t) \frac{1}{C_0(q^{-1})} \varphi^T(t) \]  
(9.71)

Inserting (9.70) into (9.69) gives

\[ f(\theta_\tau) = -\tilde{G}(\theta_\tau)(\theta_\tau - \theta_0) \]

Then get from (9.68),

\[ \frac{d}{dt} V(\theta_\tau, R_\tau) = - (\theta_\tau - \theta_0)^T [ \tilde{G}^T(\theta_\tau) - G(\theta_\tau) + R_\tau + \tilde{G}(\theta_\tau) ] (\theta_\tau - \theta_0) \]  
(9.72)

Thus a sufficient convergence condition will be obtained if it can be shown that under that condition the matrix

\[ H \triangleq \tilde{G}^T(\theta_\tau) + \tilde{G}(\theta_\tau) - G(\theta_\tau) + R_\tau \]

(9.73)

is positive definite. Let \( x \) be an arbitrary \( n \theta \) vector, set \( z(t) = \varphi^T(t) x \) and let \( \phi_x(\omega) \) be the spectral density of \( z(t) \). Then

\[ x^T H x = 2 E z(t) \frac{1}{C_0(q^{-1})} z(t) - E z^2(t) + x^T R_\tau x \]

\[ \geq 2 E \left[ z(t) \left\{ \frac{1}{C_0(q^{-1})} - \frac{1}{2} \right\} z(t) \right] \]

\[ = 2 \int_{-\pi}^{\pi} \phi_x(\omega) \left\{ \frac{1}{C_0(e^{i\omega})} - \frac{1}{2} \right\} d\omega \]

\[ = 2 \int_{-\pi}^{\pi} \phi_x(\omega) \text{Re} \left\{ \frac{1}{C_0(e^{i\omega})} - \frac{1}{2} \right\} d\omega \]  
(9.74)

So if

\[ \text{Re} \left\{ \frac{1}{C_0(e^{i\omega})} - \frac{1}{2} \right\} > 0 \quad \text{all } \omega \]  
(9.75)
then it can be concluded that \( \hat{\theta}(t) \) converges to \( \theta_0 \) globally. The condition (9.75) is often expressed in words as ‘\( 1/C_0 - 1/2 \) is a strictly positive real filter’. It is not satisfied for all possible polynomials \( C_0(q^{-1}) \). See, for example, Problem 9.12.

Consider also the matrix \( L(\theta_0) \) in (9.60), which determines the local convergence properties. In a similar way to the derivation of (9.63a),

\[
\frac{\partial}{\partial \theta} f(\theta) \Big|_{\theta = \theta_0} = \frac{\partial}{\partial \theta} E[\epsilon(t)\psi(t)] \bigg|_{\theta = \theta_0} \\
= E \left[ \psi(t) \frac{\partial \epsilon(t)}{\partial \theta} \right] \bigg|_{\theta = \theta_0} + E \left[ e(t) \frac{\partial \psi(t)}{\partial \theta} \right] \bigg|_{\theta = \theta_0} \\
= -E\psi(t)\psi^\top(t) \bigg|_{\theta = \theta_0}
\]

where (cf. (9.42), (9.46))

\[
\psi(t) = \frac{1}{C(q^{-1})} \varphi(t)
\]

Hence for PLR applied to ARMAX models the matrix \( L(\theta_0) \) is given by

\[
L(\theta_0) = -\left[ E\varphi_0(t)\varphi_0^\top(t) \right]^{-1} E\varphi_0(t) \frac{1}{C_0(q^{-1})} \varphi_0^\top(t)
\]

(9.76)

For certain specific cases the eigenvalues of \( L(\theta_0) \) can be determined explicitly and hence conditions for local convergence established. A pure ARMA process is such a case. Then the eigenvalues of \( L(\theta_0) \) are

\[
-1 \text{ with multiplicity } n \\
- \frac{1}{C_0(\alpha_k)} \quad k = 1, \ldots, n
\]

where \( \{\alpha_k\} \) are the zeros of the polynomial \( z^nA_0(z^{-1}) \).

Note in particular that the local convergence condition imposed by the locations of the eigenvalues above in the left half-plane is weaker than the positive real condition (9.75).

\[\blacksquare\]

### 9.7 Practical aspects

The preceding sections have presented some theoretical tools for the analysis of recursive identification methods. The analysis is complemented here with a discussion of some practical aspects concerning:

- Search direction.
- Choice of forgetting factor.
- Numerical implementation.
Search direction

The general recursive estimation method (9.48) may be too complicated to use for some applications. One way to reduce its complexity is to use a simpler gain vector than $K(t)$ in (9.48). In turn this will modify the search direction, i.e. the updating direction in (9.48a). The following simplified algorithm, which is often referred to as ‘stochastic approximation’ (although ‘stochastic gradient method’ would be a more appropriate name) can be used:

$$
\dot{\theta}(t) = \dot{\theta}(t - 1) + K(t)\varepsilon(t)
$$

$$
K(t) = Z(t)Q/r(t) \tag{9.77}
$$

$$
r(t) = \lambda r(t - 1) + \text{tr}(Z(t)Q\psi^T(t))
$$

In the algorithm (9.77) the scalar $r(t)$ corresponds in some sense to $\text{tr}P^{-1}(t)$. In fact from (9.48c)

$$
P^{-1}(t) = \lambda P^{-1}(t - 1) + Z(t)Q\psi^T(t)
$$

If $r(t)$ is introduced as $\text{tr}P^{-1}(t)$ it follows easily that it satisfies the recursion above. The amount of computation for updating the variable $r(t)$ is considerably reduced in comparison with the updating of $P(t)$ in (9.48). The price is a slower convergence of the parameter estimates.

The LMS (least mean square) estimate (see Widrow and Stearns, 1985) is popular in many signal processing applications. It corresponds to the algorithm (9.77) for linear regressions, although it is often implemented with a constant $r(t)$, thus reducing the computational load further.

Forgetting factor

The choice of the forgetting factor $\lambda$ in the algorithm is often very important. Theoretically one must have $\lambda = 1$ to get convergence. On the other hand, if $\lambda < 1$ the algorithm becomes more sensitive and the parameter estimates change quickly. For that reason it is often an advantage to allow the forgetting factor to vary with time. Therefore substitute $\lambda$ everywhere in (9.48) by $\lambda(t)$. A typical choice is to let $\lambda(t)$ tend exponentially to 1. This can be written as

$$
\lambda(t) = 1 - \lambda_0[1 - \lambda(0)]
$$

which is easily implemented as a recursion

$$
\lambda(t) = \lambda_0\lambda(t - 1) + (1 - \lambda_0) \tag{9.78}
$$

Typical values for $\lambda_0$ and $\lambda(0)$ are $\lambda_0 = 0.99$ and $\lambda(0) = 0.95$. Using (9.78) one can improve the transient behavior of the algorithm (the behavior for small or medium values of $t$).
Numerical implementation

The updating (9.39c) for \( P(t) \) can lead to numerical problems. Rounding errors may accumulate and make the computed \( P(t) \) indefinite, even though \( P(t) \) theoretically is always positive definite. When \( P(t) \) becomes indefinite the parameter estimates tend to diverge (see, for example, Problem 9.3). A way to overcome this difficulty is to use a square root algorithm. Define \( S(t) \) through

\[
P(t) = S(t)S^T(t)
\]

and update \( S(t) \) instead of \( P(t) \). Then the matrix \( P(t) \) as given by (9.79) will automatically be positive definite. Consider for simplicity the equation (9.39c) for the scalar output case with \( Q = 1 \) and \( \lambda = 1 \), i.e.

\[
P(t) = P(t - 1) - \frac{P(t - 1)\psi(t)\psi^T(t)P(t - 1)[1 + \psi^T(t)P(t - 1)\psi(t)]}{1 + \psi^T(t)P(t - 1)\psi(t)}
\]

(9.80)

The updating of \( S(t) \) then consists of the following equations:

\[
f(t) = S^T(t - 1)\psi(t)
\]

\[
\beta(t) = 1 + f^T(t)f(t)
\]

\[
\alpha(t) = 1/[\beta(t) + \sqrt{\beta(t)}]
\]

(9.81)

\[
L(t) = S(t - 1)f(t)
\]

\[
S(t) = S(t - 1) - \alpha(t)L(t)f^T(t)
\]

The vector \( L(t) \) is related to the gain \( K(t) \) by

\[
K(t) = L(t)/\beta(t)
\]

(9.82)

In practice it is not advisable to compute \( K(t) \) as in (9.82). Instead the updating of the parameter estimates can be done using

\[
\dot{\theta}(t) = \dot{\theta}(t - 1) + L(t)[\epsilon(t)/\beta(t)]
\]

(9.83)

Proceeding in this way requires one division only, instead of \( n\theta \) divisions as in (9.82).

In many practical cases the use of (9.80) will not result in any numerical difficulties. However, a square root algorithm or a similar implementation is recommended (see Ljung and Söderström, 1983, for more details), since the potential numerical difficulties will then be avoided.

In Complements C9.2 and C9.3 some lattice filter implementations of RLS for AR models and for multivariate linear regressions are presented, respectively. The lattice algorithms are fast in the sense that they require less computation per time step than does the algorithm (9.81), (9.83). The difference in computational load can be significant when the dimension of the parameter vector \( \theta \) is large.

Summary

In this chapter a number of recursive identification algorithms have been derived. These algorithms have very similar algebraic structure. They have small requirements in terms of computer time and memory.
In Section 9.2 the recursive least squares method (for both static linear regressions and dynamic systems) was considered; in Section 9.4 the recursive instrumental variable method was presented; while the recursive prediction error method was derived in Section 9.5.

The recursive algorithms can easily be modified to track time-varying parameters, as was shown in Section 9.3.

Although the recursive identification algorithms consist of rather complicated non-linear transformations of the data, it is possible to analyze their asymptotic properties. The theory is quite elaborate. Some examples of how to use specific theoretical tools for analysis were presented in Section 9.6. Finally, some practical aspects were discussed in Section 9.7.

Problems

**Problem 9.1** *Derivation of the real-time RLS algorithm*
Show that the set of equations (9.12) recursively computes the minimizing vector of the weighted LS criterion (9.11).

**Problem 9.2** *Influence of forgetting factor on consistency properties of parameter estimates*
Consider the static-gain system
\[ y(t) = bu(t) + e(t) \quad t = 1, 2, 3 \ldots \]
where
\[ Ee(t) = 0 \quad Ee(t)e(s) = \delta_{t,s} \]
and \( u(t) \) is a persistently exciting nonrandom signal. The unknown parameter \( b \) is estimated by
\[ \hat{b} = \arg\min_b \sum_{t=1}^{N} \lambda^{N-t}[y(t) - bu(t)]^2 \]  
(i)
where \( N \) denotes the number of data points, and the forgetting factor \( \lambda \) satisfies \( 0 < \lambda \leq 1 \). Determine \( \text{var}(\hat{b}) = E(\hat{b} - b)^2 \). Show that for \( \lambda = 1 \),
\[ \text{var}(\hat{b}) \to 0 \quad \text{as} \quad N \to \infty \]  
(ii)
(i.e. that \( \hat{b} \) is a consistent estimate, in the mean square sense). Also show that for \( \lambda < 1 \), there are signals \( u(t) \) for which (ii) does not hold.

*Hint.* For showing the inconsistency of \( \hat{b} \) in the case \( \lambda < 1 \), consider \( u(t) = \text{constant} \).

*Remark.* For more details on the topic of this problem, see Zarrop (1983) and Stoica and Nehorai (1988).

**Problem 9.3** *Effects of \( P(t) \) becoming indefinite*
As an illustration of the effects of \( P(t) \) becoming indefinite, consider the following simple example:
System: \( y(t) = \theta_0 + e(t) \)

\[ Ee(t)e(s) = \lambda^2 \delta_{t,s} \]

Model: \( y(t) = \theta + \varepsilon(t) \)

Let the system be identified using RLS with initial values \( \hat{\theta}(0) = \theta_0 \) and \( P(0) = P_0 \).

(a) Derive an expression for the mean square error

\[ V(t) = E[\hat{\theta}(t) - \theta_0]^2 \]

(b) Assume that \( P_0 < 0 \) (which may be caused by rounding errors from processing previous data points). Then show that \( V(t) \) will be increasing when \( t \) increases to (at least) \( t = -1/P_0 \). (If \( P_0 \) is small and negative, \( V(t) \) will hence be increasing for a long period!)

**Problem 9.4 Convergence properties and dependence on initial conditions of the RLS estimate**

Consider the model

\[ y(t) = \phi^T(t)\theta + \varepsilon(t) \]

Let the off-line weighted LS estimate of \( \theta \) based on \( y(1), y(2), \ldots, y(t), \phi(1), \ldots, \phi(t) \) be denoted by \( \hat{\theta}_t \).

\[ \hat{\theta}_t = \left[ \sum_{s=1}^{t} \lambda^{t-s} \phi(s)\phi^T(s) \right]^{-1} \left[ \sum_{s=1}^{t} \lambda^{t-s} \phi(s)y(s) \right] \]

Consider also the RLS algorithm (9.12) which provides recursive (on-line) estimates \( \hat{\theta}(t) \) of \( \theta \).

(a) Derive difference equations for \( P^{-1}(t) \) and \( P^{-1}(t)\hat{\theta}(t) \). Solve these equations to find how \( \hat{\theta}(t) \) depends on the initial values \( \hat{\theta}(0), P(0) \) and on the forgetting factor \( \lambda \).

**Hint.** Generalize the calculations in (9.18)–(9.20) to the case of \( \lambda \leq 1 \).

(b) Let \( P(0) = \sigma I \). Prove that for every \( t \) for which \( \hat{\theta}_t \) exists,

\[ \lim_{t \to \infty} \hat{\theta}(t) = \hat{\theta}_t \]

(c) Suppose that \( \hat{\theta}_t \) is bounded and that \( \lambda'P(t) \to 0 \), as \( t \to \infty \). Prove that

\[ \lim_{t \to \infty} [\hat{\theta}(t) - \hat{\theta}_t] = 0 \]

**Problem 9.5 Updating the square root of \( P(t) \)**

Verify the square root algorithm (9.81).

**Problem 9.6 On the condition for global convergence of PLR**

A sufficient condition for global convergence of PLR is (9.75): \( \text{Re}\{1/C(e^{i\omega})\} - 1/2 > 0 \) for \( \omega \in (-\pi, \pi) \).

(a) Show that (9.75) is equivalent to

\[ |C(e^{i\omega}) - 1| < 1 \]
Comment on the fact that (i) is a sufficient condition for global convergence of PLR, in view of the interpretation of PLR as an ‘approximate’ RPEM (see Section 9.5).

(b) Determine the set (for \( n = 2 \))

\[
D_g = \left\{ c_1, c_2 \Re \left[ \frac{1}{1 + c_1 e^{j\omega} + c_2 e^{2j\omega}} \right] - \frac{1}{2} > 0 \quad \text{for} \ \omega \in (-\pi, \pi) \right\}
\]

Compare with the local convergence set \( D_l \) of Problem 9.12.

**Problem 9.7 Updating the prediction error loss function**

Consider the recursive prediction error algorithm (9.39). Show that the minimum value of the loss function can, with the stated approximations, be updated according to the following recursion:

\[
V_i(\hat{\theta}(t)) = \lambda V_{i-1}(\hat{\theta}(t - 1)) + \frac{\lambda}{2} e^T(t)[\lambda Q^{-1} + \psi^T(t)P(t - 1)\psi(t)]^{-1}e(t)
\]

**Problem 9.8 Analysis of a simple RLS algorithm**

Let \( \{y(t)\}, t = 1, 2, \ldots \) be a sequence of independent random variables with means \( \theta(t) = Ey(t) \) and unit variances. Therefore

\[
y(t) = \theta(t) + e(t)
\]

where \( Ee(t)e(s) = \delta_{t,s} \). Consider the following recursive algorithm for estimating \( \theta(t) \):

\[
\hat{\theta}(t + 1) = \hat{\theta}(t) + \gamma(t)[y(t + 1) - \hat{\theta}(t)] \quad \hat{\theta}(0) = 0
\]

where either

\[
\gamma(t) = \frac{1}{t + 1} \quad \text{(ii)}
\]

or

\[
\gamma(t) = \gamma \in (0, 1) \quad \text{(iii)}
\]

Show that \( \hat{\theta}(t) \) given by (i), (ii) minimizes the LS criterion

\[
\sum_{k=1}^{t} \lambda^{t-k} [y(k) - \theta]^2
\]

with \( \lambda = 1 \); while \( \hat{\theta}(t) \) given by (i), (iii) is asymptotically equal to the minimizer of (iv) with \( \lambda = 1 - \gamma \). Then, assuming that \( \theta(t) = \theta = \text{constant} \), use the results of Problem 9.2 to establish the convergence properties of (i), (ii) and (i), (iii). Finally, assuming that \( \theta(t) \) is slowly time-varying, discuss the advantage of using (iii) in such a case over the choice of \( \gamma(t) \) in (ii).

**Problem 9.9 An alternative form for the RPEM**

Consider the loss function

\[
V_i(\theta) = \frac{1}{2} \sum_{s=1}^{t} \left[ \prod_{k=s+1}^{t} \lambda(k) \right] e^T(s, \theta) Q e(s, \theta)
\]
with the convention $\Pi_{t+1} \lambda(k) = 1$ (cf. the expression before (9.49)). Show that the RPEM approximately minimizing $V_\ell(\theta)$ is given by (9.48) with $Z(t) = \psi(t)$ and $\lambda$ replaced by $\lambda(t)$:

$$
\hat{\theta}(t) = \hat{\theta}(t - 1) + K(t)\epsilon(t)
$$

$$
K(t) = P(t)\psi(t)Q
$$

$$
= P(t - 1)\psi(t)\lambda(t)Q^{-1} + \psi^T(t)P(t - 1)\psi(t)]^{-1}
$$

$$
P(t) = [P(t - 1) - K(t)\psi^T(t)P(t - 1)]/\lambda(t)
$$

\textbf{Problem 9.10} An RLS algorithm with a sliding window

Consider the parameter estimate

$$
\hat{\theta}(t) = \arg \min_\theta \sum_{s=t-m+1}^t \epsilon^2(s, \theta)
$$

$$
\epsilon(s, \theta) = y(s) - \varphi^T(s)\theta
$$

The number $m$ of prediction errors used in the criterion remains constant. Show that $\hat{\theta}(t)$ can be computed recursively as

$$
\hat{\theta}(t) = \hat{\theta}(t - 1) + K_1(t)\epsilon(t, \hat{\theta}(t - 1)) - K_2(t)\epsilon(t - m, \hat{\theta}(t - 1))
$$

$$
(K_1(t) \quad K_2(t)) = P(t - 1)(\varphi(t) \quad \varphi(t - m))
$$

$$
\times \left\{ I + \left( \begin{array}{cc} \varphi^T(t) \\ \varphi^T(t - m) \end{array} \right)P(t - 1)(\varphi(t) \quad \varphi(t - m)) \right\}^{-1}
$$

$$
P(t) = P(t - 1) - (K_1(t) \quad K_2(t))\left( \begin{array}{cc} \varphi^T(t) \\ -\varphi^T(t - m) \end{array} \right)P(t - 1)
$$

\textbf{Remark}. The identification algorithm above can be used for real-time applications, since by its construction it has a finite memory. See Young (1984) for an alternative treatment of this problem.

\textbf{Problem 9.11} On local convergence of the RPEM

Consider a single output system identified with the RPEM. The model structure is not necessarily rich enough to include the true system. Show that any local minimum point $\theta^*$ of the asymptotic loss function

$$
V_\infty(\theta) = E\epsilon^2(t, \theta)
$$

is a possible local convergence point (i.e. a point for which (9.55b) holds and $L(\theta^*)$ has all eigenvalues in the left half-plane). Also show that other types of stationary points of $V_\infty(\theta)$ cannot be local convergence points to the RPEM.

\textbf{Hint}. First show the following result. Let $A > 0$ and $B$ be two symmetric matrices. Then $AB$ has all eigenvalues in the right half-plane if and only if $B > 0$. 
Problem 9.12 On the condition for local convergence of PLR
A necessary and sufficient condition for local convergence of the PLR algorithm is that the matrix $-L(\theta_0)$ (see (9.76)) has all its eigenvalues located in the right half-plane. Consider the matrix

$$M = A^{-1} \left[ E\varphi(t) \frac{1}{C(q^{-1})} \varphi^T(t) \right]$$

where $A$ is a positive definite matrix, $\varphi(t)$ is some stationary full-rank random vector and

$$C(q^{-1}) = 1 + c_1q^{-1} + \ldots + c_nq^{-n}$$

Clearly the class of matrices $M$ includes $-L(\theta_0)$ as a special case.

(a) Show that if

$$\text{Re} \ C(e^{i\omega}) > 0 \quad \text{for} \ \omega \in (-\pi, \pi)$$

then the eigenvalues of $M$ belong to the right half-plane.

_Hint._ Since $A > 0$ by assumption, there exists a nonsingular matrix $B$ such that $A^{-1} = BB^T$. The matrix $M$ has the same eigenvalues as

$$\tilde{M} = B^{-1}MB = B^T \left[ E\varphi(t) \frac{1}{C(q^{-1})} \varphi^T(t) \right] B$$

To evaluate the location of the eigenvalues of $\tilde{M}$, first establish, by a calculation similar to (9.74), that $\tilde{M}$ has the following property:

$$h^T \tilde{M}h > 0 \quad \text{(i)}$$

for any real vector $h \neq 0$.

(b) Determine the set (for $n = 2$)

$$D_l = \{ c_1, c_2 \mid \text{Re}(1 + c_1e^{i\omega} + c_2e^{2i\omega}) > 0 \quad \text{for} \ \omega \in (-\pi, \pi) \}$$

Compare with the stability set (derived in Problem 6.1)

$$\{ c_1, c_2 \mid 1 + c_1z + c_2z^2 \neq 0 \quad \text{for} \ |z| \leq 1 \}$$

Problem 9.13 Local convergence of the PLR algorithm for a first-order ARMA process
Consider a first-order ARMA process

$$y(t) + ay(t - 1) = e(t) + ce(t - 1)$$

and assume that $a$ and $c$ are estimated using the PLR algorithm (9.47).

Evaluate the matrix $L(\theta_0)$ in (9.76), and its eigenvalues. Compare with the result on the eigenvalues of $L(\theta_0)$ given at the end of Section 9.6.

Problem 9.14 On the recursion for updating $P(t)$
Show that equation (9.9) for updating the matrix $P(t)$ is equivalent to

$$P(t) = [I - K(t)\varphi^T(t)]P(t - 1)[I - K(t)\varphi^T(t)]^T + K(t)K^T(t) \quad \text{(i)}$$
where \( K(t) \) is defined in (9.12). A clear advantage of (i) over (9.9) is that use of (i) preserves the nonnegative definiteness of \( P(t) \), whereas due to numerical errors which affect the computations, \( P(t) \) given by (9.9) may be indefinite. The recursion (i) appears to have an additional advantage over (9.9), as now explained. Let \( \Delta K \) denote a small perturbation of \( K(t) \) in (9.9) or (i). Let \( \Delta P \) denote the resulting perturbation in \( P(t) \). Show that

\[
\Delta P = O(\|\Delta K\|) \quad \text{for (9.9)}
\]

and

\[
\Delta P = O(\|\Delta K\|^2) \quad \text{for (i)}
\]

**Problem 9.15 One-step-ahead optimal input design for RLS identification**

Consider the difference equation model (9.13),

\[
y(t) = q^T(t)\theta + e(t)
\]

where

\[
\theta = (b_1 \ldots b_{nb} \quad a_1 \ldots a_{na})^T
\]

\[
q(t) = (u(t - 1) \ldots u(t - nb) \quad -y(t - 1) \ldots -y(t - na))^T
\]

Assume that the RLS algorithm (9.12) is used to estimate the unknown parameters \( \theta \). Find \( \hat{u}(t) \) at each time instant \( t \) such that

\[
\hat{u}(t) = \arg \min_{u(t); |u(t)| \leq 1} \det P(t + 1)
\]

Since for \( t \) sufficiently large, \( P(t + 1) \) is proportional to the covariance matrix of the estimation errors, it makes sense to design the input signal as above.

**Problem 9.16 Illustration of the convergence rate for stochastic approximation algorithms**

Consider the following noisy static-gain system:

\[
y(t) = \theta u(t) + \epsilon(t)
\]

where \( \theta \) is the unknown gain to be estimated, \( u(t) \) is constant

\[
u(t) = \alpha
\]

and the measurement disturbance \( \epsilon(t) \) is zero-mean white noise

\[
E \epsilon(t) = 0 \quad E \epsilon(t) \epsilon(s) = \lambda^2 \delta_{t,s}
\]

Let \( \alpha > 0 \) (the case \( \alpha < 0 \) can be treated similarly). The unknown parameter \( \theta \) is recursively estimated using the following stochastic approximation (SA) algorithm:

\[
\hat{\theta}(t) = \hat{\theta}(t - 1) + \frac{1}{t}[y(t) - \alpha \hat{\theta}(t - 1)] \quad \text{(i)}
\]

where \( \hat{\theta}(t) \) denotes the estimated parameter at time \( t \).

Let

\[
\sigma_N^2 = E[\hat{\theta}(N) - \theta]^2
\]
Show that asymptotically (for $N \to \infty$) the following results hold:

(a) For $\alpha > 1/2$: $\sigma_N = \lambda^2/(N(2\alpha - 1))$ (thus the estimation error $[\hat{\theta}(N) - \theta]$ is asymptotically of the order $1/\sqrt{N}$).

(b) For $\alpha = 1/2$: $\sigma_N = \lambda^2(\log N)/N$ (thus $\hat{\theta}(N) - \theta$ is of the order of $\sqrt{\log N}/\sqrt{N}$).

(c) For $\alpha < 1/2$: the estimation error $[\hat{\theta}(N) - \theta]$ is of the order $1/N^\alpha$.

Compare the convergence rates of the SA algorithm above to the convergence rate of the recursive least squares (LS) estimator which corresponds to (i) with $1/t$ replaced by $1/(\alpha t)$.

**Hint.** For large $N$ it can be shown that

$$\sum_{k=1}^{N} k^\mu \approx \begin{cases} N^{(\mu+1)/(\mu + 1)} & \text{for } \mu > -1 \\ \log N & \text{for } \mu = -1 \\ \text{constant} & \text{for } \mu < -1 \end{cases}$$

(see, for example, Zygmund, 1968).

**Remark.** By rescaling the problem as

$$\dot{u}(t) = 1 \quad \dot{\theta} = \alpha \theta$$

the SA algorithm of (i) becomes

$$\dot{\theta}(t) = \tilde{\theta}(t - 1) + \frac{\alpha}{t} [y(t) - \tilde{\theta}(t - 1)]$$

Here the parameter $\alpha$ which drastically influences the accuracy of the estimates, appears as a factor in the gain sequence. Note that for the RLS algorithm $\alpha/t$ is replaced by $1/t$ in (iii).
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Complement C9.1
The recursive extended instrumental variable method

Consider the extended IV estimate (8.13). Denote by $\hat{\theta}(t)$ the estimate based on $t$ data points. For simplicity of notation assume that $F(q^{-1}) \equiv 1$, $Q = I$ and that the system is scalar. Then

$$\hat{\theta}(t) = P(t)R^T(t)r(t)$$
where
\[
\begin{align*}
    r(t) &= \sum_{s=1}^{t} z(s) y(s) \\
    R(t) &= \sum_{s=1}^{t} z(s) \varphi^T(s) \\
    P(t) &= \left[ R^T(t) R(t) \right]^{-1}
\end{align*}
\]
and where \( \dim z > \dim \varphi = \dim \theta \). A recursive algorithm for computing \( \hat{\theta}(t) \) is presented in the following.

Firstly,
\[
\hat{\theta}(t) = \hat{\theta}(t - 1) + P(t) R^T(t) [r(i) - R(i) \hat{\theta}(t - 1)]
\]

Next note that
\[
egin{align*}
    R^T(t) [r(t) - R(t) \hat{\theta}(t - 1)] &= \left[ R^T(t - 1) + \varphi(t) z^T(t) \right] \{ r(t - 1) + z(t) y(t) \\
    &\quad - \left[ R(t - 1) + z(t) \varphi^T(t) \right] \hat{\theta}(t - 1) \} \\
    &= R^T(t - 1) [r(t - 1) - R(t - 1) \hat{\theta}(t - 1)] \\
    &\quad + R^T(t - 1) z(t) [y(t) - \varphi^T(t) \hat{\theta}(t - 1)] \\
    &\quad + \varphi(t) z^T(t) [r(t - 1) - R(t - 1) \hat{\theta}(t - 1)] \\
    &\quad + z(t) [y(t) - \varphi^T(t) \hat{\theta}(t - 1)]
\end{align*}
\] (C9.1.1)

The first term in (C9.1.1) is equal to zero by the definition of \( \hat{\theta}(t - 1) \). The remaining terms can be written more compactly as
\[
\begin{align*}
    (\varphi(t) &\quad R^T(t - 1) z(t) + \varphi(t) z^T(t) z(t)) \left( \begin{array}{c} z^T(t) \{ r(t - 1) - R(t - 1) \hat{\theta}(t - 1) \} \\
    y(t) - \varphi^T(t) \hat{\theta}(t - 1) \end{array} \right) \\
    &= (R^T(t - 1) z(t) \varphi(t)) \begin{pmatrix} 0 & 1 \\ 1 & z^T(t) z(t) \end{pmatrix} \left( \begin{array}{c} z^T(t) r(t - 1) \\
    y(t) \end{array} \right) - \left( \begin{array}{c} w^T(t) \\
    \varphi^T(t) \end{array} \right) \hat{\theta}(t - 1) \\
    &= \phi(t) \Lambda^{-1}(t) [\nu(t) - \varphi^T(t) \hat{\theta}(t - 1)]
\end{align*}
\]

where
\[
\begin{align*}
    w(t) &= R^T(t - 1) z(t) & (n \theta | 1) \\
    \phi(t) &= \begin{pmatrix} w(t) \\
    \varphi(t) \end{pmatrix} & (n \theta | 2) \\
    \Lambda^{-1}(t) &= \begin{pmatrix} 0 & 1 \\ 1 & z^T(t) z(t) \end{pmatrix} & (2 | 2)
\end{align*}
\]

and
\[
\lambda(t) = \begin{pmatrix} z^T(t) r(t - 1) \\
    y(t) \end{pmatrix} & (2 | 1)
\]
Turn now to the recursive computation of $P(t)$. Note that

$$
P^{-1}(t) = [R^T(t-1) + \phi(t)z^T(t)][R(t-1) + z(t)\phi^T(t)]
$$

$$
= P^{-1}(t-1) + \phi(t)w^T(t) + w(t)\phi^T(t) + \phi(t)z^T(t)z(t)\phi^T(t)
$$

$$
= P^{-1}(t-1) + (w(t) \quad \phi(t))
\begin{pmatrix}
0 & 1 \\
1 & z^T(t)z(t)
\end{pmatrix}
\begin{pmatrix}
w^T(t) \\
\phi^T(t)
\end{pmatrix}
$$

$$
= P^{-1}(t-1) + \phi(t)\Lambda^{-1}(t)\phi^T(t)
$$

Thus, from the matrix inversion Lemma A.1,

$$
P(t) = P(t-1) - P(t-1)\phi(t)[\Lambda(t) + \phi^T(t)P(t-1)\phi(t)]^{-1}\phi^T(t)P(t-1)
$$

The above equation implies that

$$
P(t)\phi(t) = P(t-1)\phi(t)[\Lambda(t) + \phi^T(t)P(t-1)\phi(t)]^{-1}\Lambda(t)
$$

Combining the above equations provides a complete set of recursions for computing the extended IV estimate $\hat{\theta}$. The extended RIV algorithm is summarized in the following.

\[
\begin{align*}
\hat{\theta}(t) &= \hat{\theta}(t-1) + K(t)[v(t) - \phi^T(i)\hat{\theta}(t-1)] & (n\theta|1) \\
K(t) &= P(t-1)\phi(t)[\Lambda(t) + \phi^T(t)P(t-1)\phi(t)]^{-1} & (n\theta|2) \\
\phi(t) &= (w(t) \quad \phi(t)) & (n\theta|2) \\
w(t) &= R^T(t-1)z(t) & (n\theta|1) \\
\Lambda(t) &= \begin{pmatrix} -z^T(t)z(t) & 1 \\ 1 & 0 \end{pmatrix} & (2|2) \\
v(t) &= \begin{pmatrix} z^T(t)r(t-1) \\ y(t) \end{pmatrix} & (2|1) \\
R(t) &= R(t-1) + z(t)\phi^T(t) & (nz|n\theta) \\
r(t) &= r(t-1) + z(t)y(t) & (nz|1) \\
P(t) &= P(t-1) - K(t)\phi^T(t)P(t-1) & (n\theta|n\theta)
\end{align*}
\]

A simple initialization procedure which does not require extra computations is given by

$$
\hat{\theta}(0) = 0 \quad P(0) = \rho I \quad \rho = \text{some large positive number}
$$

$$
r(0) = 0 \quad R(0) = 0
$$

The extended RIV algorithm above is more complex numerically than the basic RIV recursion (9.23). However, in some applications, especially in the signal processing field, the accuracy of $\hat{\theta}(t)$ increases with increasing dim $z = nz$. In such applications use of the extended RIV is well worth the effort. See Friedlander (1984) for a more detailed discussion of the extended RIV algorithm (called overdetermined RIV there) and for a description of some applications.
Let \( y(t) \) be a stationary process. Consider the following \( n \)th-order autoregressive model of \( y(t) \) (also called a linear (forward) prediction model):

\[
y(t) = a_{n,1}y(t - 1) + \ldots + a_{n,n}y(t - n) + \varepsilon_n(t) \tag{C9.2.1}
\]

Here \( \{a_{n,i}\} \) denote the coefficients and \( \varepsilon_n(t) \) the residual (or the prediction error) of the \( n \)th-order model. Writing (C9.2.1) for \( t = 1, \ldots, N \) gives

\[
\begin{pmatrix}
y(1) \\
y(2) \\
\vdots \\
y(N) \\
y_N
\end{pmatrix} = \begin{pmatrix}
0 & \ldots & 0 \\
\vdots & \ddots & \vdots \\
0 & \ldots & y(1) \\
y(N - 1) & \ldots & y(N - n)
\end{pmatrix}
\begin{pmatrix}
a_{n,1} \\
\vdots \\
a_{n,n}
\end{pmatrix} + \begin{pmatrix}
\varepsilon_n(1) \\
\vdots \\
\varepsilon_n(N)
\end{pmatrix} \tag{C9.2.2}
\]

For convenience, assume zero initial conditions. For large \( N \) this will have only a negligible effect on the results that follow. The vector \( \theta_n \) in (C9.2.2) is determined by the least squares (LS) method. Thus \( \theta_n \) is given by

\[
\theta_n(N) = [\Phi_n^T(N)\Phi_n(N)]^{-1}\Phi_n^T(N)y_N \tag{C9.2.3}
\]

(cf. (4.7)), where the dependence of \( \theta_n \) on \( N \) is shown explicitly. From (C9.2.2),

\[
\varepsilon_n(N) = \mu_N^T[y_N - \Phi_n(N)\theta_n(N)] \tag{C9.2.4}
\]

where \( \mu_N \) is the \( N \)th unit vector:

\[
\mu_N = (0 \ldots 0 \ 1)^T
\]

With

\[
P_n(N) = I - \Phi_n(N)[\Phi_n^T(N)\Phi_n(N)]^{-1}\Phi_n^T(N) \tag{C9.2.5}
\]

equation (C9.2.4) can be written more compactly as

\[
\varepsilon_n(N) = \mu_N^TP_n(N)y_N \tag{C9.2.6}
\]

The problem is to determine \( \varepsilon_n(N) \) and \( \theta_n(N) \) for \( n = 1, \ldots, M \) (say) and \( N = 1, 2, \ldots \) Use of a standard on-line LS algorithm for this purpose requires \( O(M^3) \) operations (multiplications and additions) per time step. Any algorithm which provides the aforementioned quantities in less than \( O(M^3) \) operations is called a fast algorithm. In the following a fast lattice LS algorithm is presented.

The problem of computing \( \varepsilon_n(N) \) for \( n = 1, \ldots, M \) and \( N = 1, 2, \ldots \) is considered first. Determination of \( \varepsilon_n(N) \) is important for prediction applications and for other applications of AR models (e.g. in geophysics) for which \( \theta_n(N) \) is not necessarily needed. As will be shown, it is possible to determine \( \varepsilon_n(N) \) for \( n = 1, \ldots, M \) and given
N, in $O(M)$ operations. In other applications, however, such as system identification and spectral estimation, one needs to determine $\theta_n(N)$ rather than $\varepsilon_n(N)$. For large $N$ a good approximation to $\theta_n(N)$ may be obtained from the quantities needed to compute $\varepsilon_n(N)$ (see below). The exact computation of $\theta_n(N)$ is also possible and an algorithm for doing this will be presented which requires $O(M^2)$ operations per time step. The derivation of this exact algorithm relies on results obtained when discussing the problem of updating $\varepsilon_n(N)$ in time and order.

**Updating the prediction errors**

The matrix $P_n(N)$ plays an important role in the definition of $\varepsilon_n(N)$. The analysis begins by studying various possible updates of this matrix. In the following calculations repeated use is made of Lemma A.2. To simplify the notation various indexes will be omitted when this does not lead to any confusion. Later it will be shown that the recursive formulas for updating $P_n(N)$ with respect to $n$ and $N$ can be used as a basis for deriving a fast algorithm.

**Order update**

Let

$$\psi_n(N) = (0 \ldots 0 \ y(1) \ldots y(N - n - 1))^T$$

$$n + 1$$

Then

$$\Phi_{n+1}(N) = (\Phi_n(N) \quad \psi_n(N))$$

which implies that

$$P_{n+1} = I - (\Phi_n \quad \psi_n) \left\{ \begin{pmatrix} \Phi_n^T & \psi_n^T \end{pmatrix} \begin{pmatrix} \Phi_n & \psi_n \end{pmatrix} \right\}^{-1} \begin{pmatrix} \Phi_n^T \\ \psi_n^T \end{pmatrix}$$

$$= I - (\Phi_n \quad \psi_n) \left\{ \begin{pmatrix} I \ 
(\Phi_n^T \Phi_n)^{-1}(I & 0) + \begin{pmatrix} - (\Phi_n^T \Phi_n)^{-1} \Phi_n^T \psi_n \\ 1 \end{pmatrix} \right\} (\Phi_n^T \psi_n)$$

$$\times (-\psi_n^T \Phi_n (\Phi_n^T \Phi_n)^{-1} 1)[\psi_n^T \psi_n - \psi_n^T \Phi_n (\Phi_n^T \Phi_n)^{-1} \Phi_n^T \psi_n]$$

$$= P_n - P_n \psi_n \psi_n^T P_n / (\psi_n^T P_n \psi_n)$$

(C9.2.7)

With

$$\sigma_n(N) \triangleq \psi_n^T(N) P_n(N) \psi_n(N)$$

(C9.2.8)

this gives

$$P_{n+1}(N) = P_n(N) - P_n(N) \psi_n(N) \psi_n^T(N) P_n(N) / \sigma_n(N)$$

(C9.2.9)
Time update

The time update formula is the following:

\[
P_n(N) - P_n(N)\mu_N\mu_N^TP_n(N)\gamma_n(N) = \begin{pmatrix} P_n(N - 1) & 0 \\ 0 & 0 \end{pmatrix}
\]  
(C9.2.10)

where

\[
\gamma_n(N) = \mu_N^TP_n(N)\mu_N
\]  
(C9.2.11)

The result (C9.2.10) will be useful in the following even though it is not a true time update (it does not give a method for computing \(P_n(N)\) from \(P_n(N - 1)\)).

To prove (C9.2.10) note from (C9.2.7)–(C9.2.9) that the left-hand side of (C9.2.10) is equal to

\[
\Omega \triangleq I - (\Phi(N) \quad \mu_N) \begin{pmatrix} \Phi^T(N) \\ \mu_N^T \end{pmatrix}(\Phi(N) \quad \mu_N)^{-1} \begin{pmatrix} \Phi^T(N) \\ \mu_N^T \end{pmatrix}
\]

(where the index \(n\) has been omitted). Let \(\varphi^T\) denote the last row of \(\Phi(N)\). Note that

\[
\Phi^T(N)\mu_N = \varphi
\]

and

\[
\Phi^T(N)\Phi(N) = \Phi^T(N - 1)\Phi(N - 1) + \varphi\varphi^T
\]

Thus

\[
\Omega = I - (\Phi(N) \quad \mu_N) \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}
\]

\[
+ \begin{pmatrix} I \\ -\varphi^T \end{pmatrix} [\Phi^T(N)\Phi(N) - \varphi\varphi^T]^{-1} \begin{pmatrix} I \\ -\varphi \end{pmatrix}
\]

\[
= I - \mu_N\mu_N^T - [\Phi(N) - \mu_N\varphi^T][\Phi^T(N - 1)\Phi(N - 1)]^{-1}[\Phi(N) - \mu_N\varphi^T]^T
\]

\[
= I - \begin{pmatrix} 0 & 0 \\ 0 & 1 \end{pmatrix} - \begin{pmatrix} \Phi(N - 1) \\ 0 \end{pmatrix}[\Phi^T(N - 1)\Phi(N - 1)]^{-1} \begin{pmatrix} \Phi^T(N - 1) \\ 0 \end{pmatrix}
\]

\[
= \begin{pmatrix} P(N - 1) & 0 \\ 0 & 0 \end{pmatrix}
\]

which concludes the proof of (C9.2.10).

Time and order update

The matrix \(\Phi_{n+1}(N + 1)\) can be partitioned as

\[
\Phi_{n+1}(N + 1) = \begin{pmatrix} 0 \\ \cdots \\ y_N \Phi_n(N) \end{pmatrix}
\]

Thus
Recursive identification methods

\[ P_{n+1}(N + 1) = I - \left( \begin{array}{c|c} 0 & y_N^T \\ \hline y_N & \Phi_n(N) \end{array} \right) \left( \begin{array}{c} 0 \\ \hline y_N & \Phi_n(N) \end{array} \right)^{-1} \left( \begin{array}{c} 0 \\ \hline y_N & \Phi_n(N) \end{array} \right) \]

\[ = I - \left( \begin{array}{c|c} 0 & y_N^T \\ \hline y_N & \Phi_n(N) \end{array} \right) \left( \begin{array}{c} 0 \\ \hline I \end{array} \right) \left[ \Phi_n(N)^T \Phi_n(N) \right]^{-1} \left( \begin{array}{c} 0 \\ \hline I \end{array} \right) \]

\[ + \begin{pmatrix} 1 \\ -\theta_n(N) \end{pmatrix} \begin{pmatrix} 1 & -\theta_n(N) \\ y_N & -y_N \Phi_n(N) \end{pmatrix} \left[ \Phi_n(N)^T \Phi_n(N) \right]^{-1} \left( \begin{array}{c} 0 \\ \hline y_N & \Phi_n(N) \end{array} \right) \]

\[ \times \left[ \Phi_n(N)^T \Phi_n(N) \right]^{-1} \left( \begin{array}{c} 0 \\ \hline y_N & \Phi_n(N) \end{array} \right) \]

\[ = I - \left( \begin{array}{c} 0 \\ \hline P_n(N) y_N \end{array} \right) \left( \begin{array}{c} 0 \\ \hline y_N P_n(N) \end{array} \right) \]

\[ - \left( \begin{array}{c} 0 \\ \hline P_n(N) y_N \end{array} \right) \left( \begin{array}{c} 0 \\ \hline y_N P_n(N) \end{array} \right) \]

With

\[ q_n(N) \triangleq y_N^T P_n(N) y_N \]

this becomes

\[ P_{n+1}(N + 1) = \begin{pmatrix} 1 & 0 \\ 0 & P_n(N) - P_n(N) y_N y_N^T P_n(N) / q_n(N) \end{pmatrix} \]

It is important to note that the order update and time- and order update formulas, (C9.2.9) and (C9.2.14), hold also for \( n = 0 \) provided that \( P_0(N) = I \). With this convention it is easy to see that the time update formula (C9.2.10) also holds for \( n = 0 \).

The update formulas derived above are needed to generate the desired recursions for the prediction errors. It should already be quite clear that in order to get a complete set of recursions it will be necessary to introduce several additional quantities. For easy reference, Table C9.2.1 collects together the definitions of all the auxiliary variables needed to update \( \epsilon \). Some of these variables have interesting interpretations. However, to keep the discussion reasonably brief, these variables are considered here as auxiliary quantities (refer to Friedlander, 1982, for a discussion of their ‘meanings’).

<table>
<thead>
<tr>
<th>Table C9.2.1 The scalar variables used in the fast prediction error algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \varepsilon_n(N) = \mu_n^T P_n(N) y_N )</td>
</tr>
<tr>
<td>( \sigma_n(N) = \psi_n^2(N) P_n(N) \psi_n(N) )</td>
</tr>
<tr>
<td>( \gamma_n(N) = \mu_n^T P_n(N) \mu_N )</td>
</tr>
<tr>
<td>( \phi_n(N) = y_N^T P_n(N) y_N )</td>
</tr>
<tr>
<td>( \beta_n(N) = \mu_n^T P_n(N) \psi_n(N) )</td>
</tr>
<tr>
<td>( \delta_n(N) = \psi_n^2(N) P_n(N) y_N )</td>
</tr>
</tbody>
</table>
Note that some of the auxiliary variables can be updated in several different ways. Thus, the recursions for updating \( \epsilon \) can be organized in a variety of ways to provide a complete algorithm. The following paragraphs present all these alternative ways and indicate which seem preferable. While all these possible implementations of the update equations for \( \epsilon \) are mathematically equivalent, their numerical properties and computational burdens may be different. This aspect, however, is not considered here.

Equations will be derived for updating the quantities introduced in Table C9.2.1. For each variable in the table all of the possible updating equations for \( P_n(N) \) will be presented. It is implicitly understood that if an equation for updating \( P_n(N) \) is not considered, then this means that it cannot be used.

From (C9.2.6) and (C9.2.9),

\[
\epsilon_{n+1}(N) = \epsilon_n(N) - \beta_n(N)\delta_n(N)/\sigma_n(N) \tag{C9.2.15}
\]

where \( \beta, \delta \) and \( \sigma \) are as defined in Table C9.2.1.

Next consider the update of \( \beta \). Observing that

\[
\psi_{n+1}(N + 1) = \begin{pmatrix} 0 \\ \psi_n(N) \end{pmatrix} \tag{C9.2.16}
\]

and

\[
\mu_{N+1} = \begin{pmatrix} 0 \\ \mu_N \end{pmatrix} \tag{C9.2.17}
\]

it follows from (C9.2.14) that

\[
\beta_{n+1}(N + 1) = \beta_n(N) - \epsilon_n(N)\delta_n(N)/\sigma_n(N) \tag{C9.2.18}
\]

Next consider the problem of updating \( \delta \). As

\[
\psi_n(N) = \begin{pmatrix} \psi_n(N - 1) \\ y(N - n - 1) \end{pmatrix} \tag{C9.2.19}
\]

and

\[
y_N = \begin{pmatrix} y_{N-1} \\ y(N) \end{pmatrix} \tag{C9.2.20}
\]

then from (C9.2.10),

\[
\delta_n(N) = \delta_n(N - 1) + \beta_n(N)\epsilon_n(N)/\gamma_n(N) \tag{C9.2.21}
\]

Next we discuss the update of \( \sigma \). Either (C9.2.9) or (C9.2.10) can be used: use of (C9.2.9) gives

\[
\sigma_{n+1}(N) = \sigma_n(N) - \delta_n(N)/\sigma_n(N) \tag{C9.2.22a}
\]

while use of (C9.2.10) and (C9.2.20) leads to

\[
\sigma_n(N) = \sigma_n(N - 1) + \epsilon_n(N)/\gamma_n(N) \tag{C9.2.22b}
\]

We recommend the use of (C9.2.22a). The reason may be explained as follows. The recursion (C9.2.22a) holds for \( n = 0 \) provided
\[ \varrho_0(N) = y_N^T y_N \quad \delta_0(N) = \psi_0^T(N) y_N \quad \text{and} \quad \sigma_0(N) = \psi_0^T(N) \varrho_0(N) \]

Note that
\[ \varrho_0(N) = \varrho_0(N - 1) + y^2(N) \]

and similarly for \( \delta_0(N) \) and \( \sigma_0(N) \). Thus (C9.2.22a) can be initialized simply and exactly. This is not true for (C9.2.22b). The larger \( n \) is, the more computations are needed to determine exact initial values for (C9.2.22b). Equation (C9.2.22b) can be initialized by setting \( \varrho_n(0) = 0 \) for \( n = 1, \ldots, M \). However, this initialization is somewhat arbitrary and may lead to long transients.

Next consider \( \sigma \). Either (C9.2.10) or (C9.2.14) can be used. From (C9.2.10) and (C9.2.19),
\[ \sigma_n(N) = \sigma_n(N - 1) + \beta_n^2(N)/\gamma_n(N) \quad (C9.2.23a) \]

while (C9.2.14) and (C9.2.16) give
\[ \sigma_{n+1}(N + 1) = \sigma_n(N) - \delta_n^2(N)/\varrho_n(N) \quad (C9.2.23b) \]

For reasons similar to those stated above when discussing the choice between (C9.2.22a) and (C9.2.22b), we tend to prefer (C9.2.23b) to (C9.2.23a).

Finally consider the update equations for \( \gamma \). From (C9.2.9),
\[ \gamma_{n+1}(N) = \gamma_n(N) - \beta_n^2(N)/\sigma_n(N) \quad (C9.2.24a) \]

and from (C9.2.14) using (C9.2.17),
\[ \gamma_{n+1}(N + 1) = \gamma_n(N) - \varepsilon_n^2(N)/\varrho_n(N) \quad (C9.2.24b) \]

Both (C9.2.24a) and (C9.2.24b) are convenient to use but we prefer (C9.2.24a) which seems to require somewhat simpler programming.

A complete set of recursions has been derived for updating \( \varepsilon_n(N) \) and the supporting variables of Table C9.2.1. Table C9.2.2 summarizes the least squares prediction algorithm derived above, in a form that should be useful for reference and coding. The initial values for the variables in Table C9.2.2 follow from their definitions (recalling that \( P_0(N) = I \)).

Next note the following facts. Introduce the notation
\[ \tilde{k}_n(N) = \delta_n(N)/\sigma_n(N) \quad (C9.2.25) \]
\[ \hat{k}_n(N) = \delta_n(N)/\varrho_n(N) \]

Then the updating equations for \( \varepsilon \) and \( \beta \) can be written as
\[ \varepsilon_{n+1}(N) = \varepsilon_n(N) - \tilde{k}_n(N) \beta_n(N) \]
\[ \beta_{n+1}(N) = \beta_n(N - 1) - \hat{k}_n(N - 1) \varepsilon_n(N - 1) \quad (C9.2.26) \]

These equations define a lattice filter for computation of the prediction errors, which is depicted in Figure C9.2.1. Note that \( \hat{k} \) and \( \tilde{k} \) are so-called reflection coefficients.

The lattice filter of Figure C9.2.1 acts on data measured at time instant \( N \). Its parameters change with \( \hat{N} \). Observe that the first \( n \) sections of the lattice filter give the
TABLE C9.2.2 The least squares lattice prediction algorithm

Given: $M$

Set: $q_0(1) = y^2(1) \neq 0$; $\delta_0(1) = \beta_0(1) = \alpha_0(1) = 0$; $\xi_0(1) = y(1)$; $\delta_n(1) = 0$ for $n = 1, \ldots, M$

Perform the following calculation, for every $N = 2, 3, \ldots$:

Initialize:

$\xi_0(N) = y(N)$

$\beta_0(N) = y(N - 1)$

$\theta_0(N) = \theta_0(N - 1) + y^2(N)$

$\sigma_0(N) = \theta_0(N - 1)$

$\delta_0(N) = \delta_0(N - 1) + y(N - 1)y(N)$

$\gamma_0(N) = 1$

For $n = 0$ to $\min[M - 1; N - 2]$, put:

$\beta_{n+1}(N) = \beta_n(N - 1) - \xi_n(N - 1)\delta_n(N - 1)/\theta_n(N - 1)$

$\sigma_{n+1}(N) = \sigma_n(N - 1) - \delta_n^2(N - 1)/\theta_n(N - 1)$

$\xi_{n+1}(N) = \xi_n(N) - \beta_n(N)\delta_n(N)/\sigma_n(N)$

$\theta_{n+1}(N) = \theta_n(N) - \delta_n^2(N)/\sigma_n(N)$

$\gamma_{n+1}(N) = \gamma_n(N) - \beta_n^2(N)/\sigma_n(N)$

$\delta_{n+1}(N) = \delta_{n+1}(N - 1) + \beta_{n+1}(N)\xi_{n+1}(N)/\gamma_{n+1}(N)$

* This initialization is approximate.

FIGURE C9.2.1 The lattice filter implementation of the fast LS prediction algorithm for AR models.
nth-order prediction errors $\varepsilon_n(N)$. Due to this nested modular structure the filter of Figure C9.2.1 is called a lattice or ladder filter.

The lattice LS algorithm introduced above requires only $\sim 10$ M operations per time step. However, it does not compute the LS parameter estimates. As will be shown in the next subsection, computation of $\theta_n(N)$ for $n = 1, \ldots, M$ and given $N$ needs $O(M^2)$ operations. This may still be a substantial saving compared to the standard on-line LS method, which requires $O(M^3)$ operations per time step.

Note that for sufficiently large $N$ a good approximation to $\theta_n(N)$ can be obtained in the following way. From (C9.2.1) it follows that

$$\varepsilon_n(N) = A_n^N(q^{-1})y(N)$$

where $q^{-1}$ denotes the unit time delay, and

$$A_n^N(z) = 1 - a_{n,1}^N z - \ldots - a_{n,n}^N z^n$$

Next introduce

$$\left( \begin{array}{c} b_{n,1}^N \\ \vdots \\ b_{n,n}^N \end{array} \right) = [\Phi_n^T(N)\Phi_n(N)]^{-1}\Phi_n^T(N)\psi_n(N)$$

and

$$B_n^N(z) = -b_{n,1}^N - b_{n,2}^N z - \ldots - b_{n,n}^N z^{n-1} + z^n$$

Then

$$\beta_n(N) = y(N) - y(N - 1) - (y(N - 1) \ldots y(n - n)) \left( \begin{array}{c} b_{n,1}^N \\ \vdots \\ b_{n,n}^N \end{array} \right)$$

$$= B_n^N(q^{-1})y(N - 1)$$

The above equation is the backward prediction model of $y(\cdot)$ and $\{\beta_n(N)\}$ are the so-called backward prediction errors.

Inserting the above expressions for $\varepsilon$ and $\beta$ in the lattice recursions (C9.2.26) gives

$$[A_n^{N+1}(q^{-1}) - A_n^N(q^{-1}) + \hat{k}_n(N)q^{-1}B_n^N(q^{-1})]y(N) = 0 \quad \text{(C9.2.27)}$$

$$[B_n^{N+1}(q^{-1}) - q^{-1}B_n^{N-1}(q^{-1}) + \hat{k}_n(N - 1)A_n^{N-1}(q^{-1})]y(N - 1) = 0$$

Note that since the ‘filters’ acting on $y(\cdot)$ in (C9.2.27) are time-varying it cannot be concluded that they are equal to zero despite the fact that their outputs are identically zero. However, for large $N$ the lattice filter parameters will approximately converge and then the following identities will approximately hold (the index $N$ is omitted):

$$A_{n+1} = A_n(z) - \hat{k}_n(z)B_n(z)$$

$$B_{n+1} = zB_n(z) - \hat{k}_n(z)A_n(z) \quad (A_0(z) = B_0(z) = 1) \quad \text{(C9.2.28)}$$
The recursions (C9.2.28) may be compared to those encountered in Complement C8.3 (see equations (C8.3.16) and (C8.3.17)). They can be used to determine \(\{\theta_n\}\) from a knowledge of the reflection coefficients \(\{\hat{k}_n\}\) and \(\{\tilde{k}_n\}\). This computation requires \(O(M^2)\) operations. However, it may be done only when necessary. For instance, in system identification and spectral estimation applications, estimates of the model parameters may be needed at a (much) slower rate than the recording of data.

**Updating the parameter estimates**

Define

\[
R_n(N) = \left[ \Phi_n^T(N)\Phi_n(N) \right]^{-1}\Phi_n^T(N)
\]

(C9.2.29)

Since \(R_n(N)\) plays a central role in the definition of \(\theta_n(N)\) it is necessary to discuss various possible updates of this matrix. To simplify the calculations, use will be made of the results for updating \(P_n(N)\) derived in the previous subsection. Note that from (C9.2.5) and (C9.2.29) it follows that

\[
P_n(N) = I - \Phi_n(N)R_n(N)
\]

**Order update**

From (C9.2.9) it follows that

\[
\Phi_{n+1}R_{n+1} = \Phi_nR_n + [\psi_n - \Phi_n\psi_n]\psi_n^TP_n/\sigma_n
\]

(C9.2.30)

Next note that

\[
R_{n+1}\Phi_{n+1} = R_{n+1}(\Phi_n - \psi_n) = I
\]

(C9.2.31)

Thus, premultiplying (C9.2.30) by \(R_{n+1}\),

\[
R_{n+1}(N) = \begin{pmatrix} R_n(N) \\ 0 \end{pmatrix} + \begin{pmatrix} -R_n(N)\psi_n(N) \\ 1 \end{pmatrix}\psi_n^TP_n(N)/\sigma_n(N)
\]

(C9.2.32)

**Time update**

It follows from (C9.2.10) that

\[
\Phi(N)R(N) + [\mu_N - \Phi(N)R(N)\mu_N]\mu_N^TP(N)/\gamma(N) = \begin{pmatrix} \Phi(N-1)R(N-1) & 0 \\ 0 & 1 \end{pmatrix}
\]

Premultiplying this identity by the \((N-1)|N)\) matrix \((I \quad 0)\), the following equation is obtained:

\[
\Phi(N-1)R(N) - \Phi(N-1)R(N)\mu_N\mu_N^TP(N)/\gamma(N) = \begin{pmatrix} \Phi(N-1)R(N-1) & 0 \\ 0 & 1 \end{pmatrix}
\]

which after premultiplication by \(R(N-1)\) gives
Recursive identification methods

\[ R_n(N) - R_n(N) \mu_N \mu_N^T P_n(N) \gamma_n(N) = (R_n(N - 1) \ 0) \]  \hspace{1cm} (C9.2.33)

Time and order update

It follows from the calculation (C9.2.12) that

\[ R_{n+1}(N + 1) = \begin{pmatrix} 0 \\ I \end{pmatrix} [\Phi_n^T(N) \Phi_n(N)]^{-1} \begin{pmatrix} 0 & \Phi_n^T(N) \\ -R_n(N) y_N \end{pmatrix} \begin{pmatrix} 0 \\ y_N^T P_n(N) \end{pmatrix} / q_n(N) \]

which gives

\[ R_{n+1}(N + 1) = \begin{pmatrix} 0 & 0 \\ 0 & R_n(N) \end{pmatrix} + \begin{pmatrix} 1 \\ -R_n(N) y_N \end{pmatrix} \begin{pmatrix} 0 \\ y_N^T P_n(N) \end{pmatrix} / q_n(N) \]  \hspace{1cm} (C9.2.34)

The formulas derived above can be used to update \( \theta_n(N) \) and any supporting quantities. As will be shown, the update of \( \theta_n(N) \) may be based on the recursions derived earlier for updating \( \epsilon_n(N) \). It will be attempted to keep the number of additional recursions needed for updating \( \theta_n(N) \) to a minimum.

Note that either (C9.2.32) or (C9.2.33) can be used to update \( \theta_n(N) \). First consider the use of (C9.2.32). It follows from (C9.2.32) that

\[ \theta_{n+1}(N) = \begin{pmatrix} \theta_n(N) \\ 0 \end{pmatrix} + \begin{pmatrix} -b_n(N) \\ 1 \end{pmatrix} \delta_n(N) / \sigma_n(N) \]  \hspace{1cm} (C9.2.35)

where \( \delta \) and \( \sigma \) are as defined previously, and

\[ b_n(N) = R_n(N) \psi_n(N) \]

is the vector of the coefficients of the backward prediction model (see the discussion at the end of the previous subsection).

To update \( b_n(N) \), either (C9.2.33) or (C9.2.34) can be used. From (C9.2.33) and (C9.2.19),

\[ b_n(N) = b_n(N - 1) + c_n(N) \beta_n(N) \gamma_n(N) \]  \hspace{1cm} (C9.2.36a)

where

\[ c_n(N) = R_n(N) \mu_N \]

The update of \( c \) is discussed a little later. Using equation (C9.2.34) and (C9.2.16) gives

\[ b_{n+1}(N + 1) = \begin{pmatrix} 0 \\ b_n(N) \end{pmatrix} + \begin{pmatrix} 1 \\ -\theta_n(N) \end{pmatrix} \delta_n(N) / q_n(N) \]  \hspace{1cm} (C9.2.36b)
Next consider the use of (C9.2.33) to update $\theta_n(N)$. Using this equation and (C9.2.20),

$$
\theta_n(N) = \theta_n(N - 1) + c_n(N)\epsilon_n(N)/\gamma_n(N)
$$

(C9.2.37)

Concerning the update of $c$, either (C9.2.32) or (C9.2.34) can be used. Use of (C9.2.32) results in

$$
c_{n+1}(N) = \begin{pmatrix}
c_n(N) \\
0
\end{pmatrix} + \begin{pmatrix}
-b_n(N) \\
1
\end{pmatrix} \beta_n(N)/\sigma_n(N)
$$

(C9.2.38a)

while (C9.2.34) gives

$$
c_{n+1}(N + 1) = \begin{pmatrix}
0 \\
c_n(N)
\end{pmatrix} + \begin{pmatrix}
1 \\
-\theta_n(N)
\end{pmatrix} \epsilon_n(N)/\varrho_n(N)
$$

(C9.2.38b)

The next step is to discuss the selection of a complete set of recursions from those above, for updating the LS parameter estimates. As discussed earlier, one should try to avoid selection of the time update equations since these need to be initialized rather arbitrarily. Furthermore, in the present case one may wish to avoid time or time and order recursions since parameter estimates may not be needed at every sampling point. With these facts in mind, begin by defining the following quantities:

$$
b_n^*(N) \triangleq b_n(N) - c_n(N)\beta_n(N)/\gamma_n(N)
$$

(C9.2.39)

$$
\theta_n^*(N) \triangleq \theta_n(N) - c_n(N)\epsilon_n(N)/\gamma_n(N)
$$

(C9.2.40)

Note from (C9.2.36a) and (C9.2.37) that

$$
b_n^*(N) = b_n(N - 1)
$$

$$
\theta_n^*(N) = \theta_n(N - 1)
$$

With these definitions (C9.2.36b) can be written as

$$
b_{n+1}(N) = \begin{pmatrix}
0 \\
b_n^*(N)
\end{pmatrix} + \begin{pmatrix}
1 \\
-\theta_n^*(N)
\end{pmatrix} \delta_n(N - 1)/\varrho_n(N - 1)
$$

(C9.2.41)

The following equations can be used to update the LS parameter estimates: (C9.2.35), (C9.2.38a), (C9.2.39), (C9.2.40) and (C9.2.41). Note that these equations have the following important feature: they do not contain any time update and thus may be used to compute $\theta_n(N)$ when desired. The auxiliary scalar quantities $\delta$, $\sigma$, $\beta$, $\gamma$, $\epsilon$, and $\varrho$ which appear in the equations above are available from the LS lattice prediction algorithm. The initial values $\theta_1(N)$, $b_1(N)$ and $c_1(N)$ for the algorithm proposed are given by
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\[ \theta_1(N) = \frac{\sum_{t=2}^{N} y(t-1)y(t)}{\sum_{t=1}^{N-1} y^2(t)} = \frac{\delta_0(N)}{\sigma_0(N)} \]  
\[ b_1(N) = \frac{\sum_{t=2}^{N-1} y(t-1)y(t)}{\sum_{t=1}^{N-1} y^2(t)} = \frac{\delta_0(N-1)}{\sigma_0(N)} \]  
\[ c_1(N) = \frac{y(N-1)}{\sum_{t=1}^{N-1} y^2(t)} = \frac{\beta_0(N)}{\sigma_0(N)} \]

and

where \( \delta_0, \sigma_0 \) and \( \beta_0 \) are also available from the LS lattice prediction algorithm.

Note that the fast lattice LS parameter estimation algorithm introduced above requires \( \sim 2.5 M^2 \) operations at each time sampling point for which it is applied. If the LS parameter estimates are desired at all time sampling points, then somewhat simpler algorithms requiring \( \sim M^2 \) operations per time step may be used. For example, one may use the update formulas (C9.2.35), (C9.2.36b) to compute \( \theta_n(N) \) for \( n = 1, \ldots, M \) and \( N = 1, 2, 3, \ldots \) The initial values for (C9.2.35) and (C9.2.36b) are given by (C9.2.42a, b). It might seem that (C9.2.36b) needs to be initialized arbitrarily by setting \( b_n(0) = 0, n = 1, \ldots, M \). However, this is not so since (C9.2.36b) is iterated for \( n \) from 1 to \( \min(M - 1, N - 2) \). This iteration process is illustrated in Table C9.2.3.

Finally consider the following simple alternative to the fast LS parameter estimation algorithms described above. Update the covariances

\[ \hat{r}_k^N = \frac{1}{N} \sum_{t=1}^{N-k} y(t)y(t+k) = \hat{r}_k^{N-1} + \frac{1}{N}[y(N-k)y(N) - \hat{r}_k^{N-1}] \]

as each new data point is collected. Then solve the Yule–Walker system of equations associated with (C9.2.1) (see equation (C8.2.1) in Complement C8.2), when desired, using the Levinson–Durbin algorithm (Complement C8.2), to obtain estimates of

<table>
<thead>
<tr>
<th>( N )</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>( {b_n(N)} )</td>
<td>( b_1(2) )</td>
<td>( b_1(3) )</td>
<td>( b_1(4) )</td>
<td>( b_1(5) )</td>
<td>( b_1(6) )</td>
</tr>
<tr>
<td></td>
<td>( b_2(3) )</td>
<td>( b_2(4) )</td>
<td>( b_2(5) )</td>
<td>( b_2(6) )</td>
<td></td>
</tr>
<tr>
<td></td>
<td>( b_3(4) )</td>
<td>( b_3(5) )</td>
<td>( b_3(6) )</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>( b_4(5) )</td>
<td>( b_4(6) )</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

{C9.2.3 Illustration of the iteration of (C9.2.36b) for \( M = 4 \)
\[ \theta_1, \ldots, \theta_M. \] This requires \( \sim M^2 \) operations. For large \( N \) the estimates obtained in this way will be close to those provided by the fast LS algorithms described previously.

**Complement C9.3**

*Fast least squares lattice algorithm for multivariate regression models*

Consider the following multivariate \( n \)-th order regression model:

\[
x(t) = C_{n,1}y(t - 1) + \ldots + C_{n,n}y(t - n) + e_n(t) \quad t = 1, 2, \ldots
\] (C9.3.1)

where \( x \) is an \((nx|1)\) vector, \( y \) is an \((ny|1)\) vector, the \((nx|ny)\) matrices \( C_{n,i} \) denote the coefficients, and the \( nx \)-vector \( e_n \) denotes the prediction errors (or the residuals) of the model. As it stands equation (C9.3.1) may be viewed as a multivariate (truncated) weighting function model. Several other models of interest in system identification can be obtained as particular cases of (C9.3.1). For \( x(t) = y(t) \), equation (C9.3.1) becomes a multivariate autoregression. A little calculation shows that a difference equation model can also be written in the form (C9.3.1). To see this, consider the following multivariable full polynomial form difference equation: this was discussed in Example 6.3 (see (6.22)-(6.25)), and its use in identification was described in Complement C7.3. This model structure is given by

\[
x(t) + A_1x(t - 1) + \ldots + A_nx(t - n) = B_1u(t - 1) + \ldots
\]

\[
+ B_nu(t - n) + e_n(t)
\] (C9.3.2)

where \( x, u \) and \( e_n \) are vectors, and \( A_i \) and \( B_i \) are matrices of appropriate dimensions. With

\[
y(t) = \begin{pmatrix} x(t) \\ u(t) \end{pmatrix}
\]

and

\[
C_{n,i} = (-A_i \quad B_i) \quad i = 1, \ldots, n
\] (C9.3.2) can be rewritten as (C9.3.1).

Writing (C9.3.1) for \( t = 1, \ldots, N \) and assuming zero initial conditions for convenience,

\[
\begin{pmatrix} x(1) & \ldots & x(N) \end{pmatrix}
\begin{pmatrix} C_{n,1} & \ldots & C_{n,n} \end{pmatrix}
\begin{pmatrix} \theta_n^T \\ 0 \ldots 0 \end{pmatrix}
\begin{pmatrix} \Phi_n(N) \\ \Phi_n(N) \\ \Phi_n(N) \end{pmatrix}
\begin{pmatrix} 0 & y(1) & \ldots & y(N - 1) \\ \vdots & \ddots & \vdots \\ 0 & \ldots & y(1) & \ldots & y(N - n) \end{pmatrix}
\begin{pmatrix} y(N - 1) \\ \vdots \\ y(N - n) \end{pmatrix}
\begin{pmatrix} \Phi_n(N) \\ \Phi_n(N) \\ \Phi_n(N) \end{pmatrix}
\begin{pmatrix} e_n(1) \\ \vdots \\ e_n(N) \end{pmatrix}
\] (C9.3.3)

The matrix \( \theta_n \) of unknown parameters is determined as the minimizer of the following exponentially weighted least squares (LS) criterion:
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\[ \sum_{t=1}^{N} \lambda^{N-t} e_n^T(t) e_n(t) \]  
\hspace{10cm} (C9.3.4)

where \( \lambda \in (0, 1) \) is a forgetting factor (cf. (9.11)). It follows from (4.7) and some simple calculation that \( \theta_n \) is given by

\[ \theta_n(N) = [\Phi_n^T(N) \Lambda_N \Phi_n(N)]^{-1} \Phi_n^T(N) \Lambda_N x_N \]  
\hspace{10cm} (C9.3.5)

where the dependence of \( \theta_n \) on \( N \) is shown explicitly, and where

\[ \Lambda_N = \begin{pmatrix} \lambda^{N-1} & 0 & \cdots & 0 \\ \vdots & \ddots & \ddots & \vdots \\ 0 & \cdots & \lambda & 1 \end{pmatrix} \]  
\hspace{10cm} (C9.3.6)

Introduce the following notation:

\[ \mu_N = (0 \ldots 0 \ 1)^T \quad \text{(the Nth unit vector)} \]
\[ \Lambda_N^{1/2} = \text{the square root of } \Lambda_N \]
\[ \tilde{\Phi}_n(N) = \Lambda_N^{1/2} \Phi_n(N) \]  
\hspace{10cm} (C9.3.7)
\[ \tilde{x}_N = \Lambda_N^{1/2} x_N \]
\[ P_n(N) = I - \tilde{\Phi}_n(N)[\tilde{\Phi}_n^T(N)\tilde{\Phi}_n(N)]^{-1}\tilde{\Phi}_n^T(N) \]

Then, from (C9.3.3), (C9.3.5) and (C9.3.7),

\[ e_n(N) = [x_n^T - \theta_n^T(N)\Phi_n^T(N)]\mu_N \]
\[ = x_n^T (I - \Lambda_N \Phi_n(N)[\Phi_n^T(N)\Lambda_N \Phi_n(N)]^{-1}\Phi_n^T(N)) \mu_N \]
\[ = x_n^T \Lambda_N^{1/2} P_n(N) \Lambda_N^{-1/2} \mu_N \]
\[ = \tilde{x}_N^T P_n(N) \mu_N \]

The problem considered in this complement is the determination of \( e_n(N) \) and \( \theta_n(N) \) for \( N = 1, 2, \ldots \) and \( n = 1 \) to \( M \) (some maximum order). This problem is a significant generalization of the scalar problem treated in Complement C9.2. Both the model and the LS criterion considered here are more general. Note that by an appropriate choice of \( \lambda \) in (C9.3.4), it is possible to discount exponentially the old measurements, which are given smaller weights than more recent measurements.

In the following a solution is provided to the problem of computing \( e_n(N) \) for \( n = 1, \ldots, M \) and \( N = 1, 2, \ldots \). As will be shown, a good approximation (for large \( N \)) of the LS parameter estimates \( \theta_n(N) \) may be readily obtained from the parameters of the lattice filter which computes \( e_n(N) \). Exact computation of \( \theta_n(N) \) is also possible and an exact lattice LS parameter estimation algorithm may be derived as in the scalar case (see, e.g., Friedlander, 1982; Porat et al., 1982). However, in the interest of brevity we concentrate on the lattice prediction filter and leave the derivation of the exact lattice parameter estimation algorithm as an exercise for the reader.

Since the matrix \( P_n(N) \) plays a key role in the definition of \( e_n(N) \) we begin by studying various possible updates of this matrix. Note that \( P_n(N) \) has the same structure as in the scalar case. Thus, the calculations leading to update formulas for \( P_n(N) \) are quite similar to those made in Complement C9.2. Some of the details will therefore be omitted.
Order update

Let

$$
\psi_n(N) = (0 \ldots 0 \ y(1) \ldots y(N - n - 1))^T
$$

$n + 1$ columns

$$
\tilde{\psi}_n(N) = \Lambda_{N}^{1/2} \psi_n(N)
$$

Then

$$
\Phi_{n+1}^T(N) = \begin{pmatrix} \Phi_n^T(N) \\ \tilde{\psi}_n^T(N) \end{pmatrix}
$$

which implies that

$$
P_{n+1}(N) = P_n(N) - P_n(N)\tilde{\psi}_n(N)\sigma_n^{-1}(N)\tilde{\psi}_n^T(N)P_n(N) \quad (C9.3.8)
$$

where

$$
\sigma_n(N) = \tilde{\psi}_n^T(N)P_n(N)\tilde{\psi}_n(N)
$$

Time update

Let $\varphi$ denote the last column of $\Phi_n^T(N)$. Then

$$
\Phi_n^T(N)\mu_N = \varphi
$$

$$
\Phi_n^T(N) - \varphi\mu_N^T = (\lambda^{1/2}\Phi_{n}(N - 1) \ 0)
$$

$$
\Phi_n^T(N)\Phi_n(N) = \lambda\Phi_n^T(N - 1)\Phi_n(N - 1) + \varphi\varphi^T
$$

With these equations in mind, the following time update formula is obtained in exactly the same way as for the scalar case (see Complement C9.2 for details):

$$
P_n(N) = \begin{pmatrix} P_n(N - 1) & 0 \\ 0 & 0 \end{pmatrix} + P_n(N)\mu_N\mu_N^T\gamma_n(N) \quad (C9.3.9)
$$

where

$$
\gamma_n(N) = \mu_N^TP_n(N)\mu_N
$$

Time and order update

We have

$$
\Phi_{n+1}^T(N + 1) = \begin{pmatrix} 0 & y_N^T \\ 0 & \Phi_n^T(N) \end{pmatrix}
$$
where

\[ y_N^T = (y(1) \ldots y(N)) \]

Thus

\[
\Phi_{n+1}^T(N + 1) = \begin{pmatrix} 0 & y_N^T \\ 0 & \Phi_{n}^T(N) \end{pmatrix} \begin{pmatrix} \Lambda_N^{N/2} & 0 \\ 0 & \Lambda_N^{N/2} \end{pmatrix} = \begin{pmatrix} 0 & y_N^T \\ 0 & \Phi_{n}^T(N) \end{pmatrix}
\]

where

\[ \tilde{y}_N = \Lambda_N^{N/2} y_N \]

The nested structure of \( \Phi_{n+1}(N + 1) \) above leads exactly as in the scalar case to the following update formula:

\[
P_{n+1}(N + 1) = \begin{pmatrix} 1 & 0 \\ 0 & P_n(N) - P_n(N)\tilde{y}_N \Theta_n^{-1}(N)\tilde{y}_N^T P_n(N) \end{pmatrix}
\]

(C9.3.10)

where

\[ \Theta_n(N) = \tilde{y}_N^T P_n(N) \tilde{y}_N \]

Note that the update formulas introduced above also hold for \( n = 0 \) provided \( P_0(N) = I \).

The update formulas for \( P_n(N) \) derived previously can be used to update \( e_n(N) \) and any supporting quantities. Table C9.3.1 summarizes the definitions of all the variables needed in the algorithm for updating \( e_n(N) \).

Several variables in Table C9.3.1 may be updated in order and in time as well as in time and order simultaneously. Thus, as in the scalar case treated in Complement C9.2, the recursive-in-time-and-order calculation of \( e_n(N) \) may be organized in many different ways. The following paragraphs present one particular implementation of the recursive algorithm for computing the prediction errors \( \{e_n(N)\} \). (See Complement C9.2 for details of other possible implementations.)

<table>
<thead>
<tr>
<th>TABLE C9.3.1 Definitions of the variables used in the fast lattice LS prediction algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td>( e_n(N) = \hat{x}_N^T P_n(N) \mu_N )</td>
</tr>
<tr>
<td>( \sigma_n(N) = \hat{\psi}_n^T(N) P_n(N) \hat{\psi}_n(N) )</td>
</tr>
<tr>
<td>( \gamma_n(N) = \mu_N^T P_n(N) \mu_N )</td>
</tr>
<tr>
<td>( \Theta_n(N) = \tilde{y}_N^T P_n(N) \tilde{y}_N )</td>
</tr>
<tr>
<td>( \beta_n(N) = \hat{\psi}_n^T(N) P_n(N) \mu_N )</td>
</tr>
<tr>
<td>( \delta_n(N) = \hat{\psi}_n^T(N) P_n(N) \tilde{y}_N )</td>
</tr>
<tr>
<td>( d_n(N) = \hat{x}_N^T P_n(N) \hat{\psi}_n(N) )</td>
</tr>
<tr>
<td>( \varepsilon_n(N) = \tilde{y}_N^T P_n(N) \mu_N )</td>
</tr>
</tbody>
</table>
First note the following facts:

\[
\begin{align*}
\tilde{\psi}_{n+1}^T(N + 1) &= \begin{pmatrix} 0 & \tilde{\psi}_n^T(N) \end{pmatrix} \\
\mu_{n+1}^T &= \begin{pmatrix} 0 & \mu_n \end{pmatrix} \\
\tilde{\psi}_n^T(N) &= \begin{pmatrix} \lambda^{1/2} \tilde{\psi}_n^T(N - 1) & y(N - n - 1) \end{pmatrix} \\
\tilde{y}_n^T &= \begin{pmatrix} \lambda^{1/2} \tilde{y}_{n-1}^T & y(N) \end{pmatrix} \\
\tilde{x}_n^T &= \begin{pmatrix} \lambda^{1/2} \tilde{x}_{n-1}^T & x(N) \end{pmatrix}
\end{align*}
\]

With the above identities in mind, a straightforward application of the update formulas for \( P_n(N) \) produces the following recursions:

\[
\begin{align*}
e_{n+1}(N) &= e_n(N) - d_n(N)\sigma_n^{-1}(N)\beta_n(N) \\
\beta_{n+1}(N + 1) &= \beta_n(N) - \delta_n(N)\sigma_n^{-1}(N)\epsilon_n(N) \\
\delta_n(N) &= \lambda\delta_n(N - 1) + \beta_n(N)\epsilon_n^T(N)/\gamma_n(N) \\
\sigma_{n+1}(N + 1) &= \sigma_n(N) - \delta_n(N)\sigma_n^{-1}(N)\delta_n^T(N) \\
\gamma_{n+1}(N) &= \gamma_n(N) - \beta_n^T(N)\sigma_n^{-1}(N)\delta_n^T(N) \\
d_n(N) &= \lambda d_n(N - 1) + e_n(N)\beta_n^T(N)/\gamma_n(N) \\
\epsilon_{n+1}(N) &= \epsilon_n(N) - \delta_n^T(N)\sigma_n^{-1}(N)\beta_n(N)
\end{align*}
\]

The initial values for the recursions above follow from the definitions of the involved quantities and the convention that \( P_0(N) = I \):

\[
\begin{align*}
e_0(N) &= x(N) \\
\beta_0(N) &= y(N - 1) \\
\sigma_0(N) &= \lambda \sigma_0(N - 1) + y(N)y^T(N); \quad \sigma_0(0) = 0 \\
\gamma_0(N) &= 1 \\
\epsilon_0(N) &= y(N) \\
\delta_0(N) &= \lambda \delta_0(N - 1) + y(N - 1)y^T(N) \\
d_0(N) &= \lambda d_0(N - 1) + x(N)y^T(N - 1) \\
\delta_n(0) &= 0, \; n = 0, \ldots, M \\
d_n(0) &= 0, \; n = 0, \ldots, M
\end{align*}
\]
Next introduce the so-called matrix reflection coefficients,
\[
K_{n+1}(N) = d_n(N)\sigma_n^{-1}(N)
\]
\[
\tilde{K}_{n+1}(N) = \delta_n(N)\rho_n^{-1}(N)
\]
\[
\tilde{K}_{n+1}(N) = \delta_n^T(N)\sigma_n^{-1}(N)
\]

Then the recursions for \( e \), \( \beta \), and \( \epsilon \) can be written as
\[
e_{n+1}(N) = e_n(N) - K_{n+1}(N)\beta_n(N)
\]
\[
\beta_{n+1}(N + 1) = \beta_n(N) - \tilde{K}_{n+1}(N)e_n(N)
\]
\[
e_{n+1}(N) = e_n(N) - \tilde{K}_{n+1}(N)\beta_n(N)
\]

These equations define a lattice filter for computation of the prediction errors, as depicted in Figure C9.3.1. Note that, as compared to the (scalar) case analyzed in Complement C9.2, the lattice structure of Figure C9.3.1 has one more line which involves the parameters \( e \) and \( K \).

---

**FIGURE C9.3.1** The lattice filter implementation of the fast LS prediction algorithm for multivariable regression models.
Next it will be shown that a good approximation (for large $N$) of the LS parameter estimates $\{\theta_n(N)\}$ can be obtained from the parameters of the fast lattice predictor introduced above. To see how this can be done, introduce the following notation:

\[ C_n^N(q^{-1}) = C_{n,1}^N q^{-1} + \ldots + C_{n,n}^N q^{-n} \]

\[ (B_{n,1}^N \ldots B_{n,n}^N) = -y_n^T(N)\Lambda_N \Phi_n(N)[\Phi_n^T(N)\Lambda_N \Phi_n(N)]^{-1} \]

\[ B_n^N(q^{-1}) = B_{n,1}^N + \ldots + B_{n,n}^N q^{-(n-1)} + q^{-n} I \]

\[ (A_{n,1}^N \ldots A_{n,n}^N) = -y_n^T(N)\Lambda_N \Phi_n(N)[\Phi_n^T(N)\Lambda_N \Phi_n(N)]^{-1} \]

\[ A_n^N(q^{-1}) = I + A_{n,1}^N q^{-1} + \ldots + A_{n,n}^N q^{-n} \]

Recall from (C9.3.5) that

\[ (C_{n,1}^N \ldots C_{n,n}^N) = x_n^T(N)\Lambda_N \Phi_n(N)[\Phi_n^T(N)\Lambda_N \Phi_n(N)]^{-1} \]

Using these definitions and the definitions of $\epsilon$, $\beta$ and $\epsilon$, one may write

\[ e_n(N) = x(N) - C_n^N(q^{-1})y(N) \]

\[ \beta_n(N) = y(N - n - 1) + (B_{n,1}^N \ldots B_{n,n}^N) \begin{pmatrix} y(N - 1) \\ \vdots \\ y(N - n) \end{pmatrix} = B_n^N(q^{-1})y(N - 1) \]

and

\[ \epsilon_n(N) = y(N) + (A_{n,1}^N \ldots A_{n,n}^N) \begin{pmatrix} y(N - 1) \\ \vdots \\ y(N - n) \end{pmatrix} = A_n^N(q^{-1})y(N) \]

Substituting the above expressions for $e$, $\beta$ and $\epsilon$ into the lattice recursions (C9.3.11),

\[ [C_{n+1}^N(q^{-1}) - C_n^N(q^{-1}) - K_{n+1}(N)q^{-1}B_n^N(q^{-1})]y(N) = 0 \]

\[ [B_{n+1}^N(q^{-1}) - q^{-1}B_n^N(q^{-1}) + \tilde{K}_{n+1}(N)A_n^N(q^{-1})]y(N) = 0 \]  \hspace{1cm} (C9.3.12)

\[ [A_{n+1}^N(q^{-1}) - A_n^N(q^{-1}) + \tilde{K}_{n+1}(N)q^{-1}B_n^N(q^{-1})]y(N) = 0 \]

As the number of data points increases, the predictor parameters will approximately converge. Then, it can be concluded from (C9.3.12) that the following identities will approximately hold (the superscript $N$ is omitted):

\[
\begin{align*}
C_{n+1}(z) &= C_n(z) + K_{n+1}zB_n(z) \\
B_{n+1}(z) &= zB_n(z) - \tilde{K}_{n+1}A_n(z) \\
A_{n+1}(z) &= A_n(z) - \tilde{K}_{n+1}zB_n(z)
\end{align*}
\]

\hspace{1cm} (C9.3.13)

These recursions initialized by $A_0(z) = B_0(z) = I$, $C_0(z) = 0$, and iterated for $n = 0$ to $M - 1$, can be used to determine $\{\theta_n\}_{n=1}^M$ from the reflection coefficients $\{K_n, \tilde{K}_n\}$ and
which are provided by the lattice prediction algorithm. Note that this computation of \( \theta_n(N) \) may be performed when desired (i.e. for some specified values of \( N \)). Note also that the hardware implementation of (C9.3.13) may be done using a lattice filter similar to that of Figure C9.3.1.
Chapter 10

IDENTIFICATION OF SYSTEMS OPERATING IN CLOSED LOOP

10.1 Introduction

The introductory examples of Chapter 2 demonstrated that the result of an identification can be very poor for certain experimental conditions. The specification of the experimental condition \( \mathcal{C} \) includes such things as the choice of prefiltering, sampling interval, and input generation. This chapter looks at the effect of the feedback from output to input on the results of an identification experiment.

Many systems work under feedback control. This is typical, for example, in the process industry for the production of paper, cement, glass, etc. There are many other systems in non-technical areas where feedback mechanisms normally are in force on the systems, for example in many biological and economical systems. For technical systems the open loop system may be unstable or so poorly damped that no identification experiment can be performed in open loop. Safety and production restrictions can also be strong reasons for not allowing experiments in open loop.

It is very important to know if and how the open loop system can be identified when it must operate under feedback control during the experiment. It will be shown that the feedback can cause difficulties but also that these can be circumvented. Sometimes there are certain practical restrictions on identification experiments that must be met. These can include bounds on the input and output variances. In such situations it can even be an advantage to use a feedback control during the experiment.

Two different topics are considered in this chapter:

- The identifiability properties for systems operating in closed loop will be investigated. Consideration will then be given to the conditions under which it is possible to identify a system under feedback control. Explicit results will be presented on how to proceed when identification is possible. This topic is dealt with in Sections 10.2–10.5.
- The second topic concerns accuracy aspects, which will be dealt with mainly by means of examples. Then an experimental condition that gives optimal accuracy of the identified model is presented. It will turn out that the best experimental condition often includes a feedback control. This is shown in Section 10.6.
10.2 Identifiability considerations

The situation to be discussed in this and the following sections is depicted in Figure 10.1. The open loop system is assumed to be given by

\[ y(t) = G_s(q^{-1})u(t) + H_s(q^{-1})e(t) \quad Ee(t)e^T(i) = \Lambda_s\delta_{i,i}, \]  \hspace{1cm} (10.1)

where \( e(t) \) is white noise. The input \( u(t) \) is determined through feedback as

\[ u(t) = -F(q^{-1})y(t) + L(q^{-1})v(t) \]  \hspace{1cm} (10.2a)

In (10.2a) the signal \( v(t) \) can be a reference value, a setpoint or noise entering the regulator. \( F(q^{-1}) \) and \( L(q^{-1}) \) are matrix filters of compatible dimensions (the notations \( \dim y(t) = \dim e(t) = ny, \dim u(t) = nu, \dim v(t) = nv \) are used in what follows). Most often the goal of identification of the system above is the determination of the filters \( G_s(q^{-1}) \) and \( H_s(q^{-1}) \). Sometimes one may also wish to determine the filter \( F(q^{-1}) \) of the feedback path.

A number of cases will be considered, including:

- The feedback \( F(q^{-1}) \) may or may not be known.
- The external signal \( v(t) \) may or may not be measurable.

Later (see (10.17)), the feedback (10.2a) will be extended to a shift between \( r \) different time-invariant regulators:

\[ u(t) = -F_i(q^{-1})y(t) + L_i(q^{-1})v(t) \]  \hspace{1cm} (10.2b)

The reason for considering such an extension is that this special form of time-varying regulator will be shown to give identifiability under weak conditions.

For the system (10.1) with the feedback (10.2a) the closed loop system can be shown to be

\[
\begin{align*}
y(t) &= [I + G_s(q^{-1})F(q^{-1})]^{-1}[G_s(q^{-1})L(q^{-1})v(t) + H_s(q^{-1})e(t)] \\
u(t) &= [L(q^{-1}) - F(q^{-1})(I + G_s(q^{-1})F(q^{-1}))^{-1}G_s(q^{-1})L(q^{-1})]v(t) \\
&\quad - F(q^{-1})(I + G_s(q^{-1})F(q^{-1}))^{-1}H_s(q^{-1})e(t)
\end{align*}
\]  \hspace{1cm} (10.3)

![FIGURE 10.1 Experimental condition for a system operating in closed loop.](image)
The following general assumptions are made:

- The open loop system is strictly proper (i.e. it does not contain any direct term). This means that \( G_s(0) = 0 \). This assumption is weak and is introduced to avoid algebraic loops in the closed loop system. (An algebraic loop occurs if neither \( G_s(q^{-1}) \) nor \( F(q^{-1}) \) contains a delay. Then \( y(t) \) depends on \( u(t) \), which in turn depends on \( y(t) \). To avoid such a situation it is assumed that the system has a delay so that \( y(t) \) depends only on past input values.)
- The subsystems from \( v \) and \( e \) to \( y \) of the closed loop system are asymptotically stable and have no unstable hidden modes. This implies that the filters \( L(q^{-1}) \), \( H_s(q^{-1}) \) and \( [I + G_s(q^{-1})F(q^{-1})]^{-1} \) are asymptotically stable.
- The external signal \( v(t) \) is stationary and persistently exciting of a sufficient order. What ‘sufficient’ means will depend on the system. Note that it is not required that the signal \( w(t) \triangleq L(q^{-1})v(t) \) is persistently exciting. For example, if \( v(t) \) is scalar and the filter \( L(q^{-1}) \) is chosen to have zeros on the unit circle that exactly match the frequencies for which \( \phi_y(\omega) \) is nonzero, then \( w(t) \) will be persistently exciting of a lower order than \( v(t) \) (see Section 5.4). It will be convenient in the analysis which follows to assume that \( v(t) \) is persistently exciting, and to allow \( L(q^{-1}) \) to have an arbitrary form.
- The external signal \( v(t) \) and the disturbance \( e(s) \) are independent for all \( t \) and \( s \).

Spectral analysis

The following two general examples illustrate that a straightforward use of spectral analysis will not give identifiability.

Example 10.1 Application of spectral analysis

Consider a SISO system \((nu = nv = ny = 1)\) as in Figure 10.1. Assume that \( L(q^{-1}) \equiv 1 \). For convenience, introduce the signal

\[
z(t) = F(q^{-1})H_s(q^{-1})e(t)
\]

From (10.3) the following descriptions of the input and output signals are obtained:

\[
y(t) = \frac{1}{1 + G_s(q^{-1})F(q^{-1})} \left[ G_s(q^{-1})v(t) + \frac{1}{F(q^{-1})}z(t) \right]
\]

\[
u(t) = \frac{1}{1 + G_s(q^{-1})F(q^{-1})} [v(t) - z(t)]
\]

Hence

\[
\phi_u(\omega) = \frac{1}{|1 + G_s(e^{j\omega})F(e^{j\omega})|^2} [\phi_y(\omega) + \phi_z(\omega)]
\]

\[
\phi_{yu}(\omega) = \frac{1}{|1 + G_s(e^{j\omega})F(e^{j\omega})|^2} \left[ G_s(e^{-j\omega})\phi_y(\omega) - \frac{1}{F(e^{-j\omega})} \phi_z(\omega) \right]
\]

Assuming that the spectral densities \( \phi_u(\omega) \) and \( \phi_{yu}(\omega) \) can be estimated exactly, which should be true at least asymptotically as the number of data points tends to infinity, it is
found that the spectral analysis estimate of $G_s(e^{-i\omega})$ is given by

$$\hat{G}(e^{-i\omega}) = \frac{\hat{\Phi}_{yu}(\omega)}{\hat{\Phi}_u(\omega)} = \frac{G_s(e^{-i\omega})\Phi_x(\omega) - \hat{\Phi}_z(\omega)/F(e^{-i\omega})}{\Phi_x(\omega) + \Phi_z(\omega)} \quad (10.4f)$$

(cf. (3.33)). If there are no disturbances then $z(t) \equiv 0$, $\Phi_z(\omega) = 0$ and (10.4f) simplifies to

$$\hat{G}(e^{-i\omega}) = G_s(e^{-i\omega}) \quad (10.4g)$$

i.e. it is possible to identify the true system dynamics.

However, in the other extreme case when there is no external input ($v(t) \equiv 0$), $\Phi_v(\omega) = 0$ and (10.4f) becomes

$$\hat{G}(e^{-i\omega}) = -\frac{1}{F(e^{-i\omega})} \quad (10.4h)$$

Here the result is the negative inverse of the feedback. In the general case it follows from (10.4f) that

$$\hat{G}(e^{-i\omega}) - G_s(e^{-i\omega}) = -\frac{1 + G_s(e^{-i\omega})F(e^{-i\omega})}{F(e^{-i\omega})} \frac{\Phi_z(\omega)}{\Phi_x(\omega) + \Phi_z(\omega)} \quad (10.4i)$$

which shows how the spectral densities $\Phi_x(\omega)$ and $\Phi_z(\omega)$ influence the deviation of $\hat{G}(e^{-i\omega})$ from the true value $G_s(e^{-i\omega})$.

For the special case when $F(q^{-1}) \equiv 0$, equation (10.4i) cannot be used as it stands. However, from (10.4a),

$$\Phi_z(\omega) = |F(e^{i\omega})|^2 |H_s(e^{i\omega})|^2 \Phi_e(\omega) \quad (10.4j)$$

and (10.4i) gives for this special case

$$\hat{G}(e^{-i\omega}) - G_s(e^{-i\omega}) = -\left[1 + G_s(e^{-i\omega}) \times 0\right] F(e^{i\omega}) \frac{|H_s(e^{i\omega})|^2 \Phi_e(\omega)}{\Phi_x(\omega)} \bigg|_{F=0} \quad (10.4k)$$

$$= 0$$

This means that for open loop operation ($F(q^{-1}) \equiv 0$) the system is identifiable (cf. Section 3.5).

To summarize, the spectral analysis applied in the usual way gives biased estimates if there is a feedback acting on the system.

The next example extends the examination of spectral analysis to the multivariable case.

**Example 10.2 Application of spectral analysis in the multivariable case**

Assume first that $ny = nu$. Then $F(q^{-1})$ is a square matrix. Further, let $v(t) \equiv 0$. Since $u(t)$ is determined as

$$u(t) = -F(q^{-1})y(t) \quad (10.5)$$

the spectral densities satisfy

$$\Phi_u(\omega) = F(e^{-i\omega})\Phi_y(\omega) F^T(e^{i\omega}) \quad (10.6)$$

$$\Phi_{yu}(\omega) = -\Phi_y(\omega) F^T(e^{i\omega})$$
When using spectral analysis for estimation of \( G_s(q^{-1}) \) one determines

\[
\hat{G}(e^{-i\omega}) = \hat{\phi}_{yu}(\omega)\hat{\phi}_{u}^{-1}(\omega)
\]  

(10.7)

(see (3.33)). Assuming that the spectral density estimates \( \hat{\phi}_{yu} \) and \( \hat{\phi}_{u} \) are exact, (10.6), (10.7) give

\[
\hat{G}(e^{-i\omega}) \equiv [-\phi_y(\omega)F^T(e^{i\omega})][F(e^{-i\omega})\phi_x(\omega)F^T(e^{i\omega})]^{-1}
\]

\[
= -F^{-1}(e^{-i\omega})
\]

(10.8)

This result is a generalization of (10.4h).

Consider next the more general case where \( ny \) may differ from \( nu \), and \( v(t) \) can be nonzero. In such a case the estimate of \( G \) will no longer be given by (10.8), but it will still differ from the true system. To see this, make the following evaluation. Set

\[
e_y(t) = H_s(q^{-1})e(t)
\]

\[
e_u(t) = -F(q^{-1})(I + G_s(q^{-1})F(q^{-1}))^{-1}H_s(q^{-1})e(t)
\]

(10.9a)

These are the parts of \( y(t) \) and \( u(t) \), respectively, that depend on the disturbances \( e(\cdot) \), see (10.3). Since

\[
y(t) - G_s(q^{-1})u(t) = H_s(q^{-1})e(t) = e_y(t)
\]

one gets

\[
\phi_{yu}(\omega) - G_s(e^{-i\omega})\phi_u(\omega) = \phi_{e_y,u}(\omega) = \phi_{e_y,e_u}(\omega)
\]  

(10.9b)

This expression must be zero if the estimate (10.7) is to be consistent. It is easily seen that the expression is zero if \( F(q^{-1}) \equiv 0 \) (i.e. no feedback), or expressed in other terms, if the disturbance \( H_s(q^{-1})e(t) \) and the input \( u(t) \) are uncorrelated. In the general case of \( F(q^{-1}) \equiv 0 \), however, (10.9b) will be different from zero. This shows that the spectral analysis fails to give identifiability of the open loop system transfer function.

Sometimes, however, a modified spectral analysis can be used. Assume that the external input signal \( v(t) \) is measurable. A simple calculation gives, (cf. (10.1))

\[
\phi_{yu}(\omega) = G_s(e^{-i\omega})\phi_{uv}(\omega) + H_s(e^{-i\omega})\phi_{ev}(\omega)
\]

\[
= G_s(e^{-i\omega})\phi_{uv}(\omega)
\]

(10.10)

If \( v(t) \) has the same dimension as \( u(t) \) (i.e. \( nv = nu \)) \( G_s(q^{-1}) \) can therefore be estimated by

\[
\hat{G}(e^{-i\omega}) = \hat{\phi}_{yu}(\omega)\hat{\phi}_{uv}^{-1}(\omega)
\]  

(10.11)

This estimate of \( G_s(e^{-i\omega}) \) will work, unlike (10.7). It can be seen as a natural extension of the ‘open loop formula’ (10.7) to the case of systems operating under feedback.

It is easy to understand the reason for the difficulties encountered when applying spectral analysis as in Examples 10.1 and 10.2. The model (10.8) provided by the method, that is
\[ y(t) = -F^{-1}(q^{-1})u(t) \]
gives a valid description of the relation between the signals \( u(t) \) and \( y(t) \). This relation corresponds to the inverse of the feedback law \( y(t) \rightarrow u(t) \) (see (10.5)). Note that:

(i) The feedback path is noise-free, while the relation of interest \( u(t) \rightarrow y(t) \) corresponding to the direct path is corrupted by noise.

(ii) Within spectral analysis, the noise part of the output is not modeled.

(iii) The nonparametric model used by the spectral analysis method by its very definition has no structural restrictions. Hence it cannot eliminate certain true but uninteresting relationships between \( u(t) \) and \( y(t) \) (such as the inverse feedback law model (10.8)).

The motivation for the results obtained by the spectral analysis identification method lies in the facts noted above.

The situation should be different if a parametric model is used. As will be shown later in this chapter, the system will be identifiable under weak conditions if a parametric identification method is used. Of the methods considered in the book, the prediction error method shows most promise since the construction of IV methods normally is based on the assumption of open loop experiments. (See, however, the next subsection.)

**Instrumental variable methods**

The IV methods can be extended to closed loop systems with a measurable external input. A similar extension of the spectral analysis was presented in Example 10.2. This extension of IV methods is illustrated in the following general example.

**Example 10.3 IV method for closed loop systems**

Consider the scalar system

\[ A(q^{-1})y(t) = B(q^{-1})u(t) + w(t) \]  

(10.12)

where the input \( u(t) \) is determined through feedback,

\[ R(q^{-1})u(t) = -S(q^{-1})y(t) + T(q^{-1})v(t) \]  

(10.13)

in which \( v(t) \) is a measurable external input that is independent of the disturbance \( w(s) \) for all \( t \) and \( s \). In (10.12), (10.13) \( A(q^{-1}), B(q^{-1}), R(q^{-1}), \) etc., are polynomials in \( q^{-1} \).

Comparing with the general description (10.1), (10.2a), it is seen that in this case

\[ G_s(q^{-1}) = \frac{B(q^{-1})}{A(q^{-1})} \]

\[ F(q^{-1}) = \frac{S(q^{-1})}{R(q^{-1})} \]

\[ L(q^{-1}) = \frac{T(q^{-1})}{R(q^{-1})} \]
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One can apply IV estimators to (10.12) as in Chapter 8. The IV vector \( Z(t) \) will now consist of filtered and delayed values of the external input \( v(t) \). Then the second consistency condition (8.25b) \( EZ(t)w(t) = 0 \) is automatically satisfied. Fulfilment of the first consistency condition, \( \text{rank}[EZ(t)\phi^T(t)] = \dim \theta \), will depend on the system, the experimental condition and the instruments used. As in the open loop case, this condition will be generically satisfied under weak conditions. The 'noise-free' vector \( \hat{\phi}(t) \) will in this case be the part of \( \phi(t) \) that depends on the external input. To be more exact, note that from (10.12) and (10.13) the following description for the closed loop system is obtained:

\[
[A(q^{-1})R(q^{-1}) + B(q^{-1})S(q^{-1})]y(t) = B(q^{-1})T(q^{-1})v(t) + R(q^{-1})w(t)
\]

\[
[A(q^{-1})R(q^{-1}) + B(q^{-1})S(q^{-1})]u(t) = A(q^{-1})T(q^{-1})v(t) - S(q^{-1})w(t)
\]  

(10.14)

which implies that

\[
\phi(t) = (-y(t-1) \ldots -y(t-na) \ u(t-1) \ldots u(t-nb))^T
\]  

(10.15a)

\[
\hat{\phi}(t) = (-\hat{y}(t-1) \ldots -\hat{y}(t-na) \ \hat{u}(t-1) \ldots \hat{u}(t-nb))^T
\]  

(10.15b)

\[
\hat{u}(t) = \frac{A(q^{-1})T(q^{-1})}{A(q^{-1})R(q^{-1}) + B(q^{-1})S(q^{-1})} v(t)
\]  

(10.15c)

\[
\hat{y}(t) = \frac{B(q^{-1})T(q^{-1})}{A(q^{-1})R(q^{-1}) + B(q^{-1})S(q^{-1})} v(t) = \frac{B(q^{-1})}{A(q^{-1})} \hat{u}(t)
\]  

(10.15d)

It is also possible to extend the analysis of optimal IV methods developed in Chapter 8 to this situation. With \( \phi(t) \) defined as in (10.15b) the results given in Chapter 8 extend to closed loop operation. Note that in order to apply the optimal IV it is necessary to know not only the true system but also the regulator, since \( R, S \), and \( T \) appear in (10.15b–d).

Use of a prediction error method

In the following it will generally be assumed that a prediction error method (PEM) is used. In most cases it will not be necessary to assume that the external input is measurable, which makes a PEM more attractive than an IV method. A further advantage is that a PEM will give statistically efficient estimates under mild conditions. The disadvantage from a practical point of view is that a PEM is more computationally demanding than an IV method.

As a simple illustration of the usefulness of the PEM approach to closed loop system identification, recall Example 2.7, where a simple PEM was applied to a first-order system. It was shown that the appropriate requirement on the experimental condition in order to guarantee identifiability is

\[
E\begin{pmatrix}
-y(t) \\
u(t)
\end{pmatrix}\begin{pmatrix}
-y(t) \\
u(t)
\end{pmatrix} > 0
\]  

(10.16)
This condition is violated if and only if \( u(t) \) is not persistently exciting of order 1 or if \( u(t) \) is determined as a static (i.e., zero order) linear output feedback, \( u(t) = -ky(t) \). It is easy to see that for a proportional regulator the matrix in (10.16) will be singular (i.e., positive semidefinite). Conversely, to make the matrix singular the signals \( y(t) \) and \( u(t) \) must be linearly dependent, which implies that \( u(t) \) is proportional to \( y(t) \). For a linear higher-order or a nonlinear feedback the condition (10.16) will be satisfied and the PEM will give consistent estimates of the open loop system parameters.

In the following a generalization will be made of the experimental condition (10.2a). As already stated a certain form of time-varying regulator will be allowed. Assume that during the experiment, \( r \) different constant regulators are used such that

\[
    u(t) = -F_i(q^{-1})y(t) + L_i(q^{-1})v(t) \quad i = 1, \ldots, r
\]

(10.17)
during a proportion \( \gamma_i \) of the total experiment time. Then

\[
    \gamma_i \geq 0 \quad i = 1, \ldots, r
\]

\[
    \sum_{i=1}^{r} \gamma_i = 1
\]

(10.18)

For example, if one regulator is used for 30 percent of the total experiment time and a second one for the remaining 70 percent, then \( \gamma_1 = 0.3, \gamma_2 = 0.7 \).

When dealing with parametric methods, the following model structure will be used (cf. (6.1)):

\[
    y(t) = G(q^{-1}; \theta)u(t) + H(q^{-1}; \theta)e(t) \quad Ee(t)e^T(s) = \Lambda(\theta)\delta_{t,s}
\]

(10.19a)

Assume that \( G(q^{-1}; \theta) \) is strictly proper, i.e., that \( G(0; \theta) = 0 \) for all \( \theta \). Also, assume that \( H(0; \theta) = I \) for all \( \theta \). Equation (10.19a) will be abbreviated as

\[
    y(t) = \hat{G}u(t) + \hat{H}e(t) \quad Ee(t)e^T(t) = \hat{\Lambda}
\]

(10.19b)

For convenience the subscript \( s \) will be omitted in the true system description in the following calculations. Note that the model parametrization in (10.19a) will not be specified. This means that we will deal with system identifiability (SI) (cf. Section 6.4). We will thus be satisfied if the identification method used is such that

\[
    \hat{G} \equiv G \quad (i.e. \ G(q^{-1}; \theta) \equiv G_s(q^{-1})) \quad \hat{H} \equiv H
\]

(10.20)

It is then a matter of the parametrization of the model only, and not of the experimental condition, whether there is a unique parameter vector \( \theta \) which satisfies (10.20). In Chapter 6 (see (6.44)) the set \( D_T(\mathcal{F}, \mathcal{M}) \) was introduced to describe the parameter vectors satisfying (10.20). If \( D_T(\mathcal{F}, \mathcal{M}) \) consists of exactly one point then the system is parameter identifiable (PI) (cf. Section 6.4).

In the following sections three different approaches to identifying a system working in closed loop will be analyzed:

- **Direct identification.** The existence of possible feedback is neglected and the recorded data are treated as if the system were operating in open loop.
- **Indirect identification.** It is assumed that the external setpoint \( v(t) \) is measurable and that the feedback law is known. First the closed loop system is identified regarding \( v(t) \)
as the input. Then the open loop system is determined from the known regulator and the identified closed loop system.

- **Joint input–output identification.** The recorded data \( u(t) \) and \( y(t) \) are regarded as outputs of a multivariable system driven by white noise, i.e. as a multivariable \((ny + nu)\)-dimensional time series. This multivariable system is identified using the original parameters as unknowns.

*For all the approaches above it will be assumed that a PEM is used for parameter estimation.*

### 10.3 Direct identification

With this approach the recorded values of \( \{u(t)\} \) and \( \{y(t)\} \) are used in the estimation scheme for finding \( \theta \) in (10.19a) as if no feedback were present. This is of course an attractive approach if it works, since one does not have to bother about the possible presence of feedback.

To analyze the identifiability properties, first note that the closed loop system corresponding to the \( i \)th feedback regulator (10.17) is described by the following equations (cf. (10.3)):

\[
y_i(t) = (I + GF_i)^{-1}(GL_iy(t) + He(t)) \\
u_i(t) = [I - F_i(I + GF_i)^{-1}G]L_iy(t) - F_i(I + GF_i)^{-1}He(t)
\]

(10.21)

The corresponding prediction error of the direct path model is given by

\[
\epsilon_i(t) = \hat{H}^{-1}[y_i(t) - \hat{G}u_i(t)]
\]

(10.22)

(see (10.19b)). Let \( I_i \) denote the time interval(s) when the feedback (10.17) is used. \( I_i \) may consist of the union of disjoint time intervals. The length of \( I_i \) is \( \gamma_i N \). The asymptotic loss function associated with the PEM (see Chapter 7) is given by

\[
V = h(R_\infty(\theta))
\]

\[
R_\infty(\theta) = \lim_{N \to \infty} \frac{1}{N} \sum_{i=1}^{N} E\epsilon(t)\epsilon^T(t)
\]

where \( h \) is a scalar increasing function such as \( tr \) or \( det \). Note that if \( \epsilon(t) \) is a stationary process then \( R_\infty \) reduces to \( R_\infty = E\epsilon(t)\epsilon^T(t) \), which was the case dealt with in Chapter 7. In the present case \( \epsilon(t) \) is nonstationary. However, for \( t \in I_i \), \( \epsilon(t) = \epsilon_i(t) \) which is stationary. Thus

\[
R_\infty = \lim_{N \to \infty} \frac{1}{N} \sum_{i=1}^{N} E\epsilon(t)\epsilon^T(t)
\]

\[
= \lim_{N \to \infty} \frac{1}{N} \sum_{i=1}^{r} \sum_{t \in I_i} E\epsilon_i(t)\epsilon_i^T(t)
\]
\[
\lim_{N \to \infty} \frac{1}{N} \sum_{i=1}^{r} \gamma_i N E\varepsilon_i(t)\varepsilon_i^T(t) = \sum_{i=1}^{r} \gamma_i E\varepsilon_i(t)\varepsilon_i^T(t)
\]  

(10.23)

Recall that as \(N\) tends to infinity, the prediction error estimates tend to the global minimum points of the asymptotic loss function \(h(R_\infty)\). Thus, to investigate the identifiability (in particular, the consistency) properties of the PEM, one studies the global minima of \(h(R_\infty)\).

To see if the direct approach makes sense, consider a simple example.

**Example 10.4 A first-order model**

Let the system be given by

\[
y(t) + ay(t - 1) = bu(t - 1) + e(t) \quad E\varepsilon^2(t) = \lambda^2
\]

\(e(t)\) being white noise, and the model structure by

\[
y(t) + \hat{a}y(t - 1) = \hat{b}u(t - 1) + \varepsilon(t)
\]

(cf. Example 2.8). The input is assumed to be determined from a time-varying proportional regulator,

\[
u(t) = \begin{cases} 
-f_1 y(t) & \text{for a proportion } \gamma_1 \text{ of the total experiment} \\
-f_2 y(t) & \text{for a proportion } \gamma_2 \text{ of the total experiment}
\end{cases}
\]

Then

\[
y_i(t) + (a + bf_i)y_i(t - 1) = e(t) \\
\varepsilon_i(t) = y_i(t) + (\hat{a} + \hat{b}f_i)y_i(t - 1)
\]

which gives

\[
E\varepsilon_i^2(t) = \lambda^2 \frac{1 + (\hat{a} + \hat{b}f_i)^2 - 2(\hat{a} + \hat{b}f_i)(a + bf_i)}{1 - (a + bf_i)^2} \\
= \lambda^2 \left[ 1 + \frac{(\hat{a} + \hat{b}f_i - a - bf_i)^2}{1 - (a + bf_i)^2} \right]
\]

The loss function \(V\) becomes

\[
V(\hat{a}, \hat{b}) = R_\infty = \lambda^2 + \gamma_1 \lambda^2 \frac{(\hat{a} + \hat{b}f_1 - a - bf_1)^2}{1 - (a + bf_1)^2} \\
+ \gamma_2 \lambda^2 \frac{(\hat{a} + \hat{b}f_2 - a - bf_2)^2}{1 - (a + bf_2)^2}
\]

(10.24a)

It is easy to see that

\[
V(\hat{a}, \hat{b}) \geq \lambda^2 = V(a, b)
\]

(10.24b)
As shown in Section 7.5, the limits of the parameter estimates are the minimum points of the loss function \( V(\hat{a}, \hat{b}) \). It can be seen from (10.24) that \( \hat{a} = a, \hat{b} = b \) is certainly a minimum point. To examine whether \( \hat{a} = a, \hat{b} = b \) is a unique minimum, it is necessary to solve the equation \( V(\hat{a}, \hat{b}) = \lambda^2 \) with respect to \( \hat{a} \) and \( \hat{b} \). Then from (10.24a),

\[
\begin{align*}
\hat{a} + \hat{b}f_1 - a - bf_1 &= 0 \\
\hat{a} + \hat{b}f_2 - a - bf_2 &= 0 \\
\end{align*}
\]  

(10.24c)

or

\[
\begin{pmatrix}
1 \\
1
\end{pmatrix}
\begin{pmatrix}
\hat{a} \\
\hat{b}
\end{pmatrix} =
\begin{pmatrix}
a + bf_1 \\
a + bf_2
\end{pmatrix}
\]  

(10.24d)

which has a unique solution if and only if \( f_1 \neq f_2 \). The use of two different constant regulators is therefore sufficient in this case to give parameter identifiability.

The above result can be derived in the following way. Let

\[
V_i = \gamma_i E \varepsilon_i^2(t) \quad i = 1, 2 
\]  

(10.25a)

Then

\[
V_i = \gamma_i \lambda^2 \left[ 1 + \frac{(\hat{a} + \hat{b}f_i - a - bf_i)^2}{1 - (a + bf_i)^2} \right]
\]  

(10.25b)

and

\[
V = V_1 + V_2
\]  

(10.25c)

Now \( V_1 \) does not have a unique minimum point. It is minimized for all points on the line (in the \( \hat{a}, \hat{b} \) space) given by

\[
\hat{a} + \hat{b}f_1 = a + bf_1
\]  

(10.25d)

The true parameters \( \hat{a} = a, \hat{b} = b \) are a point on this line. Similarly, the minimum points of \( V_2 \) are situated on the line

\[
\hat{a} + \hat{b}f_2 = a + bf_2
\]  

(10.25e)

The intersection of these two lines will thus give the minimum point of the total loss function \( V \) and is the solution to (10.24d). The condition \( f_1 \neq f_2 \) is necessary to get an intersection.

Return now to the general case. It is not difficult to see that (using \( G(0) = \hat{G}(0) = 0, H(0) = \hat{H}(0) = I \))

\[
\begin{align*}
y_i(t) &= e(t) + \text{term independent of } e(t) \\
u_i(t) \text{ is independent of } e(s) \text{ for } t < s \\
\varepsilon_i(t) &= e(t) + \text{term independent of } e(t)
\end{align*}
\]

Using these results a lower bound on the matrix \( R_\infty \) (10.23) can be derived:
\[ R_\infty = \sum_{i=1}^{r} \gamma_i E\varepsilon_i(t)\varepsilon_i^T(t) \]
\[ \geq \sum_{i=1}^{r} \gamma_i E\varepsilon_i(t)e^T(t) = E\varepsilon_i(t)e^T(t) = \Lambda \]

If equality can be achieved then this will characterize the (global) minimum points of any suitable scalar function \( V = h(R_\infty) \).

To have equality it is required that
\[ \varepsilon_i(t) = e(t) \quad i = 1, \ldots, r \tag{10.26} \]

From (10.21) and (10.22) it follows that
\[ \varepsilon_i(t) = \hat{H}^{-1}(I + GF_i)^{-1}(GL_i\nu(t) + He(t)) \]
\[ - \hat{H}^{-1}\hat{G}[I - F_i(I + GF_i)^{-1}G]L_i\nu(t) + \hat{H}^{-1}\hat{G}F_i(I + GF_i)^{-1}He(t) \]
\[ = [\hat{H}^{-1}(I + GF_i)^{-1}GL_i - \hat{H}^{-1}\hat{G}(I - F_i(I + GF_i)^{-1}G)L_i]\nu(t) \]
\[ + [\hat{H}^{-1}(I + GF_i)^{-1}H + \hat{H}^{-1}\hat{G}F_i(I + GF_i)^{-1}H]e(t) \]

Since the disturbances \( e(t) \) are assumed to be independent of \( \nu(s) \) for all \( t \) and \( s \), it follows that (10.26) holds if and only if
\[
\hat{H}^{-1}[(I + GF_i)^{-1}G - \hat{G}(I - F_i(I + GF_i)^{-1}G)]L_i\nu(t) \equiv 0 \quad i = 1, \ldots, r \tag{10.27}
\]
\[
\hat{H}^{-1}(I + \hat{G}F_i)(I + GF_i)^{-1}H \equiv I \quad i = 1, \ldots, r \tag{10.28}
\]

These two conditions describe the identifiability properties of the direct approach. Note that (10.27), (10.28) are satisfied by the `desired solution' \( \hat{G} = G, \hat{H} = H \). The crucial problem is, of course, whether other solutions exist or not. The special cases examined in the following two examples will give useful insights into the general identifiability properties.

**Example 10.5 No external input**
Assume that \( \nu(t) \equiv 0 \) and \( r = 1 \). Then (10.27) carries no information and (10.28) gives
\[
\hat{H}^{-1}(I + \hat{G}F_1)(I + GF_1)^{-1}H \equiv I \tag{10.29}
\]
However, this relation is not sufficient to conclude (10.20), i.e. to get identifiability. It depends on the parametrization and the regulator whether or not
\[ \hat{G} \equiv G \quad \hat{H} \equiv H \]
are obtained as a unique solution to (10.29). Compare also Example 2.7 where the identity (10.29) is solved explicitly with respect to the parameter vector \( \theta \).

The identity (10.29) can be rewritten as
\[ \hat{H}^{-1}(I + \hat{G}F_1) \equiv H^{-1}(I + GF_1) \]
If the regulator $F_1$ has low order, then the transfer function $\hat{H}^{-1}(I + \hat{G}F_1)$ may also be of low order and the identity above may then give too few equations to determine the parameter vector uniquely. Recall the discussion around (10.16) where it was also seen, in a different context, that a low-order regulator can create identifiability problems.

On the other hand, if $F_1$ has a sufficiently high order, then the identity above will lead to sufficient equations to determine $\theta$ uniquely. Needless to say, it is not known \textit{a priori} what exactly a ‘sufficiently high’ order means.

Complement C10.1 analyzes in detail the identifiability properties of an ARMAX system operating under feedback with no external input. ■

\textbf{Example 10.6 External input}
Assume that $r = 1$ and $L_1(q^{-1})v(t)$ is persistently exciting (pe) of a sufficiently high order. Set

$$M = (I + GF_1)^{-1}G - \hat{G}(I - F_1(I + GF_1)^{-1}G)$$

Then (10.27) becomes

$$\hat{H}^{-1}ML_1v(t) \equiv 0$$

Since $L_1v(t)$ is pe it follows from Property 4 of pe signals (Section 5.4) that $\hat{H}^{-1}M \equiv 0$, which implies that $M \equiv 0$. Now use the fact that

$$(I + GF_1)^{-1}G \equiv G(I + F_1G)^{-1}$$

Then the identity $M \equiv 0$ can be rewritten as

$$G(I + F_1G)^{-1} - \hat{G}(I - F_1G(I + F_1G)^{-1}) \equiv 0$$

or

$$[G - \hat{G}(I + F_1G) - F_1G](I + F_1G)^{-1} \equiv 0$$

which implies

$$\hat{G} \equiv G$$

Then (10.28) gives

$$\hat{H}^{-1}H \equiv I$$

or

$$\hat{H} \equiv H$$

For this case (where use is made of an external persistently exciting signal) identifiability is obtained despite the presence of feedback. ■

Returning to the general case, it is necessary to analyze (10.27), (10.28) for $i = 1, \ldots, r$. It can be assumed that $v(t)$ is persistently exciting of an arbitrary order. The reason is that $L_i(q^{-1})$ can be used to describe any possible nonpersistent excitation property of the signal $L_i(q^{-1})v(t)$ injected in the loop. Then $v(t)$ in (10.27) can be omitted (cf. Property 4 of Section 5.4). Using again the relations
\[(I + GF_i)^{-1}G = G(I + F_iG)^{-1}\]
\[I - F_i(I + GF_i)^{-1}G = I - F_iG(I + F_iG)^{-1} = (I + F_iG)^{-1}\]

(10.27) can be rewritten as
\[(\hat{H}^{-1} - H^{-1})G(I + F_iG)^{-1}L_i - (\hat{H}^{-1}G - H^{-1}G)(I + F_iG)^{-1}L_i \equiv 0 \quad (10.30)\]

Similarly, (10.28) can be written as
\[(\hat{H}^{-1} - H^{-1})(I + GF_i)^{-1}H + (\hat{H}^{-1}G - H^{-1}G)F_i(I + GF_i)^{-1}H \equiv 0\]

or
\[(\hat{H}^{-1} - H^{-1}) + (\hat{H}^{-1}G - H^{-1}G)F_i \equiv 0 \quad (10.31)\]

Next write (10.30), (10.31) as
\[0 \equiv (\hat{H}^{-1} - H^{-1}) \hat{H}^{-1}G - H^{-1}G)
\[
\begin{pmatrix}
I & G(I + F_iG)^{-1}L_i \\
F_i & -(I + F_iG)^{-1}L_i
\end{pmatrix}
\]
\[\equiv (\hat{H}^{-1} - H^{-1}) \hat{H}^{-1}G - H^{-1}G)
\[
\begin{pmatrix}
I & 0 \\
F_i & L_i
\end{pmatrix}
\begin{pmatrix}
I & G(I + F_iG)^{-1}L_i \\
0 & -I
\end{pmatrix} \quad (10.32)\]

The last matrix appearing in (10.32) is clearly nonsingular. Thus considering simultaneously all the \(r\) parts of the experiment,
\[0 \equiv (\hat{H}^{-1} - H^{-1}) \hat{H}^{-1}G - H^{-1}G)
\[
\begin{pmatrix}
I & \cdots & I & 0 & \cdots & 0 \\
F_1 & \cdots & F_r & L_1 & \cdots & L_r
\end{pmatrix} \quad (10.33)\]

Hence if the matrix
\[
\mathcal{F} \triangleq \begin{pmatrix}
I & \cdots & I & 0 & \cdots & 0 \\
F_1 & \cdots & F_r & L_1 & \cdots & L_r
\end{pmatrix} \quad (10.34)
\]

has full (row) rank \(nu + ny\) almost everywhere, then
\[(\hat{H}^{-1} - H^{-1}) \hat{H}^{-1}G - H^{-1}G) \equiv (0 \ 0) \quad \text{almost everywhere}\]

which trivially gives the desired relation (10.20). This rank condition is fairly mild. Recall that the block matrices in \(\mathcal{F}\) have the following dimensions:
\[
\begin{align*}
I & \text{ has dimension } (ny|ny) \\
F_i & \text{ has dimension } (nu|ny) \\
0 & \text{ has dimension } (ny|nv) \\
L_i & \text{ has dimension } (nu|nv)
\end{align*}
\]

Since \(F_i\) and \(L_i\) in \(\mathcal{F}\) are filters in the operator \(q^{-1}\), the rank condition above should be explained. Regard for the moment \(q^{-1}\) as a complex variable. Then we require that rank \(\mathcal{F} = nu + ny\) holds for almost every \(q^{-1}\) (as already stated immediately following (10.34)).
Since the $\mathcal{F}$ matrix is of dimension $((ny + nu)(r \cdot ny + r \cdot nv))$, the following is a necessary condition for the rank requirement to hold:

$$ny + nu \leq r(ny + nv) \quad (10.35)$$

This gives a lower bound on the number $r$ of different regulators which can guarantee identifiability. If in particular $nu = nv$, then $r \geq 1$. The case $nu = nv, r = 1$ was examined in Example 10.6. Another special case is when $nv = 0$ (no additional external input). Then $r \geq 1 + nu/ny$. If in particular $ny = nu$ (as in Example 10.4), then $r \geq 2$, and it is thus necessary and in fact also sufficient (see (10.34)) to use two different proportional regulators.

The identifiability results for the direct approach can be summarized as follows:

- Identifiability cannot be guaranteed if the input is determined through a noise-free linear low-order feedback from the output.
- Identifiability can be obtained by using a high-order noise-free linear feedback. The order required will, however, depend on the order of the true (and unknown) system. See Complement C10.1 for more details.
- Simple ways to achieve identifiability are: (1) to use an additional (external) input such as a time-varying setpoint, and/or (2) to use a regulator that shifts between different settings during the identification experiment. The necessary number of settings depends only on the dimensions of the input, the output and the external input.

## 10.4 Indirect identification

For the indirect identification approach, it must be assumed that $v(t)$ is measurable. This approach consists of two steps:

**Step 1.** Identify the closed loop system using $v(t)$ as input and $y(t)$ as output.

**Step 2.** Determine the open loop system parameters from the closed loop model obtained in step 1, using the knowledge of the feedback.

According to (10.21) the closed loop system is given by

$$y_i(t) = \bar{G}_i(q^{-1})v(t) + \bar{H}_i(q^{-1})e(t) \quad (10.36)$$

where

$$\bar{G}_i(q^{-1}) \triangleq (I + GF_i)^{-1}GL_i$$
$$\bar{H}_i(q^{-1}) \triangleq (I + GF_i)^{-1}H \quad i = 1, \ldots, r \quad (10.37)$$

The parameters of the system (10.36) can be estimated using a PEM (or any other parametric method giving consistent estimates) as in the open loop case, since $v(t)$ is assumed to be persistently exciting and independent of $e(t)$.

If $\bar{G}_i$ and $\bar{H}_i$ are parametrized by the original parameters of $G$ and $H$ ($L_i$ and $F_i$ in the expressions of $\bar{G}_i$ and $\bar{H}_i$ are known), then the second step above is not needed since the parameters of interest are estimated directly. In the general case, however, when unconstrained ‘standard’ parametrizations are used for $\bar{G}_i$ and $\bar{H}_i$, step 2 becomes
necessary. It is not difficult to see that both these ways to parametrize \( \hat{G}_i \) and \( \hat{H}_i \) lead to estimation methods with identical identifiability properties. In the following, for conciseness, it is assumed that the two-step procedure above is used. Therefore assume that, as a result of step 1, estimates \( \hat{G}_i \) and \( \hat{H}_i \) of \( \bar{G}_i \) and \( \bar{H}_i \) are known. In step 2 the equations

\[
(I + \hat{G}F_i)^{-1}\hat{G}L_i \equiv \hat{G}_i \quad i = 1, \ldots, r
\]

must be solved with respect to the vector \( \theta \) which parametrizes \( \hat{G} \) and \( \hat{H} \).

Assume that the estimates of step 1 are exact, so that \( \hat{G}_i = \bar{G}_i, \hat{H}_i = \bar{H}_i \). In view of (10.37) the second part of (10.38) becomes

\[
\hat{H}^{-1}(I + \hat{G}F_i) \equiv \hat{H}^{-1} \equiv H^{-1}(I + GF_i)
\]

which obviously is equivalent to (10.28). Consider next the first part of (10.38). This equation can also be written

\[
\hat{G}L_i \equiv (I + \hat{G}F_i)\bar{G}_i \equiv (I + \hat{G}F_i)G(I + F_iG)^{-1}L_i
\]

or

\[
[\hat{G}(I - F_iG(I + F_iG)^{-1}) - G(I + F_iG)^{-1}]L_i \equiv 0
\]

which is equivalent to (10.27) for persistently exciting \( v(t) \). Thus the same identifiability relations, namely (10.27), (10.28), are obtained as for the direct identification. In particular, the analysis carried out for the direct approach, leading to the rank requirement on \( \mathcal{F} \) in (10.34) is still perfectly valid. This equivalence between the direct and the indirect approaches must be interpreted appropriately, however. The identifiability properties are the same, but this does not mean that both methods give the same result in the finite sample case or that they are equally easy to apply. An advantage of the direct approach is that only one step is needed. For the indirect approach it is not obvious how the ‘identities’ (10.38) should be solved. In the finite sample case there may very well be no exact solution with respect to \( \theta \). It is then an open question in what sense these ‘identities’ should be ‘solved’. Accuracy can easily be lost if the identities are not solved in the ‘best’ way. (See Problem 10.2 for a simple illustration.) To avoid this complication of the two-step indirect approach \( \hat{G}_i \) and \( \hat{H}_i \) can be parametrized directly in terms of the original parameters of \( G \) and \( H \). Then solving the equations (10.38) is no longer necessary, as explained above. Note, however, that the use of constrained parametrizations for \( \hat{G}_i \) and \( \hat{H}_i \) complicates the PEM algorithm to some extent. Furthermore, there is a general drawback of the indirect identification method that remains. This drawback is associated with the need to know the regulators and to be able to measure \( v(t) \), which, moreover, should be a persistently exciting signal.

### 10.5 Joint input–output identification

The third approach is the joint input–output identification. Regard
\( z(t) \triangleq \begin{pmatrix} y(t) \\ u(t) \end{pmatrix} \)  
\( (10.41) \)

as an \((ny + nu)\)-dimensional time series, and apply standard PEM techniques for estimating the parameters in an appropriately structured model of \( z(t) \). To find the identifiability properties one must first specify the representation of \( z(t) \) that is used. As long as one is dealing with prediction error methods for the estimation it is most natural to use the ‘innovation model’ see (6.1), (6.2) and Example 6.5. This model/representation is unique and is given by

\[
\begin{align*}
z(t) &= \mathcal{H}(q^{-1}; \theta)\tilde{z}(t) \\
E\tilde{z}(t)\tilde{z}^T(s) &= \Lambda_{\tilde{z}}(\theta)\delta_{r,s}
\end{align*}
\]  
\( (10.42) \)

where

\[ \mathcal{H}^{-1}(q^{-1}; \theta) \] is asymptotically stable

\[ \mathcal{H}(0; \theta) = I \]  
\( (10.43) \)

Since the closed loop system is asymptotically stable it must be assumed that \( \mathcal{H}(q^{-1}; \theta) \) is also asymptotically stable.

The way in which the filter \( \mathcal{H}(q^{-1}; \theta) \) and the covariance matrix \( \Lambda_{\tilde{z}}(\theta) \) depend on the parameter vector \( \theta \) will be determined by the original parametrization of the model. Using the notational convention of (10.19), it follows from the uniqueness of (10.42) as a model for \( z(t) \) and from the consistency of the PEM applied to (10.42), that the relations determining the identifiability properties are

\[
\begin{align*}
\tilde{\mathcal{H}} &\equiv \mathcal{H} \\
\tilde{\Lambda}_{\tilde{z}} &= \Lambda_{\tilde{z}}
\end{align*}
\]  
\( (10.44) \)

Similarly to the indirect approach, the joint input–output method could be applied in two ways:

- Parametrize the innovation model (10.42) using the original parameters. Determine these parameters by applying a prediction error method to the model structure (10.42).
- The second alternative is a two-step procedure. In the first step the innovation model (10.42) is estimated using an arbitrary parametrization. This gives estimates, say \( \tilde{\mathcal{H}}(q^{-1}) \) and \( \tilde{\Lambda}_{\tilde{z}} \). Then in the second step the identities

\[
\tilde{\mathcal{H}}(q^{-1}) \equiv \mathcal{H}(q^{-1}; \theta) \\
\tilde{\Lambda}_{\tilde{z}} = \Lambda_{\tilde{z}}(\theta)
\]  
\( (10.45) \)

are solved with respect to the parameter vector \( \theta \).

The identifiability properties of both these methods are given by (10.44). For practical use the first way seems more attractive since the second step (consisting of solving (10.45), which can be quite complicated) is avoided.

For illustration of the identity (10.44) and of the implied identifiability properties, consider the following simple example.
Example 10.7 Joint input–output identification of a first-order system

Consider the system

\[ y(t) + ay(t - 1) = bu(t - 1) + e(t) + ce(t - 1) \]  \hspace{1cm} (10.46a)

\[ |c| < 1, \ e(t) \text{ white noise, } Ee^2(t) = \lambda_c^2 \]

operating under the feedback

\[ u(t) = -fy(t) + v(t) \]  \hspace{1cm} (10.46b)

where \( v(t) \) is white noise \( (Ev^2(t) = \lambda_v^2) \) and is independent of \( e(s) \) for all \( t \) and \( s \). Assume that the closed loop system is asymptotically stable, i.e.

\[ \alpha = a + bf \]  \hspace{1cm} (10.46c)

has modulus less than 1.

It follows that the closed loop system is described by

\[ (1 + \alpha q^{-1})y(t) = bq^{-1}v(t) + (1 + cq^{-1})e(t) \]

and hence

\[ z(t) = 1 + \alpha q^{-1} \left( \begin{array}{cc}
1 + cq^{-1} & bq^{-1} \\
-f(1 + cq^{-1}) & 1 + aq^{-1}
\end{array} \right) \left( \begin{array}{c}
e(t) \\
v(t)
\end{array} \right) \]  \hspace{1cm} (10.47a)

This is ‘almost’ an innovation form. The inverse of the \( (2 \times 2) \) matrix filter in (10.47a) has a denominator given by \((1 + cq^{-1})(1 + aq^{-1})\) and is hence asymptotically stable. However, the leading (zeroth-order) term of the filter differs from \( I \). So to obtain the innovation form the description (10.47a) must be modified. This can be done in the following way:

\[ z(t) = 1 + \alpha q^{-1} \left( \begin{array}{cc}
1 + cq^{-1} & bq^{-1} \\
-f(1 + cq^{-1}) & 1 + aq^{-1}
\end{array} \right) \left( \begin{array}{cc}
1 & 0 \\
-f & 1
\end{array} \right) \left( \begin{array}{c}
e(t) \\
v(t)
\end{array} \right) \]

\[ = 1 + \alpha q^{-1} \left( \begin{array}{cc}
1 + (c + bf)q^{-1} & bq^{-1} \\
f(a - c)q^{-1} & 1 + aq^{-1}
\end{array} \right) \left( \begin{array}{c}
e(t) \\
v(t)
\end{array} \right) \]  \hspace{1cm} (10.47b)

from which

\[ \mathcal{H}(q^{-1}; \theta) = \left( \begin{array}{cc}
1 + (c + bf)q^{-1} & bq^{-1} \\
f(a - c)q^{-1} & 1 + aq^{-1}
\end{array} \right) \]

\[ \Lambda(\theta) = E \left( \begin{array}{c}
e(t) \\
v(t)
\end{array} \right) \left( \begin{array}{c}
e(t) \\
v(t)
\end{array} \right) = \left( \begin{array}{cc}
\lambda_c^2 & -f \lambda_c^2 \\
-f \lambda_c^2 & f^2 \lambda_c^2 + \lambda_v^2
\end{array} \right) \]  \hspace{1cm} (10.48)

Now assume that a PEM is used to fit a first-order ARMA model to \( z(t) \). Note that in doing so any unique parametrization of the first-order ARMA model may be used; in other words, there is no need to bother about the parametrization (10.48) at this stage. Next, using the estimates \( \mathcal{H} \) and \( \Lambda \) provided by the previous step, determine the unknown parameters \( a, b, \) etc., of the original system, by solving the identities (10.44). At this stage the parametrization (10.48) is, of course, important. The quantities \( a, b, c \) and \( \lambda_c^2 \) are regarded as unknowns, as are \( f \) and \( \lambda_v^2 \) (which characterize the feedback
The identifiability relations (10.44) become
\[
\frac{1}{1 + (\hat{a} + b\hat{f})q^{-1}} \begin{pmatrix}
1 + (\hat{c} + b\hat{f})q^{-1} & \hat{b}q^{-1} \\
\hat{f}(\hat{a} - \hat{c})q^{-1} & 1 + \hat{a}q^{-1}
\end{pmatrix}
= \frac{1}{1 + (a + bf)q^{-1}} \begin{pmatrix}
1 + (c + bf)q^{-1} & bq^{-1} \\
f(a - c)q^{-1} & 1 + aq^{-1}
\end{pmatrix}
\]
\[
\begin{pmatrix}
\hat{\lambda}_e^2 \\ -f\hat{\lambda}_e^2 \\
-f\hat{\lambda}_e^2 \\ f^2\hat{\lambda}_e^2 + \hat{\lambda}_v^2
\end{pmatrix} = \begin{pmatrix}
\lambda_e^2 \\ -f\lambda_e^2 \\
-f\lambda_e^2 \\ f^2\lambda_e^2 + \lambda_v^2
\end{pmatrix}
\] (10.49)

From (10.49) it follows immediately that
\[\hat{a} = a \quad \hat{b} = b \quad \hat{c} = c \quad \hat{f} = f \quad \hat{\lambda}_e^2 = \lambda_e^2 \quad \hat{\lambda}_v^2 = \lambda_v^2\] (10.50)

Thus both the system and the regulator parameters can be identified consistently. ■

As a general case consider the following feedback for the system (10.1):
\[
u(t) = -F(q^{-1})y(t) + v(t)
\]
\[
v(t) = K(q^{-1})w(t) \quad Ew(t)w^T(s) = \Lambda_w \delta_{t,s}
\] (10.51)

Assume that:

- The closed loop system is asymptotically stable.
- \(K(q^{-1})\) and \(K^{-1}(q^{-1})\) are asymptotically stable, \(K(0) = I\).
- \(w(t)\) and \(e(s)\) are independent for all \(t\) and \(s\).
- \(H^{-1}(q^{-1})G(q^{-1})\) and \(K^{-1}(q^{-1})F(q^{-1})\) are asymptotically stable.

The model to be considered is
\[
y(t) = G(q^{-1}; \theta)u(t) + H(q^{-1}; \theta)e(t) \quad Ee(t)e^T(t) = \Lambda_e(\theta)
\]
\[
u(t) = -F(q^{-1}; \theta)y(t) + K(q^{-1}; \theta)w(t) \quad Ew(t)w^T(t) = \Lambda_w(\theta)
\] (10.52)

One thus allows both the regulator \(F(q^{-1})\) and the filter \(K(q^{-1})\) to be (at least partly) unknown. Note that since the parametrization will not be specified, the situations when \(F(q^{-1})\) and/or \(K(q^{-1})\) are known can be regarded as special cases of the general model (10.52).

In Appendix A10.1 it is shown that for the above case one can identify both the system, the regulator and the external input shaping filter. More specifically, it is shown that the identifiability relations (10.44) imply
\[
\hat{G} \equiv G \quad \hat{H} \equiv H \quad \hat{F} \equiv F \quad \hat{K} \equiv K
\]
\[
\Lambda_e = \hat{\Lambda}_e \quad \Lambda_w = \hat{\Lambda}_w
\] (10.53)

The joint input–output approach gives identifiability under essentially the same conditions as the direct and indirect identification approaches. It is computationally more demanding than the direct approach, but on the other hand it can simultaneously identify the open loop system, the regulator and the spectral characteristics of the external signal \(v(t)\).
To get a more specific relation to the direct approach, consider again the case given by (10.52). Assume that some parameters, say $\theta_1$, were used to model $G$ and $H$, while others, say $\theta_2$, were used to model $F$ and $K$. If a direct approach is used for estimation of $\theta_1$ the matrix

$$R_N(\theta_1) = \frac{1}{N} \sum_{t=1}^{N} \varepsilon_1(t, \theta_1) \varepsilon_1^T(t, \theta_1)$$

(10.54)

is to be minimized in a suitable sense as described in Chapter 7. The prediction error in (10.54) is given by

$$\varepsilon_1(t, \theta_1) = H^{-1}(q^{-1}; \theta_1)[y(t) - G(q^{-1}; \theta_1)u(t)]$$

(10.55)

For the joint input–output method some appropriate scalar function of the matrix

$$S_N(\theta_1, \theta_2) = \begin{pmatrix} \frac{1}{N} \sum_{t=1}^{N} \varepsilon_1(t, \theta_1) \varepsilon_1^T(t, \theta_1) & \frac{1}{N} \sum_{t=1}^{N} \varepsilon_1(t, \theta_1) \varepsilon_2^T(t, \theta_1, \theta_2) \\ \frac{1}{N} \sum_{t=1}^{N} \varepsilon_2(t, \theta_1, \theta_2) \varepsilon_1^T(t, \theta_1) & \frac{1}{N} \sum_{t=1}^{N} \varepsilon_2(t, \theta_1, \theta_2) \varepsilon_2^T(t, \theta_1, \theta_2) \end{pmatrix}$$

(10.56)

is to be minimized in some suitable sense, where the prediction error is given by (see (10.42) and Appendix A10.1)

$$\begin{pmatrix} \varepsilon_1(t, \theta_1) \\ \varepsilon_2(t, \theta_1, \theta_2) \end{pmatrix} = \begin{pmatrix} H^{-1}(q^{-1}, \theta_1)[y(t) - G(q^{-1}; \theta_1)u(t)] \\ -F(0)\varepsilon_1(t, \theta_1) + K^{-1}(q^{-1}; \theta_2)[u(t) + F(q^{-1}; \theta_2)\varepsilon(t)] \end{pmatrix}$$

(10.57)

Let

$$\bar{R}_N(\theta_2) = \frac{1}{N} \sum_{t=1}^{N} \bar{\varepsilon}_2(t, \theta_2) \bar{\varepsilon}_2^T(t, \theta_2)$$

(10.58)

$$\bar{\varepsilon}_2(t, \theta_2) = K^{-1}(q^{-1}; \theta_2)[u(t) + F(q^{-1}; \theta_2)y(t)]$$

(10.59)

Assume that the regulator has a time delay such that $F(0) = 0$. Then

$$S_N(\theta_1, \theta_2) = \frac{1}{N} \sum_{t=1}^{N} \begin{pmatrix} \varepsilon_1(t, \theta_1) \\ \bar{\varepsilon}_2(t, \theta_2) \end{pmatrix} \begin{pmatrix} \varepsilon_1^T(t, \theta_1) & \bar{\varepsilon}_2^T(t, \theta_2) \end{pmatrix}$$

(10.60)

Choose the criterion functions, for some weighting matrices $Q_1$ and $Q_2$, as

$$V_{\text{dir}}(\theta_1) = \text{tr} \ Q_1 R_N(\theta_1)$$

(10.61)

$$V_{\text{joint}}(\theta_1, \theta_2) = \text{tr} \left\{ \begin{pmatrix} Q_1 & 0 \\ 0 & Q_2 \end{pmatrix} S_N(\theta_1, \theta_2) \right\}$$

(10.62)

$$= \text{tr} [Q_1 R_N(\theta_1) + Q_2 \bar{R}_N(\theta_2)]$$

Then the corresponding estimates $\hat{\theta}_1$ (which minimize the two loss functions) are identical. Note that (10.62) holds for finite $N$ and for all parameter vectors. Thus, in this
case the direct and the joint input–output approaches are equivalent in the finite sample case, and not only asymptotically (for $N \to \infty$).

### 10.6 Accuracy aspects

The previous sections looked at ways in which feedback can influence the identifiability properties. This section considers, by means of examples, how feedback during the identification experiment can influence the accuracy.

One might believe that it is always an advantage to use open loop experiments. A reason could be that with well-tuned feedback the signals in the loop will not have extensive variations. Since then less information may be present in the signals, a model with reduced accuracy may result. However, such a comparison is not fair. It is more appropriate to compare the accuracy, measured in some sense, under the constraint that the input or output variance is bounded. Then it will turn out that an optimal experimental condition (i.e. one that gives optimal accuracy) will often include feedback.

Although the following example considers a first-order system, the calculations are quite extensive. It is in fact difficult to generalize the explicit results to higher-order systems. (See, however, Problem 10.10.)

**Example 10.8 Accuracy for a first-order system**

Let the system be given by

$$y(t) + ay(t - 1) = bu(t - 1) + e(t) \quad |a| < 1 \quad (10.63)$$

where $e(t)$ is white noise of zero mean and variance $\lambda^2$.

For this system the output variance for any type of input, including inputs determined by a causal regulator, will satisfy

$$Ey^2(t) = E[-ay(t - 1) + bu(t - 1) + e(t)]^2$$

$$= E[-ay(t - 1) + bu(t - 1)]^2 + E[e(t)]^2 \quad (10.64)$$

$$\geq E[e(t)]^2 = \lambda^2$$

Moreover, equality in (10.64) is obtained precisely for the so-called minimum variance regulator,

$$u(t) = \frac{a}{b} y(t) \quad (10.65)$$

Assume that the parameters $a$ and $b$ of (10.63) are estimated using a PEM applied in a model structure of the same form as (10.63). The PEM will then, of course, be the simple LS method. Take the determinant of the normalized covariance matrix of the parameter estimates as a scalar measure of the accuracy. The accuracy criterion is thus given by
\[ V = \det \left\{ \lambda^2 \begin{pmatrix} r_y(0) & -r_{yu}(0) \\ -r_{yu}(0) & r_u(0) \end{pmatrix}^{-1} \right\} \]
\[ = \frac{\lambda^4}{r_y(0)r_u(0) - r_{yu}(0)^2} \quad (10.66) \]

with \( r_y(0) = Ey^2(t), r_u(0) = Eu^2(t), r_{yu}(0) = Ey(t)u(t) \) (see (7.68)). The problem is to find the experimental conditions that minimize this criterion. Clearly \( V \) can be made arbitrarily small if the output or input variance can be chosen sufficiently large. Therefore it is necessary to introduce a constraint. Consider a constrained output variance. In view of (10.64), impose the following constraint:

\[ r_y(0) \leq \lambda^2(1 + \delta) \quad (10.67) \]

where \( \delta > 0 \) is a given value.

First the optimum of \( V \) under the constraint (10.67) will be determined. Later it will be shown how the optimal experimental condition can be realized. This means that the optimization problem will be solved first without specifying explicitly the experimental condition. This will give a characterization of any optimal experimental condition in terms of \( r_y(0), r_{yu}(0) \) and \( r_u(0) \). The second step is to see for some specific experimental conditions if (and how) this characterization can be met.

For convenience introduce the variables \( r \) and \( z \) through

\[ r_y(0) = \lambda^2(1 + b^2r) \]
\[ Ey(t)y(t + 1) = \lambda^2bz \quad (10.68) \]

The constraint (10.67) then becomes

\[ 0 \leq r \leq \delta/b^2 \quad (10.69) \]

Moreover, using the system representation (10.63),

\[ r_{yu}(0) = Ey(t)u(t) = \frac{1}{b} Ey(t)[y(t + 1) + ay(t) - e(t + 1)] \]
\[ = \frac{1}{b} [\lambda^2bz + a\lambda^2(1 + b^2r)] = \lambda^2 \left( z + \frac{a}{b} + abr \right) \]
\[ r_u(0) = \frac{1}{b^2} E[y(t + 1) + ay(t) - e(t + 1)]^2 \]
\[ = \frac{1}{b^2} \left[ (1 + a^2)\lambda^2(1 + b^2r) + \lambda^2 + 2a\lambda^2bz - 2\lambda^2 \right] \]
\[ = \lambda^2 \left[ a^2 + a^2b^2r + 2abz + b^2r \right]/b^2 \]

One can now describe the criterion \( V, \) (10.66), using \( r \) and \( z \) as free variables. The result is
Section 10.6

\[
V = \frac{1}{(1 + b^2r)(a^2 + a^2b^2r + 2abz + b^2r)b^2 - (z + a/b + abr)^2}
\]

\[
= \frac{1}{b^2r^2 + r - z^2}
\]

(10.70)

Consider now minimization of \( V \), (10.70), under the constraint (10.69). It is obvious that the optimum is obtained exactly when

\[
r = \delta/b^2 \quad z = 0
\]

(10.71a)

The corresponding optimal value is

\[
V = \frac{b^2}{\delta(1 + \delta)}
\]

(10.71b)

So far the optimization problem has been discussed in general terms. It now remains to see how the optimal condition (10.71) can be realized. In view of (10.68), equation (10.71a) can also be written as

\[
Ey^2(t) = \lambda^2(1 + \delta) \quad Ey(t)y(t + 1) = 0
\]

(10.72)

Consider first open loop operation. Then one must have

\[
\frac{\lambda^2}{1 - a^2} \leq \lambda^2(1 + \delta)
\]

i.e.

\[
\delta \geq \frac{a^2}{1 - a^2}
\]

(10.73)

since otherwise the constraint (10.67) cannot be met at all. Introduce now

\[
w(t) = \frac{1}{1 + aq^{-1}}u(t)
\]

Then

\[
y(t) = bw(t - 1) + \frac{1}{1 + aq^{-1}}e(t)
\]

In view of (10.72) the following conditions must be met:

\[
b^2Ew^2(t) = \lambda^2(1 + \delta) - \frac{\lambda^2}{1 - a^2} = \frac{\lambda^2}{1 - a^2}(\delta - \delta a^2 - a^2)
\]

\[
b^2Ew(t)w(t - 1) = -\frac{a\lambda^2}{1 - a^2}
\]

(10.74)

For this solution to be realizable,

\[|Ew(t)w(t - 1)| \leq Ew^2(t)\]
must hold, which gives
\[ |a| \leq \delta(1 - a^2) - a^2 \]
or
\[ \delta \geq \frac{|a|}{1 - |a|} \]

To summarize, for open loop operation there are three possibilities:

- \( \delta < a^2/(1 - a^2) \). Then the constraint (10.67) cannot be met by any choice of the input (cf. (10.73)).
- \( a^2/(1 - a^2) \leq \delta < |a|/(1 - |a|) \). Then the overall optimal value (10.71b) of the criterion cannot be achieved.
- \( |a|/(1 - |a|) \leq \delta \). Then (10.74) characterizes precisely the conditions that the optimal input must satisfy. The optimal input can then be realized in different ways. One possibility is to take \( w(t) \) as an AR(1) process

\[ w(t) - \frac{a}{\delta - \delta a^2 - a^2} w(t - 1) = \dot{e}(t) \quad E\dot{e}^2(t) = \frac{\lambda^2}{b^2} \frac{\delta^2 - a^2 (1 + \delta)^2}{\delta - a^2(1 + \delta)} \]

but several other possibilities exist; see, e.g., Problem 10.6.

Next consider an experimental condition of the form

\[ u(t) = \frac{a}{b} y(t) + \nu(t) \quad (10.75) \]

which is a minimum variance regulator plus an additive white noise \( \nu(t) \) of variance \( \lambda_{\nu}^2 \), which is independent of \( e(s) \) for all \( t \) and \( s \). The closed loop system then becomes

\[ y(t) = b\nu(t - 1) + e(t) \]

which satisfies the optimality condition (10.72) if

\[ b^2 \lambda_{\nu}^2 + \lambda^2 = \lambda^2(1 + \delta) \quad (10.76) \]

which gives \( \lambda_{\nu}^2 = \lambda^2 \delta/b^2 \). Note that by an appropriate choice of \( \lambda_{\nu}^2 \) one can achieve the optimal accuracy (10.71b) for any value of \( \delta \). This is in contrast to the case of open loop operation.

As a third possibility consider the case of shifting between two proportional regulators

\[ u(t) = -k_i y(t) \quad \text{to be used in proportion } \gamma_i, \ i = 1, 2 \quad (10.77) \]

The closed loop system becomes

\[ y_i(t) + (a + bk_i)y_i(t - 1) = e(t) \]

Since the data are not stationary in this case the covariances which occur in the definition of \( V \), (10.66), should be interpreted with care. Analogously to (10.23),

\[ r_y(0) = \gamma_1 E y_1^2(t) + \gamma_2 E y_2^2(t), \text{ etc.} \]
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Since $r$ and $z$ depend linearly on the covariance elements, (10.71a) gives

$$
   r = \gamma_1 r_1 + \gamma_2 r_2 = \delta/b^2 \quad z = \gamma_1 z_1 + \gamma_2 z_2 = 0
$$

(10.78)

where $r_i$ and $z_i$ are the quantities defined by (10.68) for $y_i(t) \ i = 1, 2$.

The constraint (10.67) must hold for both the regulators (10.77). This gives

$$
   r_i \leq \delta/b^2 \quad i = 1, 2
$$

(10.79)

Now (10.78), (10.79) give $r_1 = r_2 = \delta/b^2$, which leads to

$$
   \lambda^2(1 + \delta) = Ey_i^2(t) = \frac{\lambda^2}{1 - (a + bk_i)^2}
$$

or

$$
   k_{1,2} = \left\{ \pm \left( \frac{\delta}{1 + \delta} \right)^{1/2} - a \right\} / b
$$

(10.80)

The second requirement in (10.78) gives

$$
   \gamma_1 \frac{(a + bk_1)}{1 - (a + bk_1)^2} \lambda^2 + \gamma_2 \frac{(a + bk_2)}{1 - (a + bk_2)^2} \lambda^2 = 0
$$

which, in view of (10.80), reduces to $\gamma_1 - \gamma_2 = 0$, or

$$
   \gamma_1 = \gamma_2 = 0.5
$$

(10.81)

Thus this alternative consists of using two different proportional regulators, each to be used during 50 percent of the total experiment time, and each giving an output variance
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FIGURE 10.2 The output variance versus the regulator gain $k$, Example 10.8.
equal to the bound \( \lambda^2(1 + \delta) \). Note again, that by using feedback in this way one can achieve the optimal accuracy (10.71b) for all values of \( \delta \).

The optimal experimental condition (10.80), (10.81) is illustrated in Figure 10.2, where the output variance is plotted as a function of the regulator gain for a proportional feedback \( u(t) = -ky(t) \).

The minimum variance regulator \( k = -a/b \) gives the minimal value \( \lambda^2 \) of this variance. The curve happens to be symmetric around \( k = -a/b \). The two values of \( k \) that give \( Ey^2(t) = \lambda^2(1 + \delta) \) are precisely those which constitute the optimal gains given by (10.80).

The above example shows that the experimental conditions involving feedback can really be beneficial for the accuracy of the estimated model. In practice the power of the input or the output signal must be constrained in some way. In order to get maximally informative experiments it may then be necessary to generate the input by feedback. Note that the example illustrates that the optimal experimental condition is not unique, and thus that the optimal accuracy can be obtained in a number of different ways. Open loop experiments can sometimes be used to achieve optimal accuracy, but not always. In contrast to this, several types of closed loop experiments are shown to give optimal accuracy.

**Summary**

Section 10.2 showed that for an experimental condition including feedback it is not possible to use (in a straightforward way) nonparametric identification methods such as spectral analysis. Instead a parametric method for which the corresponding model has an inherent structure must be used. Three parametric approaches based on the PEM to identify systems which operate in closed loop were described:

- Direct identification (using the input–output data as in the open loop case, therefore neglecting the possible existence of feedback; Section 10.3).
- Indirect identification (first identifying the closed loop system, next determining the open loop part assuming that the feedback is known; Section 10.4).
- Joint input–output identification (regarding \( u(t) \) and \( y(t) \) as a multivariable \( (nu + ny) \)-dimensional time series and using an appropriately structured model for it; with this approach both the open loop process and the regulator can be identified; Section 10.5).

These approaches will all give identifiability under weak and essentially the same conditions. From a computational point of view, the direct approach will in most cases be the simplest one.

It was shown in Section 10.6 that the use of feedback during the experiment can be beneficial if the accuracy of the estimates is to be optimized under constrained variance of the output signal.
Problems

Problem 10.1 The estimates of parameters of 'nearly unidentifiable' systems have poor accuracy
From a practical point of view it is not sufficient to require identifiability, as illustrated in this problem.
Consider the first-order system
\[ y(t) + ay(t - 1) = bu(t - 1) + e(t) \]
where \( e(t) \) is white noise of zero mean and variance \( \lambda^2 \). Assume that the input is given by
\[ u(t) = -fy(t) + v(t) \]
where \( v(t) \) is an external signal that is independent of \( e(s) \) for all \( t \) and \( s \). Then the system is identifiable if \( v(t) \) is pe of order 1.

(a) Let \( v(t) \) be white noise of zero mean and variance \( \sigma^2 \). Assume that the parameters \( a \) and \( b \) are estimated using the LS method (the direct approach). Show that the variances of these parameter estimates \( \hat{a} \) and \( \hat{b} \) will tend to infinity when \( \sigma^2 \) tends to zero. (Hence a small positive value of \( \sigma^2 \) will give identifiability but a poor accuracy.)

(b) The closed loop system will have a pole in \(-\alpha\), with \( \alpha = a + bf \). Assume that the model with parameters \( \hat{a} \) and \( \hat{b} \) is used for pole assignment in \(-\alpha\). The regulator gain will then be \( \hat{f} = (a - \hat{a})/\hat{b} \). Determine the variance of \( \hat{f} \) and examine what happens when \( \sigma^2 \) tends to zero.

*Hint.*
\[ \hat{f} - f = \frac{a - \hat{a}}{\hat{b}} - \frac{a - a}{b} \approx \frac{b(a - \hat{a}) - \hat{b}(a - a)}{b^2} \]

Hence \( \text{var}(\hat{f}) = (-1/b^2)(\alpha - a)^2 \text{cov}(\hat{a}, \hat{b}) \left( \begin{array}{c} -1/b \\ -1/(a - a)/b^2 \end{array} \right) \)

Problem 10.2 On the use and accuracy of indirect identification
Consider the simple system
\[ y(t) = bu(t - 1) + e(t) \]
with \( e(t) \) white noise of zero mean and variance \( \lambda^2 \). The input is determined through the feedback
\[ u(t) = -ky(t) + v(t) \]
where \( k \) is assumed to be known and \( v(t) \) is white noise of zero mean and variance \( \sigma^2 \). The noises \( v(t) \) and \( e(s) \) are independent for all \( t \) and \( s \).

(a) Assume that direct identification (with the LS method) is used to estimate \( b \) in the model structure.
\[ y(t) = \hat{b}u(t - 1) + \varepsilon(t) \]

What is the asymptotic normalized variance of \( \hat{b} \)?

(b) Assume that indirect identification is used and that in the first step the parameters \( \hat{a} \) and \( \hat{b} \) of the model of the closed loop system

\[ y(t) + \hat{a}y(t - 1) = \hat{b}v(t - 1) + \varepsilon(t) \]

are estimated by the LS method. Show how \( \hat{a} \) and \( \hat{b} \) depend on \( b \). Then motivate the following estimates of \( b \) (assuming \( k \) is known):

\[ \hat{b}_1 = \hat{b} \]
\[ \hat{b}_2 = \frac{k\hat{a} + \hat{b}}{1 + k^2} \]
\[ \hat{b}_3 = \frac{(k \ 1)Q\begin{pmatrix} \hat{a} \\ \hat{b} \end{pmatrix}}{(k \ 1)Q\begin{pmatrix} k \\ 1 \end{pmatrix}} \quad \text{with } Q \text{ a positive definite matrix} \]

(c) Evaluate the normalized asymptotic variances of the estimates \( \hat{b}_1, \hat{b}_2 \) and \( \hat{b}_3 \). For \( \hat{b}_3 \) choose

\[ Q = \left[ \text{cov}\begin{pmatrix} \hat{a} \\ \hat{b} \end{pmatrix} \right]^{-1} \]

Compare with the variance corresponding to the direct identification.

Remark. The estimate \( \hat{b}_3 \) with \( Q \) as in (c) can be viewed as an indirect PEM as described in Problem 7.14.

**Problem 10.3 Persistent excitation of the external signal**

Consider the system

\[ y(t) + ay(t - 1) = bu(t - 1) + e(t) + ce(t - 1) \]

controlled by a minimum variance regulator with an additional external signal:

\[ u(t) = -\frac{c - a}{b} y(t) + v(t) \]

Assume that \( v(s) \) and the white noise \( e(t) \) are independent.

Assume that direct identification using the PEM applied to a first-order ARMAX model structure is applied. Examine the identifiability condition in the following three cases:

(a) \( v(t) \equiv 0 \)
(b) \( v(t) \equiv m \) (a nonzero constant)
(c) \( v(t) = \alpha \sin \omega t \) \( (0 < \omega < \pi, \alpha > 0) \)
**Problem 10.4** On the use of the output error method for systems operating under feedback

The output error method (OEM) (mentioned briefly in Section 7.4 and discussed in some detail in Complement C7.5) cannot generally be used for identification of systems operating in closed loop. This is so since the properties of the method depend critically on the assumption that the input and the additive disturbance on the output are uncorrelated. This assumption fails to hold, in general, for closed loop systems. To illustrate the difficulties in using OEM for systems operating under feedback, consider the following simple closed loop configuration:

- **direct path:** \( y(t) = gu(t - 1) + v(t) \quad |g| < 1 \)
- **feedback path:** \( u(t) = -y(t) + r(t) \)

The assumption \(|g| < 1\) guarantees the stability of the closed loop system. For simplicity, consider the following special (but not peculiar) disturbance \( v(t) \) and reference signal \( r(t) \):

\[
\begin{align*}
v(t) &= (1 + gq^{-1})e(t) \\
r(t) &= (1 + gq^{-1})\varepsilon(t)
\end{align*}
\]

where

\[
\begin{align*}
Ee(t)e(s) &= \sigma_e^2 \delta_{t,s} \\
E\varepsilon(t)\varepsilon(s) &= \sigma_e^2 \delta_{t,s} \\
E(e(t)e(s)) &= 0 \text{ for all } t, s
\end{align*}
\]

The output error estimate \( \hat{g} \) of \( g \) determined from input–output data \( \{u(t), y(t)\} \) is asymptotically (i.e. for an infinite number of data points) given by

\[E[y(t) - \hat{g}u(t - 1)]^2 = \min\]

Determine \( \hat{g} \) defined above and show that in general \( \hat{g} \neq g \).

**Problem 10.5** Identifiability properties of the PEM applied to ARMAX systems operating under a minimum variance control feedback

(a) Consider the system

\[A_0(q^{-1})y(t) = B_0(q^{-1})u(t) + C_0(q^{-1})e(t)\]

where

\[
\begin{align*}
A_0(q^{-1}) &= 1 + a_0q^{-1} + \ldots + a_0q^{-n} \\
B_0(q^{-1}) &= b_0q^{-1} + \ldots + b_0q^{-n} \quad b_0 \neq 0 \\
C_0(q^{-1}) &= 1 + c_0q^{-1} + \ldots + c_0q^{-n}
\end{align*}
\]

are assumed to have no common factor. Assume that \( z^nB_0(z^{-1}) \) has all zeros inside the unit circle and that \( z = 0 \) is the only common zero to \( B_0(z) \) and \( A_0(z) - C_0(z) \). Assume further that the system is controlled with a minimum variance regulator. This regulator is given by
\[ u(t) = -\frac{C_0(q^{-1}) - A_0(q^{-1})}{B_0(q^{-1})} y(t) \]

Suppose that the system is identified using a direct PEM in the model structure (an nth-order ARMAX model)

\[ \mathcal{M}: A(q^{-1})y(t) = B(q^{-1})u(t) + C(q^{-1})e(t) \]

Show that the system is not identifiable. Moreover, show that if \( b_1 \) and \( C(q^{-1}) \) are fixed to arbitrary values then biased estimates are obtained of \( A(q^{-1}) \) and the remaining parameters of \( B(q^{-1}) \). Show that the minimum variance regulator for the biased model coincides with the minimum variance regulator for the true system. (Treat the asymptotic case \( N \to \infty \).)

(b) Consider the system

\[ y(t) + a_0y(t - 1) = b_0u(t - 1) + e(t) + c_0e(t - 1) \]

Assume that it is identified using the recursive LS method in the model structure

\[ \mathcal{M}: y(t) + ay(t - 1) = \beta u(t - 1) + e(t) \]

where \( \beta \) has a fixed value (not necessarily \( = b_0 \)).

The input is determined by a minimum variance regulator in an adaptive fashion using the current model

\[ u(t) = \frac{\hat{a}(t)}{\beta} y(t) \]

Investigate the possible limits of the estimate \( \hat{a}(t) \). What are the corresponding values of the output variance? Compare with the minimal variance value, which can be obtained when the true system is known.

**Hint.** The results of Complement C10.1 can be used to answer the questions on identifiability.

**Problem 10.6** Another optimal open loop solution to the input design problem of Example 10.8

Consider the optimization problem defined in Example 10.8. Suppose that

\[ \delta \geq \frac{|a|}{1 - |a|} \]

is satisfied so that an open loop solution can be found. Show that an optimal input can be generated as a sinusoid

\[ u(t) = A \sin \omega t \]

Determine the amplitude \( A \) and the frequency \( \omega \).

**Problem 10.7** On parametrizing the information matrix in Example 10.8

Consider the system (10.63) and the variables \( r \) and \( z \) introduced by (10.68).
(a) Show that for any experimental condition

\[ r \geq 0 \quad z^2 \leq r(1 + b^2 r) \]

(b) Use the result of (a) to show that any values of \( r \) and \( z \) can be obtained by using a shift between two proportional regulators.

**Problem 10.8 Optimal accuracy with bounded input variance**

Consider the system (10.63) with \(|a| < 1\) and the criterion \( V \), (10.66). Assume that \( V \) is to be minimized under the constraint

\[ Eu^2(t) \leq \frac{\lambda^2}{b^2} \delta \quad (\delta > 0) \]

(a) Use the variables \( r \) and \( z \), introduced in (10.68), to solve the problem. Show that optimal accuracy is achieved for

\[ r = \frac{\delta(1 + a^2) + a^2(1 - a^2)}{b^2(1 - a^2)^2} \]

\[ z = -a(2\delta + 1 - a^2) \]

(b) Show that the optimal accuracy can always be achieved with open loop operation.

**Problem 10.9 Optimal input design for weighting coefficient estimation**

The covariance matrix of the least squares estimate of \( \{h(k)\} \) in the weighting function equation model

\[ y(t) = \sum_{k=1}^{M} h(k)u(t - k) + e(t) \quad t = 1, \ldots, N \quad Ee(t)e(s) = \lambda^2 \delta_{t,s} \]

is asymptotically (for \( N \to \infty \)) given by

\[ P = \lambda^2 \left\{ E \left( \begin{array}{c} u(t - 1) \\ \vdots \\ u(t - M) \end{array} \right) (u(t - 1) \ldots u(t - M)) \right\}^{-1} \]

Introduce the following class of input signals:

\[ \mathcal{E} = \{u(t) | Eu^2(t) \leq 1\} \]

Show that both \( \text{det} P \) and \([P]_{ii}\) as well as \( \lambda_{\text{max}}(P) \) achieve their minimum values over \( \mathcal{E} \) if \( u(t) \) is white noise of zero mean and unit variance.

*Hint.* Apply Lemma A.35.

**Problem 10.10 Maximal accuracy estimation with output power constraint may require closed loop experiments**

To illustrate the claim in the title consider the following all-pole system:

\[ y(t) + a_1 y(t - 1) + \ldots + a_n y(t - n) = bu(t - 1) + e(t) \quad (i) \]
where $e(t)$ is zero-mean white noise with variance $\lambda^2$. The parameters $\{a_i\}_{i=1}^n$ and $b$ are estimated using the least squares method. For a large number of data points the estimation errors $\{\sqrt{N}(\hat{a}_i - a_i)\}_{i=1}^n, \sqrt{N}(\hat{b} - b)$ are Gaussian distributed with zero mean and covariance matrix $P$ given in Example 7.6. The optimal input design problem considered here is to minimize $\det P$ under output power constraint

$$
\hat{u}(t) = \arg \min_{u(t)} \det P \quad (\delta \geq 0)
$$

Show that a possible solution is to generate $\hat{u}(t)$ by a minimum variance feedback control together with a white noise setpoint perturbation of variance $\lambda^2\delta/b^2$, i.e.

$$
\hat{u}(t) = [a_1y(t) + a_2y(t - 1) + \ldots + a_ny(t - n + 1)]/b + w(t)
$$

$$
Ew(t)^2 = (\lambda^2\delta/b^2)\delta_{t,s} \quad Ew(t)e(s) = 0 \text{ for all } t, s
$$

*Hint.* Use Lemma A.5 to evaluate $\det P$ and Lemma A.35 to solve the optimization problem.

*Remark.* Note that this problem generalizes Example 10.8.
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**Appendix A10.1**

*Analysis of the joint input–output identification*

In this appendix the result (10.53) is proved under the assumptions introduced in Section 10.5.

The identifiability properties are given by (10.44). To evaluate them one first has to find the innovation representation (10.42). The calculations for achieving this will resemble those made in Example 10.7. Set
\[ F_0 = F(0) \quad \hat{F}_0 = F(0, \theta) \]

(the direct terms of the regulator and of its model).

For the closed loop system (10.1), (10.51) one can write (cf. (10.21))

\[
z(t) = \begin{pmatrix} y(t) \\ u(t) \end{pmatrix} = \begin{pmatrix} (I + GF)^{-1}(GKw(t) + He(t)) \\ (I - F(I + GF)^{-1}G)Kw(t) - F(I + GF)^{-1}He(t) \end{pmatrix}
\]

\[
= \begin{pmatrix} (I + GF)^{-1}He(t) + G(I + FG)^{-1}Kw(t) \\ -F(I + GF)^{-1}He(t) + (I + FG)^{-1}Kw(t) \end{pmatrix}
\]

\[
= \begin{pmatrix} (I + GF)^{-1}H & G(I + FG)^{-1}K \\ -F(I + GF)^{-1}H & (I + FG)^{-1}K \end{pmatrix} \begin{pmatrix} I & 0 \\ F_0 & I \end{pmatrix} \begin{pmatrix} I & 0 \\ -F_0 & I \end{pmatrix} \begin{pmatrix} e(t) \\ w(t) \end{pmatrix}
\]

\[
= \begin{pmatrix} (I + GF)^{-1}(H + GKF_0) & G(I + FG)^{-1}K \\ (I + FG)^{-1}(-FH + KF_0) & (I + FG)^{-1}K \end{pmatrix} \begin{pmatrix} e(t) \\ -F_0e(t) + w(t) \end{pmatrix}
\]

Next it will be shown that (A10.1.1) is the innovation representation.

Let \( \mathcal{H} \) denote the filter appearing in (A10.1.1) and set

\[
\tilde{z}(t) = \begin{pmatrix} e(t) \\ -F_0e(t) + w(t) \end{pmatrix}
\]

Since the closed loop system is asymptotically stable, then so also is the filter \( \mathcal{H} \). Using the variant (A.4) of Lemma A.2,

\[
\mathcal{H}^{-1} = \begin{pmatrix} 0 & 0 \\ 0 & K^{-1}(I + FG) \end{pmatrix} + \begin{pmatrix} I \\ -K^{-1}(I + FG)(I + FG)^{-1}(-FH + KF_0) \end{pmatrix}
\]

\[
\times \{(I + GF)^{-1}(H + GKF_0) - G(I + FG)^{-1}KK^{-1}(I + FG)(I + FG)^{-1} \}
\]

\[
\times (-FH + KF_0)^{-1}(I + G(I + FG)^{-1}KK^{-1}(I + FG))
\]

\[
= \begin{pmatrix} 0 & 0 \\ 0 & K^{-1}(I + FG) \end{pmatrix} + \begin{pmatrix} I \\ -K^{-1}(FH - KF_0) \end{pmatrix} \{(I + GF)^{-1} \}
\]

\[
\times \{(I + GF)^{-1}(H + GKF_0 + GFH - GKF_0) \}
\]

\[
\times (I + G(I + FG)^{-1}KK^{-1}(I + FG))
\]

\[
= \begin{pmatrix} H^{-1} & -H^{-1}G \\ K^{-1}(FH - KF_0)H^{-1} & K^{-1}(I + FG) - K^{-1}(FH - KF_0)H^{-1}G \end{pmatrix}
\]

\[
= \begin{pmatrix} H^{-1} & -H^{-1}G \\ K^{-1}F - F_0H^{-1} & K^{-1} + F_0H^{-1}G \end{pmatrix}
\]

\[
= \begin{pmatrix} I & 0 \\ -F_0 & I \end{pmatrix} \begin{pmatrix} H^{-1} & -H^{-1}G \\ K^{-1}F & K^{-1} \end{pmatrix}
\]

Thus the filter \( \mathcal{H}^{-1} \) is asymptotically stable since by assumption \( H^{-1} \), \( H^{-1}G \), \( K^{-1} \) and \( K^{-1}F \) are asymptotically stable.

Since \( G(0) = 0, H(0) = I, K(0) = I, F(0) = F_0 \), it is easy to verify that \( \mathcal{H}(0) = I \). It is also trivial to see that \( \tilde{z}(t) \) is a sequence of zero mean and uncorrelated vectors (a white noise process). Its covariance matrix is equal to
\[ E\hat{z}(t)\hat{z}^T(t) = \begin{pmatrix} \Lambda_e & -\Lambda_e F_0^T \\ -F_0\Lambda_e & F_0\Lambda_e F_0^T + \Lambda_w \end{pmatrix} \] (A10.1.2)

Thus it is proven that (A10.1.1) is the innovation representation. Using (A10.1.1), (A10.1.2) and the simplified notation \( \hat{G} = G(q^{-1}; \theta), \hat{H} = H(q^{-1}; \theta), \hat{F} = F(q^{-1}; \theta), \hat{K} = K(q^{-1}; \theta), \hat{\Lambda}_w = \Lambda_w(\theta), \hat{\Lambda}_e = \Lambda_e(\theta) \), the identifiability relations (10.44) give

\[
\begin{align*}
\hat{\Lambda}_e &= \Lambda_e \quad \text{(A10.1.3a)} \\
\hat{F}_0\hat{\Lambda}_e + \hat{\Lambda}_w &= F_0\Lambda_e F_0^T + \Lambda_w \quad \text{(A10.1.3b)} \\
(1 + \hat{G}\hat{F})^{-1}(\hat{H} + \hat{G}\hat{K}\hat{F}_0) &\equiv (I + GF)^{-1}(H + GKF_0) \quad \text{(A10.1.3c)} \\
\hat{G}(I + \hat{F}\hat{G})^{-1}\hat{K} &\equiv G(I + FG)^{-1}K \quad \text{(A10.1.3d)} \\
(I + \hat{F}\hat{G})^{-1}(-\hat{F}\hat{H} + \hat{K}\hat{F}_0) &\equiv (I + FG)^{-1}(-FH + KF_0) \quad \text{(A10.1.3e)} \\
(I + \hat{F}\hat{G})^{-1}\hat{K} &\equiv (I + FG)^{-1}K \quad \text{(A10.1.3f)} \\
(I + \hat{F}\hat{G})^{-1}\hat{K} &\equiv (I + FG)^{-1}K \quad \text{(A10.1.3g)}
\end{align*}
\]

It follows from (A10.1.3a–c) that

\[
\begin{align*}
\hat{\Lambda}_e &= \Lambda_e \quad \hat{\Lambda}_w = \Lambda_w \quad \hat{F}_0 = F_0 \quad \text{(A10.1.4)}
\end{align*}
\]

Now, equation (A10.1.3e) gives

\[
(I + \hat{G}\hat{F})^{-1}\hat{G}\hat{K} = (I + GF)^{-1}GK
\]

or

\[
(\hat{G}\hat{K} - GK) \equiv [(I + \hat{G}\hat{F})(I + GF)^{-1} - I]GK
\]

\[
\equiv [(I + \hat{G}\hat{F}) - (I + GF)](I + GF)^{-1}GK \quad \text{(A10.1.5a)}
\]

\[
\equiv (\hat{G}\hat{F} - GF)(I + GF)^{-1}GK
\]

Similarly, (A10.1.3g) gives

\[
\hat{K} - K \equiv [(I + \hat{F}\hat{G})(I + FG)^{-1} - I]K
\]

\[
\equiv [(I + \hat{F}\hat{G}) - (I + FG)](I + FG)^{-1}K \quad \text{(A10.1.5b)}
\]

\[
\equiv (\hat{F}\hat{G} - FG)(I + FG)^{-1}K
\]

Then (A10.1.3d) can be rewritten, using (A10.1.4) and (A10.1.5a), as

\[
(\hat{H} - H) \equiv -\hat{G}\hat{K}F_0 - H + (I + \hat{G}\hat{F})(I + GF)^{-1}(H + GKF_0)
\]

\[
\equiv -(\hat{G}\hat{K} - GK)F_0 + [(I + \hat{G}\hat{F})(I + GF)^{-1} - I]
\]

\[
\times (H + GKF_0)
\]

\[
\equiv -(\hat{G}\hat{F} - GF)(I + GF)^{-1}GKF_0
\]

\[
+ (\hat{G}\hat{F} - GF)(I + GF)^{-1}(H + GKF_0)
\]

\[
\equiv (\hat{G}\hat{F} - GF)(I + GF)^{-1}H \quad \text{(A10.1.5c)}
\]
Equation (A10.1.3f) gives (recall from (A10.1.4) that \( \hat{F}_0 = F_0 \))
\[
-(\hat{F}\hat{H} - FH) + (\hat{K} - K)F_0 = FH - KF_0 + (I + \hat{F}\hat{G})(I + FG)^{-1} \times (-FH + KF_0)
\]
\[
= [(I + \hat{F}\hat{G})(I + FG)^{-1} - I] \times (-FH + KF_0)
\]
\[
= (\hat{F}\hat{G} - FG)(I + FG)^{-1}(-FH + KF_0)
\]
(A10.1.5d)

Using
\[\hat{G}\hat{K} - GK = \hat{G}(\hat{K} - K) + (\hat{G} - G)K\]
we get from (A10.1.5a, b)
\[\hat{G}(\hat{F}\hat{G} - FG)(I + FG)^{-1}K + (\hat{G} - G)K \equiv (\hat{G}\hat{F} - GF)G(I + FG)^{-1}K\]
or, in rewritten form
\[\left[\hat{G}(\hat{F}\hat{G} - FG) + (\hat{G} - G)(I + FG) - (\hat{G}\hat{F} - GF)G\right](I + FG)^{-1}K \equiv 0\]
or
\[(I + \hat{G}\hat{F})(\hat{G} - G)(I + FG)^{-1}K \equiv 0\]
which implies
\[\hat{G} \equiv G\]  
(A10.1.6a)

Similarly, using
\[\hat{F}\hat{H} - FH = \hat{F}(\hat{H} - H) + (\hat{F} - F)H\]
we get from (A10.1.5b, c, d)
\[\hat{F}(\hat{G}\hat{F} - GF)(I + GF)^{-1}H - (\hat{F} - F)H + (\hat{F}\hat{G} - FG)(I + FG)^{-1}KF_0\]
\[= (\hat{F}\hat{G} - FG)(I + FG)^{-1}(-FH + KF_0) \equiv 0\]
or, in rewritten form
\[\left[-\hat{F}(\hat{G}\hat{F} - GF) - (\hat{F} - F)(I + GF) + (\hat{F}\hat{G} - FG)F\right](I + GF)^{-1}H \equiv 0\]
or
\[(I + \hat{F}\hat{G})(\hat{F} - F)(I + GF)^{-1}H \equiv 0\]
which implies
\[\hat{F} \equiv F\]  
(A10.1.6b)

Then (A10.1.5b, c), (A10.1.6a, b) give easily
\[\hat{H} \equiv H\quad \hat{K} \equiv K\]  
(A10.1.6c)

The conclusion is that the system is identifiable using the joint input–output approach. The identities (A10.1.4) and (A10.1.6) are precisely the stated identifiability result (10.53).
Consider the ARMAX system

\[ A(q^{-1})y(t) = q^{-k}B(q^{-1})u(t) + C(q^{-1})e(t) \]  \hspace{1cm} (C10.1.1)

where

\[ A(q^{-1}) = 1 + a_1q^{-1} + \ldots + a_{na}q^{-na} \]
\[ B(q^{-1}) = b_0 + b_1q^{-1} + \ldots + b_{nb}q^{-nb} \]  \hspace{1cm} (C10.1.2)
\[ C(q^{-1}) = 1 + c_1q^{-1} + \ldots + c_{nc}q^{-nc} \]

The integer \( k, k \geq 1, \) accounts for the time delay of the system. Assume that the system is controlled by the linear feedback

\[ R(q^{-1})u(t) = -S(q^{-1})y(t) \]  \hspace{1cm} (C10.1.3)

where

\[ R(q^{-1}) = 1 + r_1q^{-1} + \ldots + r_{nr}q^{-nr} \]
\[ S(q^{-1}) = s_0 + s_1q^{-1} + \ldots + s_{ns}q^{-ns} \]  \hspace{1cm} (C10.1.4)

Note that the feedback (C10.1.3) does not include any external signal. From the viewpoint of identifiability this is a disadvantage, as shown in Section 10.3. The closed loop system is readily found from (C10.1.1) and (C10.1.3). It is described by

\[ [A(q^{-1})R(q^{-1}) + q^{-k}B(q^{-1})S(q^{-1})]y(t) = R(q^{-1})C(q^{-1})e(t) \] \hspace{1cm} (C10.1.5)

The open loop system (C10.1.1) is assumed to be identified by using a direct PEM approach applied to an ARMAX model structure.

We make the following assumptions:

A1. There is no common factor to \( A, B \) and \( C; \) \( C \) has all its zeros outside the unit circle.
A2. There is no common factor to \( R \) and \( S. \)
A3. The closed loop system (C10.1.5) is asymptotically stable.
A4. The integers \( na, nb, nc \) and \( k \) are known.

Assumptions A1–A3 are all fairly weak. Assumption A4 is more restrictive from a practical point of view. However, the use of A4 makes the details in the analysis much easier, and the general type of conclusions will hold also if the polynomial degrees are overestimated. For a detailed analysis of the case when A4 is relaxed, see Söderström et al. (1975).

Write the estimated model in the form

\[ \hat{A}(q^{-1})y(t) = q^{-k}\hat{B}(q^{-1})u(t) + \hat{C}(q^{-1})e(t) \] \hspace{1cm} (C10.1.6)
where $\epsilon(t)$ is the model innovation. The estimated polynomials $\hat{A}$, $\hat{B}$ and $\hat{C}$ are (asymptotically, when the number of data points tends to infinity) given by the identifiability identity (10.26):

$$
\epsilon(t) = e(t)
$$

(C10.1.7)

It follows easily from (C10.1.3) and (C10.1.6) that

$$
\epsilon(t) = \frac{\hat{A}(q^{-1})y(t) - q^{-k}\hat{B}(q^{-1})u(t)}{\hat{C}(q^{-1})}
= \frac{\hat{A}(q^{-1})R(q^{-1}) + q^{-k}\hat{B}(q^{-1})S(q^{-1})}{R(q^{-1})\hat{C}(q^{-1})} y(t)
$$

(C10.1.8)

Comparing (C10.1.5) and (C10.1.8), it can be seen that (C10.1.7) is equivalent to

$$
\frac{\hat{A}R + q^{-k}\hat{B}S}{\hat{C}} \equiv \frac{AR + q^{-k}BS}{C}
$$

(C10.1.9)

where we have dropped the polynomial arguments for convenience. This is the identity that must be analyzed in order to find the identifiability properties. Consider first two examples.

**Example C10.1.1** Identiﬁability properties of an nth-order system with an nth-order regulator

Assume that $na = nb = nc = n$, $nr = ns = m$. Assume further that $C$ and $AR + q^{-k}BS$ are coprime. The latter assumption implies that the numerators and the denominators of (C10.1.9) must satisfy

$$
\hat{C} \equiv C
$$

(C10.1.10a)

$$
\hat{A}R + q^{-k}\hat{B}S \equiv AR + q^{-k}BS
$$

(C10.1.10b)

The latter identity gives

$$
(\hat{A} - A)R \equiv -q^{-k}(\hat{B} - B)S
$$

(C10.1.10b)

This identity can easily be rewritten as a system of linear equations by equating the different powers of $q^{-1}$. There are $2n + 1$ unknowns (the coefficients of $\hat{A}$ and $\hat{B}$) and $k + n + m$ equations. Hence, in order to have a unique solution we require

$$
2n + 1 \leq k + n + m
$$

which is equivalent to

$$
k + m \geq n + 1
$$

(C10.1.10c)

Hence (C10.1.10c) is a necessary identifiability condition. Next it is shown that it is also a sufficient condition for identifiability. Assume that it is satisfied. Since $R$ and $q^{-k}S$
are coprime (Assumption A2) it follows from (C10.1.10b) that

\[ q^{-k}S \text{ is a factor of } \hat{A} - A \]
\[ R \text{ is a factor of } \hat{B} - B \]

(C10.1.10d)

In view of the degree condition (C10.1.10c) this is impossible. Thus (C10.1.10b) implies \( \hat{A} - A \equiv 0 \), \( \hat{B} - B \equiv 0 \), which proves sufficiency.

To summarize,

\[ \hat{A} \equiv A \quad \hat{B} \equiv B \quad \hat{C} \equiv C \]

if and only if the degree condition (C10.1.10c) holds. Thus the system is identifiable if and only if the delay and/or the regulator order are large enough.

Example C10.1.2 Identifiability properties of a minimum-phase system under minimum variance control

Assume that the system is minimum phase (\( B(z) \) has all zeros outside the unit circle) and is controlled with the minimum variance regulator (Åström, 1970). Let the polynomials \( F \) and \( G \) be defined by

\[ C \equiv AF + q^{-k}G \]

(C10.1.11a)

Here \( \deg F = k - 1 \) and \( \deg G = \max(nc - k, na - 1) \). Then the minimum variance regulator is given by

\[ R \equiv BF \quad S \equiv G \]

For this type of regulator there is cancellation in the right-hand side of the identity (C10.1.9), which reduces to

\[ \frac{\hat{A}BF + q^{-k}\hat{B}G}{\hat{C}} \equiv B \]

or equivalently

\[ B(\hat{A}F - \hat{C}) \equiv -q^{-k}\hat{B}G \]

(C10.1.11b)

Since in this case \( AR + q^{-k}BS = BC \), a basic assumption of the analysis in Example C10.1.1 is violated here. The polynomial identity (C10.1.11b) can be written as a system of linear equations with \( na + nb + nc + 1 \) unknowns. The number of equations is \( \max(nb + na + k - 1, nb + nc, k + nb + \deg G) = \max(na + nb + k - 1, nb + nc, nb + nc, na + k + nb + 1) = \max(nb + nc, na + nb + k - 1) \). A necessary condition for identifiability is then readily established as

\[ na + nb + nc + 1 \leq \max(nb + nc, na + nb + k - 1) \]

which gives

\[ k \geq nc + 2 \]

(C10.1.11c)
Assume now that $G$, as defined by (C10.1.11a), and $B$ are coprime. (This assumption is most likely to be satisfied.) Since $B$ is a factor of the left-hand side of (C10.1.11b) it must also appear in the right-hand side. This is only possible by taking $\hat{B} \equiv B$. Next,

$$\hat{C} \equiv \hat{A}F + q^{-k}G$$

and from (C10.1.11a),

$$(\hat{C} - C) \equiv (\hat{A} - A)F \quad \text{(C10.1.11d)}$$

If (C10.1.11c) is satisfied then $F$ cannot be a factor of $\hat{C} - C$ and thus $\hat{C} \equiv C$. Then it follows immediately that $\hat{A} \equiv A$.

To summarize, (C10.1.11c) is a necessary and sufficient condition for identifiability. Note that, similarly to Example C10.1.1, the system will be identifiable if the delay is large enough. Also note that, due to the pole-zero cancellation in the closed loop system caused by the regulator (C10.1.11a), one must now require a larger delay than before to guarantee identifiability.

Now consider the general case. Consider again the identity (C10.1.9). Assume that $C$ and $AR + q^{-k}BS$ have exactly $nh$ common zeros (with $nh \geq 0$). Define a polynomial $H$ which has precisely these zeros. This means that

$$C \equiv C_0H$$

$$AR + q^{-k}BS \equiv P_0H \quad \text{(C10.1.12)}$$

with $C_0$ and $P_0$ being coprime.

Then it follows from (C10.1.9) that

$$C_0(\hat{A}R + q^{-k}\hat{B}S) \equiv P_0\hat{C} \quad \text{(C10.1.13)}$$

Since $C_0$ and $P_0$ are coprime, this implies that

$$\hat{C} \equiv C_0M$$

$$\hat{A}R + q^{-k}\hat{B}S \equiv P_0M \quad \text{(C10.1.14)}$$

for some polynomial $M$. The degree of $M$ cannot exceed $nh$. Some straightforward calculations give

$$H(\hat{A}R + q^{-k}\hat{B}S) \equiv HP_0M \equiv M(AR + q^{-k}BS)$$

which implies

$$R(H\hat{A} - MA) \equiv q^{-k}S(-H\hat{B} + MB) \quad \text{(C10.1.15)}$$

First we derive a necessary condition by requiring that in (C10.1.13) the number of unknowns is at most equal to the number of equations (i.e. powers of $q^{-1}$). This principle gives

$$na + nb + nc + 1 \leq \max(\deg P_0 + nc, nc - nh + \deg(\hat{A}R + q^{-k}\hat{B}S))$$

$$= nc - nh + \max(na + nr, k + nb + ns)$$
which is easily rewritten as

\[ nh \leq \max(nr - nb, k + ns - na) - 1 \quad \text{(C10.1.16)} \]

Next we show that this condition is also sufficient for identifiability. We would first like to conclude from (C10.1.15) that

\[ H\hat{A} - MA \equiv 0 \quad H\hat{B} - MB \equiv 0 \quad \text{(C10.1.17)} \]

Since \( R \) and \( q^{-k}S \) are coprime by assumption, (C10.1.17) follows from (C10.1.15) provided that

\[ \deg(H\hat{A} - MA) \leq \deg q^{-k}S \quad \text{or} \quad \deg(H\hat{B} - MB) \leq \deg R \]

which can be rewritten as

\[ na + nh < k + ns \quad \text{or} \quad nh + nb < nr \]

which is equivalent to (C10.1.16). Hence (C10.1.16) and (C10.1.15) imply (C10.1.17). Also, from (C10.1.12) and (C10.1.14),

\[ H\hat{C} \equiv HC_0M \equiv CM \quad \text{(C10.1.18)} \]

Since \( M \) by assumption A1 is the only common factor to \( AM, BM \) and \( CM \), it follows from (C10.1.17), (C10.1.18) that \( M \equiv H \) and hence

\[ \hat{A} \equiv A \quad \hat{B} \equiv B \quad \hat{C} \equiv C \]

This completes the proof that (C10.1.16) is not only a necessary but also a sufficient identifiability condition.

Note that, as before, identifiability is secured only if the delay and/or the order of the regulator are large enough.

In the general case when the model polynomials have degrees \( \hat{na} \geq na, \hat{nb} \geq nb, \hat{nc} \geq nc \) and delay \( \hat{k} \leq k \) the situation can never improve (see Söderström et al. (1975) for details). The reason is easy to understand. When the model degrees are increased, the number of unknowns will automatically increase. However, the number of ‘independent’ equations that can be generated from the identity (C10.1.9) may or may not increase. It will certainly not increase faster than the number of unknowns.

For illustration, consider the main result (C10.1.16) for the two special cases discussed previously in the examples.

In Example C10.1.1, (C10.1.16) becomes

\[ 0 \leq \max(m - n, k + m - n) - 1 = k + m - n - 1 \]

which is the previous result (C10.1.10c).

In Example C10.1.2, (C10.1.16) becomes

\[ nc \leq \max(nb + k - 1 - nb, k + ns - na) - 1 \]

with

\[ ns = \max(nc - k, na - 1) \]
This condition can be rewritten as
\[ nc \leq \max(k - 1, k - na + nc - k, k - na + na - 1) - 1 = \max(k - 1, nc - na) - 1 \]
or equivalently
\[ nc \leq k - 2 \]
This condition is the same as the previously obtained (C10.1.11c).
Chapter 11

MODEL VALIDATION AND MODEL STRUCTURE DETERMINATION

11.1 Introduction

In system identification both the determination of model structure and model validation are important aspects. An overparametrized model structure can lead to unnecessarily complicated computations for finding the parameter estimates and for using the estimated model. An underparametrized model may be very inaccurate. The purpose of this chapter is to present some basic methods that can be used to find an appropriate model structure.

The choice of model structure in practice is influenced greatly by the intended use of the model. A stabilizing regulator can often be based on a crude low-order model, whereas more complex and detailed models are necessary if the model is aimed at giving physical insight into the process.

In practice one often performs identification for an increasing set of model orders (or more generally, structural indices). Then one must know when the model order is appropriate, i.e. when to stop. Needless to say, any real-life data set cannot be modeled exactly by a linear finite-order model. Nevertheless such models often give good approximations of the true dynamics. However, the methods for finding the 'correct' model order are based on the statistical assumption that the data come from a true system within the model class considered.

When searching for the 'correct' model order one can raise different questions, which are discussed in the following sections.

- Is a given model flexible enough? (Section 11.2)
- Is a given model too complex? (Section 11.3)
- Which model structure of two or more candidates should be chosen? (Section 11.5)

Note that such questions are relevant also to model reduction.

It should be remarked here that some simulation examples involving the model validation phase are given in Chapter 12 (see Sections 12.3, 12.4 and 12.10).
Section 11.2

11.2 Is a model flexible enough?

The question that is asked in this section can also be phrased as: ‘Is the model structure large enough to cover the true system?’ There are basically two ways to approach this question:

- Use of plots and common sense.
- Use of statistical tests on the prediction errors $\varepsilon(t, \hat{\theta}_N)$.

Concerning the first approach, it is often useful to plot the measured data and the model output. The model output $y_m(t)$ is defined as the output of the model excited by the measured input and with no disturbances added. This means that (see (6.1)),

$$y_m(t) = G(q^{-1}; \hat{\theta}_N)u(t)$$  \hspace{1cm} (11.1)

For a good model, $y_m(t)$ should resemble the measured output. The deviations of $y_m(t)$ from $y(t)$ are due both to modeling errors and to the disturbances. It is therefore important to realize that if the data are noisy then $y_m(t)$ should differ from $y(t)$. It should only describe the part of the output that is due to the input signal.

There are several statistical tests on the prediction errors $\varepsilon(t, \hat{\theta}_N)$. The prediction errors evaluated at the parameter estimate $\hat{\theta}_N$ are often called the residuals. To simplify the notation, in this chapter the residuals will frequently be written just as $\varepsilon(t)$.

The methods for model structure determination based on tests of the residuals in practice are tied to model structures and identification methods where the disturbances are explicitly modeled. This means that they are not suitable if, for example, an instrumental variable method is used for parameter estimation, but they are well adapted to validate models obtained by a prediction error method.

For the following model assumptions (or, in statistical terms, the null hypotheses $H_0$) several tests can be constructed:

A1: $\varepsilon(t)$ is a zero mean white noise
A2: $\varepsilon(t)$ has a symmetric distribution
A3: $\varepsilon(t)$ is independent of past inputs ($E\varepsilon(t)u(s) = 0, t > s$).
A4: $\varepsilon(t)$ is independent of all inputs ($E\varepsilon(t)u(s) = 0, all t and s$) (applicable if the process operates in open loop).

Some typical tests will be described in Examples 11.1–11.3. The tests are formulated for single output systems ($ny = 1$). For multivariable systems the tests have to be generalized. This can be done in a fairly straightforward manner, but the discussion will be confined to the scalar case to avoid cumbersome notation. The statistical properties of the tests will be analyzed under the null hypothesis that the model assumptions actually are satisfied. Thus all the distribution results presented below hold under a certain null hypothesis.

Example 11.1 An autocorrelation test

This test is based on assumption A1. If $\varepsilon(t)$ is white noise then its covariance function is zero except at $\tau = 0$:  

First construct estimates of the covariance function as
\[ \hat{r}_e(\tau) = \frac{1}{N} \sum_{t=1}^{N-\tau} \epsilon(t + \tau)\epsilon(t) \quad (\tau \geq 0) \]
(c.f. (3.25)). Under assumption A1, it follows from Lemma B.2 that
\[ \hat{r}_e(\tau) \to 0 \quad \tau \neq 0 \quad \text{as } N \to \infty \]
\[ \hat{r}_e(0) \to \lambda^2 = E\epsilon^2(t) \]
To get a normalized test quantity, consider
\[ x_\tau = \frac{\hat{r}_e(\tau)}{\hat{r}_e(0)} \]
According to (11.4) one can expect \( x_\tau \) to be small for \( \tau \neq 0 \) and \( N \) to be large provided \( \epsilon(t) \) is white noise. However, what does ‘small’ mean? To answer that question a more detailed analysis is necessary. The analysis will be based on assumption A1. Define
\[ r = \frac{1}{N} \sum_{t=1}^{N} \begin{pmatrix} \epsilon(t - 1) \\ \vdots \\ \epsilon(t - m) \end{pmatrix} \epsilon(t) = \begin{pmatrix} \hat{r}_e(1) \\ \vdots \\ \hat{r}_e(m) \end{pmatrix} \]
where, for convenience, the inferior limit of the sums was set to 1 (for large \( N \) this will have a negligible effect). Lemma B.3 shows that \( r \) is asymptotically Gaussian distributed.
\[ \sqrt{N} r \xrightarrow{\text{dist}} \mathcal{N}(0, P) \]
where the covariance matrix is
\[ P = \lim_{N \to \infty} ENrr^T \]
The \((i, j)\) element of \( P \) \((i, j = 1, \ldots, m)\) can be evaluated as
\[ P_{i,j} = \lim_{N \to \infty} \frac{1}{N} \sum_{t=1}^{N} \sum_{s=1}^{N} E\epsilon(t - i)\epsilon(t)\epsilon(s)\epsilon(s - j) \]
\[ = \lim_{N \to \infty} \left\{ \frac{1}{N} \sum_{t=1}^{N} \sum_{s=1}^{t-1} E\epsilon(t - i)\epsilon(t)\epsilon(s)\epsilon(s - j) \right. \\
+ \frac{1}{N} \sum_{t=1}^{N} \sum_{s=t+1}^{N} E\epsilon(t - i)\epsilon(t)\epsilon(s)\epsilon(s - j) \right. \\
+ \frac{1}{N} \sum_{t=1}^{N} E\epsilon(t - i)\epsilon^2(t)\epsilon(t - j) \right\} \\
= \lim_{N \to \infty} \left\{ 0 + 0 + \frac{1}{N} \sum_{t=1}^{N} \lambda^2 E\epsilon(t - i)\epsilon(t - j) \right\} = \lambda^4 \delta_{i,j} \]
Hence
\[ P = \lambda^4 I \]  
(11.8)

The result (11.7) implies that
\[ N r^T (\tau) r^{-1} r = N r^T r / \hat{r}_e^2 (0) \xrightarrow{\text{dist}} \chi^2 (m) \]
(see Lemma B.12). Hence (cf. Lemma B.4)

\[ \frac{N}{\hat{r}_e^2 (0)} \sum_{i=1}^{m} \hat{r}_e^2 (i) = N r^T r / \hat{r}_e^2 (0) \xrightarrow{\text{dist}} \chi^2 (m) \]  
(11.9)

From (11.7), (11.8) it also follows for \( \tau > 0 \) that

\[ \sqrt{N} x_{\tau} = \sqrt{N} \frac{\hat{r}_e (\tau)}{\hat{r}_e (0)} \xrightarrow{\text{dist}} \mathcal{N} (0, 1) \]  
(11.10)

\[ \blacksquare \]

How to apply the test

It should be stressed once more that the distribution of the statistics presented above holds under the null hypothesis \( H_0 \) (asserting that \( e(t) \) is white). The typical way of using the test statistics for model validation may be described as follows. Consider the test quantity \( N r^T r / \hat{r}_e^2 (0) \) (see (11.9)). Let \( x \) denote a random variable which is \( \chi^2 \) distributed with \( m \) degrees of freedom. Define \( \chi^2 (m) \) by

\[ \alpha = P (x > \chi^2 (m)) \]  
(11.11)

for some given \( \alpha \) which typically is chosen between 0.01 and 0.1. Then, if

\[ N r^T r / \hat{r}_e^2 (0) > \chi^2 (m) \]
\[ \text{reject } H_0 \text{ (and thus invalidate the model)} \]
\[ N r^T r / \hat{r}_e^2 (0) \leq \chi^2 (m) \]
\[ \text{accept } H_0 \text{ (and thus validate the model)} \]

Evidently the risk of rejecting \( H_0 \) when \( H_0 \) holds (which is called the first type of risk) is equal to \( \alpha \). The risk of accepting \( H_0 \) when it is not true depends on how much the properties of the tested model differ from \( H_0 \). This second type of risk cannot, in general, be determined for the statistics introduced previously, unless one restricts considerably the class of alternative hypotheses against which \( H_0 \) is tested. Thus, in applications the value of \( \alpha \) (or equivalently, the value of the test threshold) should be chosen by considering only the first type of risk. When doing so it should, of course, be kept in mind that when \( \alpha \) decreases the first type of risk decreases, but the second type of risk increases. A frequently used value of \( \alpha \) is \( \alpha = 0.05 \). For some numerical values of \( \chi^2 (m) \), see Table B.1 in Appendix B.
The test can also be applied to the quantity \( x_\tau \), (11.5), for a single \( \tau \) value. Since 
\[ \sqrt{N} x_\tau \xrightarrow{\text{dist}} \mathcal{N}(0, 1) \] we have (for large \( N \)) \( x_\tau \sim \mathcal{N}(0, 1/N) \) and hence \( P(|x_\tau| \leq 1.96/\sqrt{N}) = 0.95 \). The null hypothesis (that \( r_\varepsilon(\tau) = 0 \)) can therefore be accepted if \( |x_\tau| \leq 1.96/\sqrt{N} \) (with an unknown risk), and otherwise rejected (with a risk of 0.05).

**Example 11.2** A cross-correlation test

This test is based on assumptions A3 and A4. For its evaluation assumption A1 will also be needed. If the residuals and the input are independent,

\[
r_{eu}(\tau) = E\varepsilon(t + \tau)u(t) = 0
\]

(11.12)

There are good reasons for considering both positive and negative values of \( \tau \) when testing the cross-correlation between input and residuals. If the model is not an accurate representation of the system, it is to be expected that \( r_{eu}(\tau) \) for \( \tau \geq 0 \) is far from zero. For \( \tau < 0 \), \( r_{eu}(\tau) \) may or may not be zero depending on the autocorrelation of \( u(t) \); for example, if \( u(t) \) is white then \( r_{eu}(\tau) = 0 \) for \( \tau < 0 \) even if the model is inaccurate. Next, assume that the model is an exact description of the system. Then \( r_{eu}(\tau) = 0 \) for \( \tau \geq 0 \). However, it should be the case that \( r_{eu}(\tau) \neq 0 \) for \( \tau < 0 \), if there is feedback acting on the process during the identification experiment. Hence one can also use the test for checking the existence of possible feedback (see Section 12.10 for a further discussion of this point.)

As a normalized test quantity take

\[
x_\tau = \frac{\hat{r}_{eu}(\tau)}{[\hat{r}_\varepsilon(0)\hat{r}_u(0)]^{1/2}}
\]

(11.13)

where

\[
\hat{r}_{eu}(\tau) = \frac{1}{N} \sum_{t=1}^{N-\max(\tau, 0)} \varepsilon(t + \tau)u(t)
\]

(11.14)

One can expect \( x_\tau \) to be ‘small’ when \( N \) is large and assumptions A3 and A4 are satisfied. To examine what ‘small’ means, one must perform an analysis similar to that of Example 11.1. For that purpose introduce

\[
\hat{R}_u = \frac{1}{N} \sum_{t=m+1}^{N} \begin{pmatrix} u(t-1) \\ \vdots \\ u(t-m) \end{pmatrix} (u(t-1) \ldots u(t-m)) \]

(11.15)

\[
r = (\hat{r}_{eu}(\bar{\tau} + 1) \ldots \hat{r}_{eu}(\bar{\tau} + m))^T
\]

where \( \bar{\tau} \) is a given integer. Note that (assuming \( u(t) = 0 \) for \( t \leq 0 \))

\[
r = \frac{1}{N} \sum_{t=1}^{N} \begin{pmatrix} u(t - \bar{\tau} - 1) \\ \vdots \\ u(t - \bar{\tau} - m) \end{pmatrix} \varepsilon(t)
\]

Assume that \( \varepsilon(t) \) is white noise (Assumption A1). In a similar way to the analysis in Example 11.1, one obtains
\[ \sqrt{Nr} \xrightarrow{\text{dist}} N(0, P) \]  
with
\[ P = \lim_{N \to \infty} E Nr^T r = \lambda^2 E \begin{pmatrix} u(t - 1) \\ \vdots \\ u(t - m) \end{pmatrix} (u(t - 1) \ldots u(t - m)) \]  
(11.17)

Thus from Lemma B.12
\[ Nr^T P^{-1} r \xrightarrow{\text{dist}} \chi^2(m) \]
and also
\[ Nr^T [\hat{\hat{r}}_e(0) \hat{R}_u]^{-1} r \xrightarrow{\text{dist}} \chi^2(m) \]  
(11.18)

corresponding to \( x_t \), note from (11.16), (11.17) that \( \sqrt{N} \hat{r}_{eu}(\tau) \xrightarrow{\text{dist}} N(0, r_e(0)r_u(0)) \) which implies \( \sqrt{N} x_t \xrightarrow{\text{dist}} N(0, 1) \).

**Remark 1.** The residuals \( \varepsilon(t, \hat{\theta}_N) \) differ slightly from the ‘true’ white noise sequence \( \varepsilon(t, \theta_0) \). It turns out that this deviation, even if it is small and in fact vanishes as \( N \to \infty \), invalidates the expressions (11.8) and (11.17) for the \( P \) matrices. As shown in Appendix A11.1, if \( \varepsilon(t, \hat{\theta}_N) \) are considered, with \( \hat{\theta}_N \) being the PEM estimate of \( \theta_0 \), then the true (asymptotic) covariance matrices are smaller than (11.8), (11.17). This means that if the tests are used as described above the risk of rejecting \( H_0 \) when it holds is smaller than expected but the risk of accepting \( H_0 \) when it is not true is larger. Expressed in another way, if, in the tests above, \( \varepsilon(t, \hat{\theta}_N) \) is used rather than \( \varepsilon(t, \theta_0) \), then the correct threshold value, corresponding to a first type of risk equal to \( \alpha \), is smaller than \( \chi^2(m) \). This fact is not a serious practical problem, especially if the number of estimated parameters \( n_\theta \) is much less than \( m \) (see Appendix A11.1 and in particular (A11.1.18) for calculations supporting this claim). Since the exact tests based on the expressions of the (asymptotic) covariance matrices \( P \) derived in Appendix A11.1 are more complicated than (11.9) and (11.18), in practice the tests are often performed as outlined in Examples 11.1 and 11.2. The tests will also be used in that way in some subsequent examples in this and the next chapter.

**Remark 2.** The number \( m \) in the above correlation tests could be chosen from 5 up to \( N/4 \). Sometimes the integer \( \tilde{m} \) in the cross-correlation test must be chosen with care. The reason is that for some methods, for example the least squares method, \( \hat{r}_{eu}(\tau) \) is constrained by construction to be zero for some values of \( \tau \). (For instance for the ‘least squares’ model (6.12), \( \hat{r}_{eu}(\tau) = 0 \) for \( \tau = 1, \ldots, nb \) by the definition of the LS estimate; cf. Problem 11.1. These values of \( \tau \) must not be considered in the \( r \)-vector.)

**Remark 3.** It is often illustrative to plot the correlation functions \( \hat{r}_e(\tau)/\hat{r}_e(0) \) and \( \hat{r}_{eu}(\tau)/[\hat{r}_e(0)\hat{r}_u(0)]^{1/2} \) since they will show in a readily perceived way how well the hypothesis \( H_0 \) is satisfied. Some examples where this is done are given below and in Chapter 12.
Next consider another simple test of the null hypothesis.

**Example 11.3 Testing changes of sign**

This test is based on assumptions A1 and A2. Let \( \hat{x}_N \) be the number of changes of sign in the sequence \( \varepsilon(1), \varepsilon(2), \ldots, \varepsilon(N) \). One would intuitively expect that (under assumptions A1 and A2) the residual sequence will, on average, change sign every second time step. Hence one expects that \( \hat{x}_N \approx N/2 \). However, a more precise statistical analysis is required to see how well this holds. For that purpose introduce the random variables \( \{\delta_i\}_{i=1}^{N-1} \) by

\[
\delta_i = \begin{cases} 
1 & \text{if } \varepsilon(i)\varepsilon(i+1) < 0 \quad (\text{i.e. a change of sign from time } i \text{ to } i + 1) \\
0 & \text{if } \varepsilon(i)\varepsilon(i+1) > 0 \quad (\text{i.e. no change of sign from time } i \text{ to } i + 1)
\end{cases}
\]

Then

\[
\hat{x}_N = \sum_{i=1}^{N-1} \delta_i
\]

Now observe that:

- \( \delta_i = 0 \) with probability 0.5 and \( \delta_i = 1 \) with probability 0.5. (This follows from the two first model assumptions.)
- \( \delta_i \) and \( \delta_j \) are identically distributed and independent random variables. (The changes of sign are independent events since \( \varepsilon(t) \) is white noise.)

Hence one can apply the central limit theorem to \( \hat{x}_N \). Thus \( \hat{x}_N \) is asymptotically Gaussian distributed,

\[
\hat{x}_N \xrightarrow{\text{dist}} \mathcal{N}(m, P)
\]

with

\[
m = E\hat{x}_N = (N - 1)E\delta_i = (N - 1)/2 \approx N/2
\]

\[
P = E(\hat{x}_N - m)^2 = E\hat{x}_N^2 - m^2 = E \sum_{i=1}^{N-1} \sum_{j=1}^{N-1} \delta_i\delta_j - (N - 1)^2/4
\]

\[
= [(N - 1)^2 - (N - 1)](E\delta_i)^2 + (N - 1)E(\delta_i^2) - (N - 1)^2/4
\]

\[
= (N - 1)[E(\delta_i^2) - (E\delta_i)^2] = (N - 1)/4
\]

\[
\approx N/4
\]

According to this analysis we have (for large \( N \))

\[
\frac{\hat{x}_N - N/2}{\sqrt{N/2}} \xrightarrow{\text{dist}} \mathcal{N}(0, 1)
\]

Hence a 95 percent confidence interval for \( \hat{x}_N \) is given by
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\[ \left| \frac{\bar{x}_N - N/2}{\sqrt{N/2}} \right| \leq 1.96 \]

Equivalently stated, the inequalities

\[ \frac{N}{2} - \frac{1.96}{2}\sqrt{N} \leq \bar{x}_N \leq \frac{N}{2} + \frac{1.96}{2}\sqrt{N} \]

(11.21)

hold with 95 percent probability.

The following example illustrates the use of the above tests.

**Example 11.4 Use of the statistical tests on residuals**

The program package IDPAC (see Wieslender, 1976) was used for generation of data and performing the tests. The number \( m \) is automatically set in IDPAC to \( m = 10 \). Similarly the time lag used for the cross-correlation tests is set automatically. Using a random number generator 300 data points of a sequence \( \{\varepsilon(t)\} \) were generated, where \( \varepsilon(t) \) is Gaussian white noise of zero mean and unit variance. A test was made of the hypothesis \( H_0: \{\varepsilon(t)\} \) is white noise. The estimated autocorrelation function of \( \varepsilon(t) \) is shown in Figure 11.1a.

The figure shows the normalized covariance function \( \hat{r}_\varepsilon(\tau)/\hat{r}_\varepsilon(0) \) versus \( \tau \) and a 95% confidence interval for \( x_\tau \triangleq \hat{r}_\varepsilon(\tau)/\hat{r}_\varepsilon(0) \). Since \( x_\tau \sim \mathcal{N}(0, 1/\sqrt{N}) \) the lines in the diagram are drawn at \( x = \pm 1.96\sqrt{N} \). It can be seen from the figure that \( x_\tau \) lies in this interval. One can hence expect that \( \varepsilon(t) \) is a white process.

Next consider the numerical values of the test quantities. The number of changes of sign is 149. This is the variable \( \hat{x}_N \) in (11.21). Since the interval defined by (11.21) is (132,166) it can be seen that the number of changed signs falls well inside this interval. Hence using this test quantity one should indeed accept that \( \varepsilon(t) \) can be white noise.

The test quantity (11.9) is computed for \( m = 10 \). Its numerical value was 11.24. This variable is, under the null hypothesis \( H_0 \), approximately \( \chi^2(10) \) distributed. According to Table B.1 for \( \alpha = 0.05 \) the threshold value is 18.3. The null hypothesis is therefore accepted.

Next a signal \( u(t) \) was generated by linear filtering of \( \varepsilon(t) \) as

\[ u(t) - 0.8u(t-1) = \varepsilon(t-1) \]

This signal is an autoregressive process with a low-frequency content. The tests for whiteness were applied to this signal. The correlation function is shown in Figure 11.1b. The plot indicates clearly that the signal \( u(t) \) is not white noise.

The numerical values of the test quantities are as follows. The number of changes of sign was 53, while the interval defined by (11.21) still is (132,166). Hence based on \( \hat{x}_N \) one can clearly reject the hypothesis that \( u(t) \) is white noise. The numerical value of test quantity (11.9) was 529.8. This is too large to come from a \( \chi^2(10) \) distribution. Hence one finds once more that \( u(t) \) is not white noise.

Finally the cross-correlation between \( \varepsilon(t) \) and \( u(t) \) was tested. \( \varepsilon(t) \) was treated as residual and \( u(t) \) as input. The cross-correlation function is depicted in Figure 11.1c.

From the generation of \( u(t) \) it is known that \( u(t) \) and \( \varepsilon(s) \) are uncorrelated for \( t \leq s \) and correlated for \( t > s \). The figure shows the normalized correlation function \( \hat{r}_{\varepsilon u}(\tau)/[\hat{r}_\varepsilon(0)\hat{r}_u(0)]^{1/2} \) versus \( \tau \). As expected, it is close to zero for \( \tau \geq 0 \).
FIGURE 11.1 (a) Normalized covariance function of $\varepsilon(t)$. (b) Normalized covariance function of $u(t)$. (c) Normalized cross-covariance function.
The test quantity (11.18) is applied twice. First, the test quantity is used for \( \tau = 1 \) and \( m = 10 \). The numerical value obtained is 20.2. Since the test quantity is approximately \( \chi^2(10) \) distributed, one finds from Table B.1 that the threshold value is 18.3 for \( \alpha = 0.05 \) and 20.5 for \( \alpha = 0.025 \). One can accept the null hypothesis \((u(t)\) and \(\varepsilon(s)\) uncorrelated for \( t \leq s \)) with a significance level of 0.025.

Second, the test is applied for \( \tau = -11 \) and \( m = 10 \). The numerical value obtained was 296.7. Under the null hypothesis \((u(t)\) and \(\varepsilon(s)\) uncorrelated\) the test variable is approximately \( \chi^2(10) \) distributed. Table B.1 gives the threshold value 25.2 for \( \alpha = 0.005 \). The null hypothesis is therefore rejected.

It should be noted that the role of the statistical tests should not be exaggerated. A drastic illustration of the fact that statistical tests should not replace the study of plots of measured data and model output and the use of common sense is given in the following example.

**Example 11.5 Statistical tests and common sense**

The data were measured at a distillation column, \( u(t) \) being the reflux ratio and \( y(t) \) the top product composition. The following model structure was fitted to the data:

\[
A(q^{-1})y(t) = B(q^{-1})u(t) + \frac{1}{D(q^{-1})}e(t)
\]

with \( na = nb = nc = 2 \). A prediction error method was used to estimate the model parameters. It was implemented using a generalized least squares algorithm (cf.
FIGURE 11.2 Normalized covariance functions. The dashed lines give the 95 percent significance interval.

FIGURE 11.3 Input, output and model outputs.
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Complement C7.4). Depending on the initial conditions \( q^{(0)} \) for the numerical optimization, two different models were obtained. The correlation functions corresponding to these two models are shown in Figure 11.2. From this figure both models seem quite reasonable, since they both give estimated autocorrelation functions \( \hat{r}_e(t)/\hat{r}_e(0) \) that almost completely lie inside the 95 percent significance interval.

However, a plot of the measured signals and the model outputs (Figure 11.3) reveals that model 1 should be selected. For model 2 the characteristic oscillating pattern in the output, which is due to the periodic input used (the period of \( u(t) \) is about 80), is modeled as a disturbance. A closer analysis of the loss function and its local minima corresponding to the two models is given by Söderström (1974).

This example shows that one should not rely on statistical tests only, but should also use graphical plots and common sense as complements. Note, however, that this example is extreme. In most practical cases the tests on the correlation functions give a very good indication of the relevance of the model.

11.3 Is a model too complex?

This section describes some methods for testing model structures, based on properties of overparametrized models. Such models often give rise to pole-zero cancellations and singular information matrices. The exact conditions for this, however, are dependent on the type of model structure used. The following example illustrates the basic ideas of this approach to structure testing.

Example 11.6 Effects of overparametrizing an ARMAX system

Consider an ARMAX system

\[
A_0(q^{-1}) y(t) = B_0(q^{-1}) u(t) + C_0(q^{-1}) e(t)
\]

(11.22)

where \( A_0(q^{-1}), B_0(q^{-1}) \) and \( C_0(q^{-1}) \) are assumed to be coprime. The system is further assumed to be identified in the model structure

\[
A(q^{-1}) y(t) = B(q^{-1}) u(t) + C(q^{-1}) e(t)
\]

(11.23)

where

\[
a >= na^0 \quad nb >= nb^0 \quad nc >= nc^0
\]

(11.24)

Then it is easily seen that all models satisfying

\[
A(q^{-1}) = A_0(q^{-1}) M(q^{-1})
\]

\[
B(q^{-1}) = B_0(q^{-1}) M(q^{-1})
\]

\[
C(q^{-1}) = C_0(q^{-1}) M(q^{-1})
\]

(11.25)

\[
M(q^{-1}) = 1 + m_1 q^{-1} + \ldots + m_{nm} q^{-nm}
\]

\[
mm = \min(na - na^0, nb - nb^0, nc - nc^0)
\]

\[
(M(q^{-1}) = 1 \text{ if } nm = 0)
\]
give a correct description of the system, i.e. the corresponding values of $\theta$ lie in the set $D_T(\mathcal{F}, \mathcal{H})$ (see Example 6.7). Note that $m_1, \ldots, m_{nm}$ are arbitrary and that strict inequalities (11.24) are crucial for $nm \geq 1$ to hold.

Assume that a prediction error method is used for the parameter estimation. The effect of the overparametrization will be analyzed in two ways:

- Determination of the global minimum points of the asymptotic loss function.
- The singularity properties or, more generally, the null space of the information matrix.

To simplify the analysis the following assumptions are made:

- The input signal is persistently exciting of order $\max(na + nb_0, na_0 + nb)$. This type of assumption was introduced in Chapter 7 (see assumption A2 in Section 7.5) when analyzing the identifiability properties of PEMs.
- The system operates in open loop. It was noted in Chapter 10 that a low-order feedback will prevent identifiability. The assumption of open loop operation seems only partially necessary for the result that follows to hold, but it will make the analysis considerably simpler.

The two assumptions above are sufficient to guarantee that identifiability is not lost due to the experimental condition. The point of interest here is to see that parameter identifiability (see Section 6.4) cannot hold true due to overparametrization of the model.

First evaluate the global minimum points. The asymptotic loss function is given by

$$
V(\theta) = Ee^2(t) = E\left[ \frac{1}{C(q^{-1})} \{A(q^{-1})y(t) - B(q^{-1})u(t)\} \right]^2
$$

$$
= E \left[ \frac{A(q^{-1})}{C(q^{-1})} \left( \frac{B_0(q^{-1})}{A_0(q^{-1})} u(t) + \frac{C_0(q^{-1})}{A_0(q^{-1})} e(t) \right) - \frac{B(q^{-1})}{C(q^{-1})} u(t) \right]^2
$$

$$
= E[e(t)]^2 + E \left[ \frac{A(q^{-1})B_0(q^{-1}) - A_0(q^{-1})B(q^{-1})}{A_0(q^{-1})C(q^{-1})} u(t) \right]^2
$$

$$
+ E \left[ \frac{A(q^{-1})C_0(q^{-1}) - A_0(q^{-1})C(q^{-1})}{A_0(q^{-1})C(q^{-1})} e(t) \right]^2
$$

(11.26)

The last equality follows since $e(t)$ is white noise and therefore is independent of $e(s)$, $s \leq t - 1$. Thus the global minimum points must satisfy

$$
\frac{A(q^{-1})B_0(q^{-1}) - A_0(q^{-1})B(q^{-1})}{A_0(q^{-1})C(q^{-1})} u(t) = 0 \quad \text{(w.p. 1)}
$$

$$
\frac{A(q^{-1})C_0(q^{-1}) - A_0(q^{-1})C(q^{-1})}{A_0(q^{-1})C(q^{-1})} e(t) = 0 \quad \text{(w.p. 1)}
$$

(11.27)

The true parameter values for which $A(q^{-1}) = A_0(q^{-1}), B(q^{-1}) = B_0(q^{-1}), C(q^{-1}) = C_0(q^{-1})$, clearly form a possible solution to (11.27).

Since $e(t)$ is persistently exciting of any order (see Property 2 of Section 5.4), and $u(t)$ is persistently exciting of order $p = \max(na + nb_0, na_0 + nb)$, it follows from Property 4 of Section 5.4 that
are persistently exciting of order \( p \) and of any finite order, respectively. From Property 5 of Section 5.4 and (11.27) it follows that

\[
A(q^{-1})B_0(q^{-1}) - A_0(q^{-1})B(q^{-1}) \equiv 0 \tag{11.28a}
\]

\[
A(q^{-1})C_0(q^{-1}) - A_0(q^{-1})C(q^{-1}) \equiv 0 \tag{11.28b}
\]

However, the identities (11.28) are precisely the same as (6.48). Therefore the solution is given by (11.25). Thus (11.25) describes all the global minimum points of the asymptotic loss function.

Next consider the information matrix. At this point assume the noise to be Gaussian distributed. Since the information matrix, except for a scale factor, is equal to the Hessian (the matrix of second-order derivatives) of the asymptotic loss function one can expect its singularity properties to be closely related to the properties of the set of global minima. In particular, this matrix must be singular when there are infinitely many non-isolated global minimum points.

The information matrix for the system (11.22) is given by (see (B.29) and (7.79)–(7.81)):

\[
J = \frac{N}{\lambda^2} E\psi(t)\psi^T(t) \tag{11.29}
\]

where

\[
\psi^T(t) = \frac{1}{C_0(q^{-1})}
\times (y(t-1) \ldots y(t-na) \quad -u(t-1) \ldots -u(t-nb) \quad -e(t-1) \ldots -e(t-nc))
\]

Let

\[
x = (\alpha_1 \ldots \alpha_{na} \quad \beta_1 \ldots \beta_{nb} \quad \gamma_1 \ldots \gamma_{nc})^T
\]

be an arbitrary element of the null space of \( J \). Set

\[
\alpha(q^{-1}) = \sum_{i=1}^{na} \alpha_i q^{-i} \quad \beta(q^{-1}) = \sum_{i=1}^{nb} \beta_i q^{-i} \quad \gamma(q^{-1}) = \sum_{i=1}^{nc} \gamma_i q^{-i}
\]

The null space of \( J \) is investigated by solving

\[
Jx = 0 \tag{11.31}
\]

This equation can be equivalently rewritten as

\[
x^T J x = 0 \iff E[\psi^T(t)x]^2 = 0
\]

\[
\iff \psi^T(t)x = 0 \quad \text{ (w.p. 1) } \tag{11.32}
\]

\[
\iff \alpha(q^{-1})y(t) - \beta(q^{-1})u(t) - \gamma(q^{-1})e(t) = 0
\]

It can be seen from (11.32) that if the system is controlled with a noise-free (low-order) linear feedback \( \tilde{\beta}(q^{-1})u(t) = \tilde{\alpha}(q^{-1})y(t) \) with \( n\tilde{\alpha} < n\alpha \) and \( n\tilde{\beta} < n\beta \) then \( J \) is singular.
Indeed, in such a case (11.32) will have (at least) one nontrivial solution $\alpha(q^{-1}) = q^{-1}\alpha(q^{-1})$, $\beta(q^{-1}) = q^{-1}\beta(q^{-1})$ and $\gamma(q^{-1}) = 0$. Since $J$ is proportional to the inverse of the covariance matrix of the parameter estimates, its singularity implies that the system is not identifiable. This is another derivation of the result of Section 10.3 that a system controlled by a low-order noise-free linear feedback is not identifiable.

Now (11.22) and (11.32) give, under the general assumptions introduced above,

\[
\begin{bmatrix}
\alpha(q^{-1}) & B_0(q^{-1}) \\
A_0(q^{-1}) & \beta(q^{-1})
\end{bmatrix} u(t) = 0 \quad \text{(w.p. 1)}
\]

\[
\begin{bmatrix}
\alpha(q^{-1}) & C_0(q^{-1}) \\
A_0(q^{-1}) & \gamma(q^{-1})
\end{bmatrix} e(t) = 0 \quad \text{(w.p. 1)}
\]

from which one can conclude as before ($u(t)$, $e(t)$ being pe) that

\[
\alpha(q^{-1})B_0(q^{-1}) - A_0(q^{-1})\beta(q^{-1}) = 0 \quad \text{(11.33)}
\]

\[
\alpha(q^{-1})C_0(q^{-1}) - A_0(q^{-1})\gamma(q^{-1}) = 0
\]

These identities are similar to (11.28). To see this more clearly, consider again (11.28) and make the following substitutions:

\[
A(q^{-1}) = A_0(q^{-1}) + \alpha(q^{-1})
\]

\[
B(q^{-1}) = B_0(q^{-1}) + \beta(q^{-1})
\]

\[
C(q^{-1}) = C_0(q^{-1}) + \gamma(q^{-1})
\]

Then (11.28) is easily transformed into (11.33). Thus the properties of the null space of $J$ can be deduced from (11.25).

Note especially that if $nm = 0$ in (11.25) then $x = 0$ is the only solution to (11.31). This means that the information matrix is nonsingular. However, if $nm \geq 1$ then the general solution to (11.31) is given by

\[
\alpha(q^{-1}) \equiv A_0(q^{-1})L(q^{-1})
\]

\[
\beta(q^{-1}) \equiv B_0(q^{-1})L(q^{-1})
\]

\[
\gamma(q^{-1}) \equiv C_0(q^{-1})L(q^{-1})
\]

where

\[
L(q^{-1}) = l_1q^{-1} + \ldots + l_{nm}q^{-nm} = M(q^{-1}) - 1
\]

is arbitrary. Thus the solutions to (11.31) lie in an $nm$-dimensional subspace of $\mathcal{R}^{na+nb+nc}$.

To summarize this example, note that:

- If $nm = 0$ then no pole-zero cancellation occurs in the model. There is a unique global minimum point of $V(\theta)$, which is given by the true parameters. The information matrix is nonsingular.
- If $nm > 0$ then pole-zero cancellations appear. The function $V(\theta)$ has a set of nonisolated global minima. The information matrix is singular.
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Note that when $nc = nc^0 = 0$ (‘the least squares case’) there will be no pole-zero cancellations or singular information matrices. In this case $nm = 0$ due to $nc = nc^0$ (see Problem 11.2).

An approach to model structure determination

The results described above can be used for model structure selection as follows. Estimate the parameters in an increasing set of model structures. For each model make a test for pole-zero cancellations and/or singularity of the information matrix. When cancellation occurs or the information matrix has become singular, then the model structure has been chosen too large and the preceding one should be selected. An approach for a systematic pole-zero cancellation test has been presented by Söderström (1975c).

Modification for instrumental variable methods

As described above, this approach is tied to the use of prediction error methods. However, it can also be used in a modified form for instrumental variable methods. Then instead of the information matrix, an instrumental product moment matrix is to be used. Such a matrix can be written as (cf. (8.21))

$$R = EZ(t)F(q^{-1})\phi^T(t)$$

(11.34)

This matrix is singular if the model order is chosen to be greater than the order of the true system. The matrix $R$ will otherwise be nonsingular (see Chapter 8). In practice, $R$ is not available and one has to work with an estimate

$$\hat{R} = \frac{1}{N} \sum_{t=1}^{N} Z(t)F(q^{-1})\phi^T(t)$$

In most cases it is too cumbersome to test in a well-defined statistical way whether $\hat{R}$ is (nearly) singular (for some simple cases such as scalar ARMA models, however, this is feasible; see for example Stoica, 1981c and Fuchs, 1987). Instead one can for example compute $\text{det} \hat{R}$ for increasing model orders. When $\text{det} \hat{R}$ drops from a large to a small value, the model order corresponding to the large value of $\text{det} \hat{R}$ is chosen. An alternative is to use $\text{cond}(\hat{R}) = \|\hat{R}\| \|\hat{R}^{-1}\|$ and look for a significant increase in this quantity. When the order is overestimated $\text{cond}(\hat{R})$ can be expected to increase drastically.

Note that the ‘instruments’ $Z(t)$ and the filter $F(q^{-1})$ can be chosen in many ways. It is not necessary to make the same choice when computing the IV parameter estimates $\hat{\theta}$ and when searching for the best model order, but using the same instruments and prefilter is highly convenient from a computational viewpoint. One possibility that has shown some popularity is to take $F(q^{-1}) = I$ and to let $Z(t)$ be an estimate of $\hat{\phi}(t)$, the noise-free part of $\phi(t)$. Then $R$ in (11.34) would be the covariance matrix of $\hat{\phi}(t)$. Note that an estimate of $\hat{\phi}(t)$ requires an estimated parameter vector $\hat{\theta}$ for its evaluation.
Numerical problems

The main drawback of the methods described in this section lies in the difficulty of designing good statistical test criteria and in the numerical problems associated with evaluation of the rank of a matrix. The use of a singular value decomposition seems to be the numerically soundest way for the test of nonsingularity or more generally for determining the rank of a given matrix. (See Section A.2 for a detailed discussion of singular value decomposition.) Due to their drawbacks these methods cannot be recommended as a first choice for SISO systems. For multivariable systems, however, there are often fewer alternatives and rank tests have been advocated in many papers.

11.4 The parsimony principle

The parsimony principle is a useful rule when determining an appropriate model order. This principle says that out of two or more competing models which all explain the data well, the model with the smallest number of independent parameters should be chosen. Such a choice will be shown to give the best accuracy. This rule is quite in line with common sense: ‘Do not use extra parameters for describing a dynamic phenomenon if they are not needed.’ The parsimony principle is discussed, for example, by Box and Jenkins (1976). A theoretical justification is given in Complement C11.1. Here its use is illustrated in a simple case which will be useful in the subsequent discussion in this chapter.

Consider a single output system. The general case of multi-output systems is covered in Problem 11.10. Assume that \( \hat{\theta}_N \) denotes a parameter vector estimated from past data using the PEM. Assume further that the system belongs to the model structure considered. This means that there exists a true (not necessarily unique) parameter vector \( \theta_0 \).

A scalar measure will be used to assess the goodness of the model associated with \( \hat{\theta}_N \). Such a measure should be a function of \( \theta_N \). It will be denoted by \( W(\theta_N) \) or \( W_N \), where the dependence on the number of data is emphasized. The assessment measure \( W(\theta) \) must be a smooth function of \( \theta \) and be minimized by the true parameter vector \( \theta_0 \):

\[
W(\theta) \geq W(\theta_0) \quad \text{all } \theta
\]

(11.35)

(see Figure 11.4).

When the estimate \( \hat{\theta}_N \) deviates a little from \( \theta_0 \), the criterion \( W \) will increase somewhat above its minimum value \( W(\theta_0) \). This increase, \( W(\hat{\theta}_N) - W(\theta_0) \), will be taken as a scalar measure of the performance of the model.

The assessment criterion can be chosen in several ways, including the following:

- The variance of the one-step prediction errors, when the model is applied to future data. This possibility will be considered later in this section.
- The variance of the multi-step prediction error (cf. Problem 11.5).
- The deviation of the estimated transfer function from that of the true system. Such a deviation can be expressed in the frequency domain.
FIGURE 11.4 An assessment criterion.

- Assume that an optimal regulator is based on the identified model and applied to the (true) system. If the model were perfect, the closed loop system would perform optimally. Due to the deviation of the model from the true system the performance of the closed loop system will deteriorate somewhat. One can take the performance of the closed loop system as an assessment criterion. (See Problem 11.4 for an illustration.)

In what follows a specific choice of the assessment criterion is discussed. Let $W_N$ be the prediction error variance when the model corresponding to $\hat{\theta}_N$ is used to predict future data. This means that

$$W_N = E\varepsilon^2(t, \hat{\theta}_N)$$

(11.36)

In (11.36) and also in (11.37) below, the expectation is conditional with respect to past data in the sense that

$$W_N = E[\varepsilon^2(t, \hat{\theta}_N)|\hat{\theta}_N]$$

If the estimate $\hat{\theta}_N$ were exact, i.e. $\hat{\theta}_N = \theta_0$, then the prediction errors $\{\varepsilon(t, \hat{\theta}_N)\}$ would be white noise, $\{\varepsilon(t)\}$, and have minimum variance $\Lambda$. Consider now how much the prediction error variance $W_N$ is increased due to the deviation of $\hat{\theta}_N$ from the true value $\theta_0$. A Taylor series expansion of $\varepsilon(t, \hat{\theta}_N)$ around $\theta_0$ gives

$$W_N \approx E\left[\varepsilon(t, \theta_0) + \frac{\partial \varepsilon(t, \theta)}{\partial \theta}\bigg|_{\theta=\theta_0}(\hat{\theta}_N - \theta_0)\right]^2$$

$$\triangleq E[\varepsilon(t) - \psi^T(t, \theta_0)(\hat{\theta}_N - \theta_0)]^2$$
Validation and structure determination

\[ E W_N = \Lambda + \text{tr}[E(\hat{\theta}_N - \theta_0)(\hat{\theta}_N - \theta_0)^T][E\psi(t, \theta_0)\psi^T(t, \theta_0)] \] (11.38)

According to (7.59) the estimate \( \hat{\theta}_N \) is asymptotically Gaussian distributed,

\[ \sqrt{N}(\hat{\theta}_N - \theta_0) \xrightarrow{\text{dist}} \mathcal{N}(0, \Lambda[E\psi_p(t, \theta_0)\psi_p^T(t, \theta_0)]^{-1}) \] (11.39)

Note that \( \psi(t, \theta_0) \) in (11.37), (11.38) is to be evaluated for the future (fictitious) data, while \( \psi_p(t, \theta_0) \) in (11.39) refers to the past data, from which the estimate \( \hat{\theta}_N \) was found. If the same experimental condition is assumed for the past and the future data, then the second order properties of \( \psi_p(t, \theta_0) \) and \( \psi(t, \theta_0) \) are identical. For such a case (11.38), (11.39) give

\[ EW_N \approx \Lambda(1 + p/N) \] (11.40)

where \( p = \dim \theta \).

This expression is remarkable in its simplicity. Note that its derivation has not been tailored to any special model structure. It says that the expected prediction error variance increases with a relative amount of \( p/N \). Thus, there is a penalty in using models with unnecessarily many parameters. This can be seen as a formal statement of the parsimony principle.

In Complement C11.1 it is shown that the parsimony principle holds true under much more general conditions. The expected value of a fairly general assessment criterion \( W(\hat{\theta}_N) \) will, under very mild conditions, increase when the model structure is expanded beyond the true structure.

## 11.5 Comparison of model structures

This section describes methods that can be used to compare two or more model structures. For such comparisons a discriminating criterion is needed. The discussion will be confined to the case when a prediction error method (PEM) is used for estimating the parameters. Recall that for a PEM the parameter estimate \( \hat{\theta}_N \) is obtained as the minimizing element of a loss function \( V_N(\theta) \) (see (7.17)).

When the model structure is expanded so that more parameters are included in the parameter vector, the minimal value of \( V_N(\theta) \) naturally decreases since new degrees of freedom have been added to the optimization problem, or, in other words, the set over which optimization is done has been enlarged. The comparison of model structures can be interpreted as a test for a significant decrease in the minimal values of the loss function.
associated with the (nested) model structures in question. This is conceptually the same problem as that discussed in Section 4.4 for linear regressions.

The $F$-test

Let $\mathcal{M}_1$ and $\mathcal{M}_2$ be two model structures, such that $\mathcal{M}_1 \subset \mathcal{M}_2$ (\(\mathcal{M}_1\) is a subset of $\mathcal{M}_2$; for example, $\mathcal{M}_1$ corresponds to a lower-order model than $\mathcal{M}_2$). In such a case they are called hierarchical model structures. Further let $V^i_N$ denote the minimum of $V_N(\theta)$ in the structure $\mathcal{M}_i$ ($i = 1, 2$) and let $\mathcal{M}_i$ have $p_i$ parameters. As for the static case treated in Chapter 4, one may try

$$x = N \frac{V^1_N - V^2_N}{V^2_N} \quad (11.41)$$

as a test quantity for comparing the model structures $\mathcal{M}_1$ and $\mathcal{M}_2$. If $x$ is ‘large’ then one concludes that the decrease in the loss function from $V^1_N$ to $V^2_N$ is significant and hence that the model structure $\mathcal{M}_2$ is significantly better than $\mathcal{M}_1$. On the other hand, when $x$ is ‘small’, the conclusion is that $\mathcal{M}_1$ and $\mathcal{M}_2$ are almost equivalent and according to the parsimony principle the smaller model structure $\mathcal{M}_1$ should be chosen as the more appropriate one.

The discussion above leads to a qualitative procedure for discriminating between $\mathcal{M}_1$ and $\mathcal{M}_2$. To get a quantitative test procedure it is necessary to be more exact about what is meant by saying that $x$ is ‘large’ or ‘small’. This is done in the following.

First consider the case when $\mathcal{S} \notin \mathcal{M}_1$, i.e. $\mathcal{M}_1$ is not large enough to include the true system. Then the decrease $V^1_N - V^2_N$ in the criterion function will be $O(1)$ (that is, it does not go to zero as $N \to \infty$) and therefore the test quantity $x$, (11.41), will be of magnitude $N$.

Next assume that $\mathcal{M}_1$ is large enough to include the true system, i.e.

$$\mathcal{S} \in \mathcal{M}_1 \subset \mathcal{M}_2 \quad (11.42)$$

Then it is possible to prove (see Appendix A11.2 for details) that

$$x = N \frac{V^1_N - V^2_N}{V^2_N} \xrightarrow{\text{dist}} \chi^2(p_2 - p_1) \quad (11.43)$$

The result (11.43) can be used to conceive a simple test for model structure selection. At a significance level $\alpha$ (typical values in practice could range from 0.01 to 0.1) the smaller model structure $\mathcal{M}_1$ is selected over $\mathcal{M}_2$ if

$$x \leq \chi^2_\alpha(p_2 - p_1) \quad (11.44)$$

where $\chi^2_\alpha(p_2 - p_1)$ is defined by (11.11). Otherwise $\mathcal{M}_2$ is selected.

In view of (11.41), the inequality (11.44) can be rewritten as

$$V^1_N \leq V^2_N[1 + (1/N)\chi^2_\alpha(p_2 - p_1)] \quad (11.45)$$
The test (11.44) is closely related to the $F$-test which was developed in some detail in Section 4.4 for the static linear regression case. It was shown there that

$$x \frac{N - p_2}{N(p_2 - p_1)}$$

is exactly $F(p_2 - p_1, N - p_2)$ distributed. This implies that $x$ is asymptotically (for $N \to \infty$) $\chi^2(p_2 - p_1)$ distributed as in (11.43) (see Section B.2 of Appendix B). Although the result on $F$-distribution refers to static linear regressions, the test procedure is often called ‘$F$-test’ also for the ‘dynamic’ case where the $\chi^2$ distribution is used.

Criteria with complexity terms

Another approach to model structure selection consists of using a criterion for assessment of the model structures under study. Such a criterion may for example be obtained by penalizing in some way the decrease of the loss function $V_N(\hat{\theta}_N)$ with increasing model sets. The model structure giving the smallest value of this criterion is selected. A general form of this type of criterion is the following:

$$W_N = V_N(\hat{\theta}_N)[1 + \beta(N, p)] \quad (11.46)$$

where $\beta(N, p)$ is a function of $N$ and the number of parameters $p$ in the model, which should increase with $p$ (in order to penalize too complex (overparametrized) model structures in view of the parsimony principle) but should tend to zero as $N \to \infty$ (to guarantee that the penalizing term in (11.46) will not obscure the decrease of the loss function $V_N(\hat{\theta}_N)$ with increasing underparametrized model structures). A typical choice is $\beta(N, p) = 2p/N$.

An alternative is to use the criterion

$$W_N = N \log V_N(\hat{\theta}_N) + \gamma(N, p) \quad (11.47)$$

where the additional term $\gamma(N, p)$ should penalize high-order models. The choice $\gamma(N, p) = 2p$ will give the widely used Akaike’s information criterion (AIC) (a justification for this choice is presented in Example 11.7 below):

$$\text{AIC} = N \log V_N(\hat{\theta}_N) + 2p \quad (11.48)$$

It is not difficult to see that the criteria (11.46) and (11.47) are asymptotically equivalent provided $\gamma(N, p) = N\beta(N, p)$. Indeed, for large $N$

$$\log\{V_N(\hat{\theta}_N)[1 + \beta(N, p)]\} = \log V_N(\hat{\theta}_N) + \log[1 + \beta(N, p)]$$

$$\approx \frac{1}{N}[N \log V_N(\hat{\theta}_N) + N\beta(N, p)]$$
which shows that the logarithm of (11.46) asymptotically is proportional to (11.47). Since the logarithm function is monotonically increasing, it follows that for large \( N \) the two criteria will be minimized by the same model structures.

Several proposals for the terms \( \gamma(N, p) \) in (11.47) have appeared in the literature. As mentioned above, the choice \( \gamma(N, p) = 2p \) corresponds to Akaike’s information criterion. Other choices, such as \( \gamma(N, p) = p \log N \) and \( \gamma(N, p) = 2pc \log(\log N) \), with \( c \geq 1 \) being a constant, allow \( \gamma(N, p) \) to grow slowly with \( N \). As will be shown later in this section, this is a way of obtaining consistent order estimates (cf. Example 11.9).

**Example 11.7 The FPE criterion**

Consider a single output system. The assessment criterion \( W_N \) is required to express the expected prediction error variance when the prediction of future data is based on the model determined from past data. This means that

\[
W_N = E\hat{e}^2(t, \hat{\theta}_N) \tag{11.49}
\]

where the expectation is with respect to both future and past data. Since \( W_N \) in (11.49) is not directly measurable, some approximations have to be made. It was shown in Section 11.4 that (for a flexible enough structure)

\[
W_N \approx \Lambda(1 + p/N) \tag{11.50}
\]

Now, \( \Lambda \) in (11.50) is unknown and must be replaced by some known quantity. Recall that the loss function used in the estimation is

\[
V_N(\theta) = \frac{1}{N} \sum_{t=1}^{N} e^2(t, \theta) \tag{11.51}
\]

Hence the variance \( \Lambda \) could possibly be substituted by \( V_N(\hat{\theta}_N) \). However, \( V_N(\hat{\theta}_N) \) deviates from \( \Lambda \) due to the fit of \( \hat{\theta}_N \) to the given realization. More exactly, due to the fitting of the model \( \mathcal{M}(\hat{\theta}_N) \) to the realization at hand, \( V_N(\hat{\theta}_N) \) will be a biased estimate of \( \Lambda \). To investigate the asymptotic bias \( VN(\hat{\theta}_N) - \Lambda \), note that

\[
V_N(\hat{\theta}_N) = V_N(\theta_0) + [V_N(\theta_0) - V_N(\hat{\theta}_N)] + [V_N(\hat{\theta}_N) - V_N(\theta_0)]
\]

\[
\approx \Lambda + \left[ \frac{1}{N} \sum_{t=1}^{N} e^2(t) - \Lambda \right] + \left[ -V_N(\hat{\theta}_N)(\theta_0 - \hat{\theta}_N) \right]
\]

\[
- \frac{1}{2}(\theta_0 - \hat{\theta}_N)^T V_N'(\hat{\theta}_N)(\theta_0 - \hat{\theta}_N)
\]

\[
\approx \Lambda + \left[ \frac{1}{N} \sum_{t=1}^{N} e^2(t) - \Lambda \right] - \frac{1}{2} \left( (\theta_0 - \hat{\theta}_N)^T V_N''(\theta_0)(\theta_0 - \hat{\theta}_N) \right) \tag{11.52}
\]

Here the first term is a constant. The expected value of the second term is zero, and the expected value of the third term can easily be evaluated. Recall from (7.59) that

\[
\sqrt{N(\hat{\theta}_N - \theta_0)} \xrightarrow{\text{dist}} \mathcal{N}(0, 2\Lambda[V''_N(\theta_0)]^{-1})
\]

Hence
\[-E\frac{1}{2}(\theta_0 - \hat{\theta}_N)^T V_\Delta(\theta_0)(\theta_0 - \hat{\theta}_N)\]
\[= -\frac{1}{2} E \text{tr}\{(\theta_0 - \hat{\theta}_N)(\theta_0 - \hat{\theta}_N)^T V_\Delta(\theta_0)\}\]
\[= -\frac{1}{2} \text{tr}\{2\Lambda[V_\Delta(\theta_0)]^{-1}V_\Delta(\theta_0)/N\}\]
\[= -\Lambda \ p/N\]

It follows from the above calculations that an asymptotically unbiased estimate of \(\Lambda\) is given by
\[\hat{\Lambda} = V_N(\hat{\theta}_N)/(1 - p/N)\] (11.53)

The above estimate is identical to the unbiased estimate of \(\Lambda\) derived in the linear regression case (see (4.13)). Note that in contrast to the present case, for linear regressions the unbiasedness property holds for all \(N\) (not only for \(N \to \infty\)).

Combining (11.50) and (11.53) now gives a realizable criterion, namely

\[W_N = V_N(\hat{\theta}_N) \frac{1 + p/N}{1 - p/N} \triangleq \text{FPE}\] (11.54)

This is known as the final prediction error (FPE) criterion (Davisson, 1965, Akaike, 1969). Note that for large \(N\) (11.54) can be approximated by
\[W_N = V_N(\hat{\theta}_N)\left[1 + \frac{2p/N}{1 - p/N}\right] \approx V_N(\hat{\theta}_N)\left[1 + \frac{2p}{N}\right]\]

which is of the form (11.46) with \(\beta(N, p) = 2p/N\). The corresponding criterion (11.47) is
\[W_N = N \log V_N(\hat{\theta}_N) + 2p\]

which, as already stated, is the so-called Akaike information criterion (AIC).

Finally, there is a more subtle aspect pertaining to (11.54). As derived, the FPE criterion (11.54) holds for the model structures which are flexible enough to include the true system. In a model structure selection application one will also have to consider underparametrized model structures. For such structures (11.54) loses its interpretation as an estimate of the ‘final prediction error’. Nevertheless, (11.54) can still be used to assess the difference between the prediction ability of various underparametrized model structures. This is so since this difference is \(O(1)\) and therefore can be consistently estimated by using (11.54) (or even \(V_N(\hat{\theta}_N)\)).

**Equivalence of the F-test and the criteria with complexity terms**

The F-test, or rather the \(\chi^2\) test, (11.41), will now be compared to the model structure determination procedure based on minimization of the criteria \(W_N\) given by (11.46) and (11.47).
When the test quantity \( x \) is used, the smaller model structure, \( \mathcal{M}_1 \), is selected if
\[
V_N' \leq V_N^2 [1 + (1/N) \chi^2_{\alpha}(p_2 - p_1)]
\]
(11.55)
(see (11.45)).

Assume that one of the criteria \( W_N \), (11.46), (11.47), is used to select one of the two model structures \( \mathcal{M}_1 \) and \( \mathcal{M}_2 \) with \( \mathcal{M}_1 \subseteq \mathcal{M}_2 \). If the criterion (11.46) is used, \( \mathcal{M}_1 \) is selected if
\[
V_N'[1 + \beta(N, p_1)] \leq V_N^2[1 + \beta(N, p_2)]
\]
i.e. if
\[
V_N' \leq V_N^2 \frac{1 + \beta(N, p_2)}{1 + \beta(N, p_1)}
\]
(11.56)

Comparing (11.55) and (11.56), it is seen that the criterion (11.46) used as above can be interpreted as a \( \chi^2 \) test with a prespecified significance level. In fact it is easy to show that

\[
\chi^2_{\alpha}(p_2 - p_1) = N \frac{\beta(N, p_2) - \beta(N, p_1)}{1 + \beta(N, p_1)}
\]
(11.57)

Similarly, using the criterion (11.47) \( \mathcal{M}_1 \) is selected if
\[
N \log V_N' + \gamma(N, p_1) \leq N \log V_N^2 + \gamma(N, p_2)
\]
i.e. if
\[
V_N' \leq V_N^2 \exp[\{\gamma(N, p_2) - \gamma(N, p_1)\}/N]
\]
(11.58)
By comparing (11.55) and (11.58) it can be seen that for the problem formulation considered, the \( \chi^2 \) test and the approach based on (11.47) are equivalent provided

\[
\chi^2_{\alpha}(p_2 - p_1) = N (\exp[\{\gamma(N, p_2) - \gamma(N, p_1)\}/N] - 1)
\]
(11.59)

The above calculations show that certain significance levels can be associated with the FPE and AIC criteria when these are used to select between two model structures. The details are developed in the following example.

**Example 11.8** Significance levels for FPE and AIC
Consider first the FPE criterion. From (11.46) and (11.54),
\[
\beta(N, p) = 2p/(N - p)
\]
Hence from (11.57),
\[
\chi^2_{\alpha}(p_2 - p_1) = N \frac{2p_2/(N - p_2) - 2p_1/(N - p_1)}{1 + 2p_1/(N - p_1)}
\]
\[
= N \frac{2N(p_2 - p_1)}{(N + p_1)(N - p_2)} \approx 2(p_2 - p_1)
\]
(11.60)
where the approximate equality holds for large values of \( N \).

If in particular \( p_2 - p_1 = 1 \) then for large values of \( N \), \( \chi^2_0(1) = 2 \), which gives \( \alpha = 0.157 \). This means that the risk of choosing the larger structure \( \mathcal{M}_2 \) when \( \mathcal{M}_1 \) (with \( p_2 - p_1 = 1 \)) is more appropriate, will asymptotically be 15.7 percent.

The AIC criterion can be analyzed in a similar fashion. In this case

\[
\gamma(N, p) = 2p
\]

and (11.59) gives

\[
\chi^2_0(p_2 - p_1) = N[e^{2(p_2-p_1)/N} - 1] \approx 2(p_2 - p_1) \tag{11.61}
\]

where again the approximation holds for large values of \( N \). When \( p_2 = p_1 + 1 \) the risk of overfitting is 15.7 percent, exactly as in the case of the FPE (this was expected since as shown previously, AIC and FPE are asymptotically equivalent). Note that the above risk of overfitting does not vanish when \( N \to \infty \), which means that neither the AIC nor the FPE estimates of the order are consistent.

As a further comparison of the model order determination methods introduced above, consider the following example based on Monte Carlo simulations.

**Example 11.9 Numerical comparisons of the F-test, FPE and AIC**

The following first-order AR process was simulated, in which \( e(t) \) is white noise of zero mean and unit variance:

\[
y(t) - 0.9y(t - 1) = e(t) \tag{11.62}
\]

generating 100 different long realizations \( (N = 500) \) as well as 100 short ones \( (N = 25) \). First- and second-order AR models, denoted below by \( \mathcal{M}_1 \) and \( \mathcal{M}_2 \), were fitted to the data using the least squares method. The criteria FPE and AIC as well as the \( F \)-test quantity were computed for each realization. Using the preceding analysis it will be shown that the following quantities are theoretically all asymptotically \( \chi^2(1) \) distributed:

\[
f \triangleq \frac{V_N^1 - V_N^2}{V_N^2}(N - 2) \tag{11.63}
\]

\[
N[FPE(\mathcal{M}_1) - FPE(\mathcal{M}_2)] + 2 \tag{11.64}
\]

\[
AIC(\mathcal{M}_1) - AIC(\mathcal{M}_2) + 2 \tag{11.65}
\]

That \( f \xrightarrow{\text{dist}} \chi^2(1) \) follows from (11.43).

To derive the asymptotic distribution of (11.64) note that \( 1 = \Lambda \approx V_N^1 \approx V_N^2 \) and use (11.43) to get
\[ N[\text{FPE}(\mathcal{M}_1) - \text{FPE}(\mathcal{M}_2)] + 2 \]
\[ = N \left[ V_N^1 \left( 1 + \frac{2p_1}{N - p_1} \right) - V_N^2 \left( 1 + \frac{2p_2}{N - p_2} \right) \right] / \Lambda + 2 \]
\[ = N \frac{V_N^1 - V_N^2}{\Lambda} + 2N \left[ V_N^1 \frac{p_1}{N - p_1} - V_N^2 \frac{p_2}{N - p_2} \right] / \Lambda + 2 \]
\[ \approx f - 2[p_2 - p_1] + 2 = f \xrightarrow{\text{dist}} \chi^2(1) \]

To derive the asymptotic distribution of (11.65), use (11.43) once more and proceed as follows.

\[ \text{AIC}(\mathcal{M}_1) - \text{AIC}(\mathcal{M}_2) + 2 = N \log V_N^1 + 2p_1 - N \log V_N^2 - 2p_2 + 2 \]
\[ = N \log \frac{V_N^1}{V_N^2} = N \log(1 + f/(N - 2)) \approx f \xrightarrow{\text{dist}} \chi^2(1) \]

The experimental distributions (the histograms) of the quantities (11.63)–(11.65), obtained from the 100 realizations considered, are illustrated in Figure 11.5.

**FIGURE 11.5** (a) Normalized curves for \( \text{AIC}(\mathcal{M}_1) - \text{AIC}(\mathcal{M}_2) + 2 \) (the AIC will select first-order models for the realizations to the left of the arrow). (b) Normalized curves for \( N[\text{FPE}(\mathcal{M}_1) - \text{FPE}(\mathcal{M}_2)] + 2 \) (the FPE criterion will select first-order models for the realizations to the left of the arrow). (c) Normalized curves for \( f \) (the F-test with a 5 percent significance level will select first-order models for the realizations to the left of the arrow).
FIGURE 11.5 continued
It can be seen from Figure 11.5 that the experimental distributions, except for that of the FPE for the case \( N = 25 \), show very good agreement with the theoretical \( \chi^2(1) \) distribution. Note also that the quite short realizations with \( N = 25 \) gave a result close to the asymptotically valid theoretical results.

It was evaluated explicitly how many times a second (or higher) order model has been chosen. The numerical results, given in Table 11.1, are quite congruent with the theory.

<table>
<thead>
<tr>
<th>Number of samples</th>
<th>Criterion</th>
<th>Proportion of realizations giving a second-order model</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Theoretical</td>
</tr>
<tr>
<td>( N = 500 )</td>
<td>AIC</td>
<td>0.16</td>
</tr>
<tr>
<td></td>
<td>FPE</td>
<td>0.16</td>
</tr>
<tr>
<td></td>
<td>( F )-test</td>
<td>0.05</td>
</tr>
<tr>
<td>( N = 25 )</td>
<td>AIC</td>
<td>(0.16)</td>
</tr>
<tr>
<td></td>
<td>FPE</td>
<td>(0.16)</td>
</tr>
<tr>
<td></td>
<td>( F )-test</td>
<td>(0.05)</td>
</tr>
</tbody>
</table>

**Consistency analysis**

In the previous subsection it was found that the FPE and AIC do not give consistent estimates of the model order. There is a nonzero risk, even for a large number of data points, of choosing too high a model order. However, this should not be seen as too serious a drawback. Both the FPE and AIC enjoy certain properties in the practically important case where the system does not belong to the class of model structures considered (see Shibata, 1980; Stoica, Eykhoff et al., 1986). More exactly, both AIC and FPE determine good prediction models no matter whether or not the system belongs to the model set.

In the following it will be shown that it is possible to get consistent estimates of the model order by using criteria of the type (11.46) or (11.47). (An order selection rule is said to be consistent if the probability of selecting a wrong order tends to zero as the number of data points tends to infinity.)

It was found previously that the selection between two model structures with the criteria (11.46) and (11.47) is equivalent to the examination of the inequality (11.55) for \( \chi^2_\alpha(p_2 - p_1) \) given by (11.57) and (11.59), respectively. The analysis that follows is based on this simple but essential observation.

Consider first the risk of overfitting of the selection rules (11.46) or (11.47). Therefore assume \( \mathcal{S} \in \mathcal{M}_1 \subset \mathcal{M}_2 \). The probability of choosing the too large model structure \( \mathcal{M}_2 \) will then be

\[
P(\chi_N^2 > \chi^2_\alpha(p_2 - p_1)/N)) = P(x > \chi^2_\alpha(p_2 - p_1)) = \alpha
\]

where \( x \) is the \( F \)-test quantity defined in (11.43). To eliminate the risk of overfitting \( \alpha \) must tend to zero as \( N \) tends to infinity, or equivalently
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\[ \chi^2_\alpha(p_2 - p_1) \to \infty \quad \text{as } N \to \infty \]  
(11.66)

Next consider the risk of underfitting. So assume that \( S \notin M_1 \subset M_2 \). The probability of choosing the too small model structure \( M_1 \) will be

\[
P(V_N^1 < V_N^2(1 + \chi^2_\alpha(p_2 - p_1)/N))
= P(N \frac{V_N^1 - V_N^2}{V_N^2} < \chi^2_\alpha(p_2 - p_1))
\]

In this case, when the system does not belong to the model set, the difference \( V_N^1 - V_N^2 \) should be significant. More exactly, \( V_N^1 - V_N^2 = O(1) \), i.e. \( V_N^1 - V_N^2 \) does not tend to zero as \( N \) tends to infinity; otherwise the two models \( M_1 \) and \( M_2 \) would be (asymptotically) equivalent which would be a contradiction to the working hypothesis. This implies that \( N(V_N^1 - V_N^2)/V_N^2 \) is of order \( N \) and thus \( \chi^2_\alpha(p_2 - p_1) \) must be small compared to \( N \), i.e.

\[ \chi^2_\alpha(p_2 - p_1)/N \to 0 \quad \text{as } N \to \infty \]  
(11.67)

The following example demonstrates how the requirements (11.66), (11.67) for a consistent order determination can be satisfied by appropriate choices of \( \beta(N, p) \) or \( \gamma(N, p) \).

**Example 11.10** Consistent model structure determination

Consider first the criterion (11.46). Choose the term \( \beta(N, p) \) as

\[
\beta(N, p) = \frac{2p}{N} f(N)
\]  
(11.68a)

If \( f(N) = 1 \) this gives approximately the FPE criterion. Now suppose that \( f(N) \) is chosen such that

\[
f(N) \to \infty \quad \text{and} \quad f(N)/N \to 0 \quad \text{as } N \to \infty
\]  
(11.68b)

There are many ways to satisfy this condition. The functions \( f_1(N) = \sqrt{N} \) and \( f_2(N) = \log N \) are two possibilities.

Inserting (11.68a) into (11.57), for large \( N \)

\[
\chi^2_\alpha(p_2 - p_1) \approx N2(p_2 - p_1)f(N)/N = 2(p_2 - p_1)f(N)
\]  
(11.69)

It is then found from (11.68b) that the consistency conditions (11.66), (11.67) are satisfied.

Next consider the criterion (11.47). Let the term \( \gamma(N, p) \) be given by

\[
\gamma(N, p) = 2pg(N)
\]  
(11.70a)
The choice \( g(N) = 1 \) would give the AIC. Now choose \( g(N) \) such that

\[
g(N) \to \infty \quad \text{and} \quad g(N)/N \to 0 \quad \text{as} \quad N \to \infty \quad \text{(11.70b)}
\]

From (11.59) it is found that for large \( N \)

\[
\chi^2_{a}(p_2 - p_1) \approx N[\gamma(N, p_2) - \gamma(N, p_1)]/N = 2(p_2 - p_1)g(N) \quad \text{(11.71)}
\]

It is then easily seen from (11.70b) that the consistency conditions (11.66), (11.67) are satisfied.

---

**Summary**

Model structure determination and model validation are often very important steps in system identification. For the determination of an appropriate model structure, it is recommended to use a combination of statistical tests and plots of relevant signals. This has been demonstrated in the chapter, where also the following tests have been described:

- Tests of whiteness of the prediction errors and of uncorrelatedness of the prediction errors and the input (assuming that the prediction errors are available after the parameter estimation phase.)
- Tests for detecting a too complex model structure, for example by means of pole-zero cancellations and/or singular information matrices. (The application of such tests is to some extent dependent on the chosen class of model structures.)
- Tests on the values of the loss functions corresponding to different model structures. (These tests require the use of a prediction error method.) The \( \chi^2 \)-test (sometimes also called – improperly, in the dynamic case – the \( F \)-test) is of this type. It can be used to test whether a decrease of the loss function corresponding to an increase of the model structure is significant or not. The other tests of this type which were discussed utilize structure-dependent terms to penalize the decrease of the loss function with increasing model structure. These tests were shown to be closely related to the \( \chi^2 \)-test. By properly selecting some user parameters in these tests, it is possible to obtain consistent structure selection rules.

---

**Problems**

**Problem 11.1** *On the use of the cross-correlation test for the least squares method*

Consider the ARX model

\[
A(q^{-1})y(t) = B(q^{-1})u(t) + v(t)
\]

where
\[ A(q^{-1}) = 1 + a_1 q^{-1} + \ldots + a_{na} q^{-na} \]
\[ B(q^{-1}) = b_1 q^{-1} + \ldots + b_{nb} q^{-nb} \]

Assume that the least squares method is used to estimate the parameters \( a_1, \ldots, a_{na}, b_1, \ldots, b_{nb} \). Show that
\[ \hat{r}_{eu}(\tau) = 0 \quad \tau = 1, \ldots, nb \]
where \( e(t) \) are the model residuals.

*Hint.* Use the normal equations to show that \( \Sigma q(t) e(t) = 0 \).

*Remark.* Note that the problem illustrates Remarks 1 and 2 after (11.18). In particular it is obvious that \( \hat{r}_{eu}(\tau) \) and \( \hat{r}_{vu}(\tau) \) have different distributions.

**Problem 11.2 Identifiability results for ARX models**

Consider the system
\[ A_0(q^{-1}) y(t) = B_0(q^{-1}) u(t) + e(t) \]

\( A_0, B_0 \) coprime

\( \deg A_0 = na_0, \deg B_0 = nb_0 \)

\( e(t) \) white noise

identified by the least squares method in the model structure
\[ A(q^{-1}) y(t) = B(q^{-1}) u(t) + e(t) \]

\( \deg A = na \geq na_0, \deg B = nb \geq nb_0 \)

Assume that the system operates in open loop and that the input signal is persistently exciting of order \( nb \). Prove that the following results hold:

(a) The asymptotic loss function, \( E e^2(t) \), has a unique minimum.

(b) The information matrix is nonsingular.

(c) The estimated polynomials \( A \) and \( B \) are coprime.

Compare with the properties of ARMAX models, see Example 11.6.

**Problem 11.3 Variance of the prediction error when future and past experimental conditions differ**

Consider the system
\[ y(t) + ay(t - 1) = bu(t - 1) + e(t) \]

Assume that the system is identified by the least squares method using a white noise input \( u(t) \) of zero mean and variance \( \sigma^2 \). Consider the one-step prediction error variance as an assessment criterion. Evaluate the expected value of this assessment criterion when \( u(t) \) is white noise of zero mean and variance \( \alpha^2 \sigma^2 \) (\( \alpha \) being a scalar). Compare with the result (11.40).

*Remark.* Note that in this case \( \psi(t, \theta_0) \neq \psi_p(t, \theta_0) \) in (11.38), (11.39).
Problem 11.4  An assessment criterion for closed loop operation

Consider a system identified in the model structure

\[ y(t) + ay(t - 1) = bu(t - 1) + e(t) + ce(t - 1) \]

The minimum variance regulator based on the first-order ARMAX model above is

\[ u(t) = \frac{a - c}{b} y(t) \]  \hspace{1cm} (i)

Assume that the true (open loop) system is given by

\[ y(t) + a_0 y(t - 1) = b_0 u(t - 1) + e(t) + c_0 e(t - 1) \]

\[ E e^2(t) = \lambda^2 \quad e(t) \text{ white noise} \]  \hspace{1cm} (ii)

Consider the closed loop system described by (i), (ii) and assume it is stable. Evaluate the variance of the output. Show that it satisfies the property (11.35) of assessment criteria \( W_N \). Also show that the minimum of \( W_N \) in this case is reached for many models.

Problem 11.5  Variance of the multi-step prediction error as an assessment criterion

(a) Consider an autoregressive process

\[ A_0(q^{-1}) y(t) = e(t) \]

and assume that an identified model

\[ A(q^{-1}) y(t) = \varepsilon(t) \]

of the process has been obtained with the least squares method. Let \( \hat{y}(t + k|t) \) denote the mean square optimal \( k \)-step predictor based on the model. Show that when this predictor is applied to the (true) process, the prediction error variance is

\[ W_N = E[F_0(q^{-1}) e(t)]^2 + E \left[ \frac{G_0(q^{-1}) - G(q^{-1})}{A_0(q^{-1})} e(t) \right]^2 \]

where \( F_0, G_0 \) and \( G \) are defined through

\[ 1 = A_0(q^{-1}) F_0(q^{-1}) + q^{-k} G_0(q^{-1}) \]

\[ 1 = A(q^{-1}) F(q^{-1}) + q^{-k} G(q^{-1}) \]

\[ \text{deg } F_0 = \text{deg } F = k - 1 \]

(Cf. Complement C7.2.)

(b) Let \( k = 2 \) and assume that the true process is of first order. Show that for a large number of data points \( (N) \), for a first-order model

\[ EW^{(1)}_N = \lambda^2 (1 + a_0^3) + \frac{\lambda^2}{N} (4a_0^3) \]

and for a second-order model

\[ EW^{(2)}_N = \lambda^2 (1 + a_0^3) + \frac{\lambda^2}{N} (1 + 4a_0^3) \]
In these two expressions $E$ denotes expectation with respect to the parameter estimates. Note that $W_N^{(1)} < W_N^{(2)}$ on average, which is a form of the parsimony principle.

**Problem 11.6 Misspecification of the model structure and prediction ability**

Consider a first-order moving average process

$$y(t) = e(t) + ce(t - 1) \quad Ee^2(t) = \lambda^2 \quad e \text{ white noise}$$

Assume that this process is identified by the least squares method as an autoregressive process

$$y(t) + a_1 y(t - 1) + \ldots + a_n y(t - n) = \varepsilon(t)$$

Consider the asymptotic case ($N \to \infty$).

(a) Find the prediction error variance $Ee^2(t)$ for the model when $n = 1, 2, 3$. Compare with the optimal prediction error variance based on the true system. Generalize this comparison to an arbitrary value of $n$.

**Hint.** The variance corresponding to the model is given by

$$Ee^2(t) = \min_{a_1, \ldots, a_n} E[y(t) + a_1 y(t - 1) + \ldots + a_n y(t - n)]^2$$

(b) By what percentage is the prediction error variance deteriorated for $n = 1, 2, 3$ (as compared to the optimal value) in the following two cases?

Case I: $c = 0.5$

Case II: $c = 1.0$

**Problem 11.7 An illustration of the parsimony principle**

(a) Consider the following AR(1) process

$$\mathcal{F}: y(t) + a_0 y(t - 1) = e(t) \quad |a_0| < 1$$

where $e(t)$ is a zero-mean white noise with variance $\lambda^2$. Also, consider the following two models of $\mathcal{F}$:

$\mathcal{M}_1$ (an AR(1)): $y(t) + ay(t - 1) = \varepsilon(t)$

$\mathcal{M}_2$ (an AR(2)): $y(t) + a_1 y(t - 1) + a_2 y(t - 2) = \varepsilon(t)$

Let $\hat{a}$ and $\hat{a}_1$ denote the LS estimates of $a$ in $\mathcal{M}_1$ and $a_1$ in $\mathcal{M}_2$. Determine the asymptotic variances of the estimation errors $\sqrt{N}(\hat{a} - a_0)$ and $\sqrt{N}(\hat{a}_1 - a_0)$, and show that $\text{var}(\hat{a}) < \text{var}(\hat{a}_1)$ (i.e. the ‘parsimony principle’ applies).

(b) Generalize (a) to an autoregressive process of order $n$, $\mathcal{M}_1$ and $\mathcal{M}_2$ being auto-regressions of orders $n_1$ and $n_2$, with $n_2 > n_1 \geq n$.

(c) Show that the result of (b) can be obtained as a special case of the parsimony principle introduced in Complement C11.1.

**Problem 11.8 The parsimony principle does not necessarily apply to nonhierarchical model structures**

Consider the following scalar system:
\( \mathcal{S} : y(t) = bu(t - 1) + e(t) \)

where \( e(t) \) and \( u(t) \) are mutually independent zero-mean white noise sequences. The variance of \( e(t) \) is \( \lambda^2 \). Consider also the two model structures

\( \mathcal{M}_1 : y(t) + a y(t - 1) = \hat{b} u(t - 1) + \varepsilon_{\mathcal{M}_1}(t) \)
\( \mathcal{M}_2 : y(t) = \hat{b}_1 u(t - 1) + \hat{b}_2 u(t - 2) + \hat{b}_3 u(t - 3) + \varepsilon_{\mathcal{M}_2}(t) \)

The estimates of the parameters of \( \mathcal{M}_1 \) and \( \mathcal{M}_2 \) are obtained by using the least squares method (which is identical to the PEM in this case).

(a) Let \( Eu^2(t) = \sigma^2 \). Determine the asymptotic covariance matrices of the estimation errors

\[ \delta_1 = \sqrt{N/\hat{\lambda}} \begin{pmatrix} \hat{a} \\ \hat{b} - b \end{pmatrix} \quad \text{for } \mathcal{M}_1 \]
\[ \delta_2 = \sqrt{N/\hat{\lambda}} \begin{pmatrix} \hat{b}_1 - b \\ \hat{b}_2 \\ \hat{b}_3 \end{pmatrix} \quad \text{for } \mathcal{M}_2 \]

where \( N \) denotes the number of data points.

(b) Let the adequacy of a model structure be expressed by its ability to predict the system’s output one step ahead, when \( Eu^2(t) = s^2 \neq \sigma^2 \) (recall that \( \sigma^2 \) was the variance of \( u(t) \) during the estimation stage):

\[ A_{\mathcal{M}} = E\{E[\varepsilon_{\mathcal{M}}(t, \hat{\Theta}_{\mathcal{M}})]^2\} \]

The inner expectation is with respect to \( e(t) \), and the outer one with respect to \( \hat{\Theta}_{\mathcal{M}} \). Determine asymptotically (for \( N \to \infty \)) valid approximations for \( A_{\mathcal{M}_1} \) and \( A_{\mathcal{M}_2} \). Show that the inequality \( A_{\mathcal{M}_1} \leq A_{\mathcal{M}_2} \) does not necessarily hold. Does this fact invalidate the parsimony principle introduced in Complement C11.1?

**Problem 11.9** *On testing cross-correlations between residuals and input*

It was shown in Example 11.2 that

\[ \sqrt{N}x_\tau \xrightarrow{\text{dist}} \mathcal{N}(0, 1) \]

where

\[ x_\tau = \frac{\hat{r}_{ee}(\tau)}{[\hat{r}_e(0)\hat{r}_u(0)]^{1/2}} \]

Hence, for every \( \tau \) it holds asymptotically with 95 percent probability that \( |x_\tau| \leq 1.96/\sqrt{N} \). By analogy with (11.9), it may be tempting to define and use the following test quantity:

\[ y \triangleq N \sum_{k=1}^{m} x^2_{\tau+k} = \frac{N}{\hat{r}_e(0)\hat{r}_u(0)} \sum_{k=1}^{m} \hat{r}^2_{eu}(\tau + k) \]

instead of (11.18). Compare the test quantities \( y \) above and (11.9). Evaluate their means and variances.
Hint. First prove the following result using Lemma B.9. Let $x \sim \mathcal{N}(0, P)$ and set $z = x^TQx$. Then $Ez = \text{tr} \ PQ$, $\text{var}(z) = 2 \text{tr} \ PQPQ$. Note that $z$ will in general not be $\chi^2$ distributed.

Problem 11.10 Extension of the prediction error formula (11.40) to the multivariable case
Let $\{\epsilon(t, \theta_0)\}$ denote the white prediction errors of a multivariable system with (true) parameters $\theta_0$. An estimate $\hat{\theta}$ of $\theta_0$ is obtained by using the optimal PEM (see (7.76) and the subsequent discussion) as the minimizer of $\det(\sum_{t=1}^{\infty} \epsilon(t, \theta)\epsilon^T(t, \hat{\theta}))$, where $N$ denotes the number of data points. To assess the prediction performance of the model introduce

$$W_N(\hat{\theta}) = \det(\mathbf{E}\epsilon(t, \hat{\theta})\epsilon^T(t, \hat{\theta}))$$

where the expectation is with respect to the future data used for assessment. Show that the expectation of $W_N(\hat{\theta})$ with respect to the past data used to determine $\hat{\theta}$, is asymptotically (for $N \to \infty$) given by

$$EW_N(\hat{\theta}) = (\det \Lambda)(1 + p/N)$$

(here $\Lambda$ is the covariance matrix of $\epsilon(t, \theta_0)$, and $p = \text{dim} \theta$) provided the past experimental conditions used to determine $\hat{\theta}$ and the future ones used to assess the model have the same probability characteristics.

Bibliographical notes

Some general comparisons between different methods for model validation and model order determination have been presented by van den Boom and van den Enden (1974), Unbehauen and Göhring (1974), Söderström (1977), Andé et al. (1981), Jategaonkar et al. (1982), Freeman (1985), Leontaris and Billings (1987). Short tutorial papers on the topic have been written by Bohlin (1987) and Söderström (1987). A rather extensive commented list of references may be found in Stoica, Eykhoff et al. (1986). Lehmann (1986) is a general text on statistical tests.

(Section 11.2) Tests on the correlation functions have been analyzed in a more general setting by Bohlin (1971, 1978). Example 11.5 is taken from Söderström (1974). The statistic (11.9) (the so-called 'portmanteau' statistic) was first analyzed by Box and Pierce (1970). An extension to nonlinear models has been given by Billings and Woon (1986).

(Section 11.3) The conditions for singularity of the information matrix have been examined in Söderström (1975a), Stoica and Söderström (1982e). Tests based on the instrumental product matrix are described by Wellstead (1978), Wellstead and Rojas (1982), Young et al. (1980), Söderström and Stoica (1983), Stoica (1981b, 1981c, 1983), Fuchs (1987).

(Section 11.4) For additional results on the parsimony principle see Stoica et al. (1985a), Stoica and Söderström (1982f), and Complement C11.1.

(Section 11.5) The FPE and AIC criteria were proposed by Davisson (1965) and Akaike (1969, 1971). See also Akaike (1981) and Butash and Davisson (1986) for further discussions. For a statistical analysis of the AIC test, see Shibata (1976), Kashyap (1980).
Appendix A11.1
Analysis of tests on covariance functions

This appendix analyzes the statistical properties of the covariance function tests introduced in Section 11.2. To get the problem in a more general setting consider random vectors of the form

\[ r = \frac{1}{\sqrt{N}} \sum_{t=1}^{N} z(t, \hat{\theta}) \varepsilon(t, \hat{\theta}) \]  

(A11.1.1)

where \( z(t, \hat{\theta}) \) is an \((m|1)\) vector that might depend on the estimated parameter vector \( \hat{\theta} \) of dimension \( n\theta \). The prediction errors evaluated at \( \hat{\theta} \), i.e. the residuals, are denoted \( \varepsilon(t, \hat{\theta}) \). For the autocovariance test the vector \( z(t, \hat{\theta}) \) consists of delayed residuals

\[
z(t, \hat{\theta}) = \begin{pmatrix} \varepsilon(t - 1, \hat{\theta}) \\ \vdots \\ \varepsilon(t - m, \hat{\theta}) \end{pmatrix}
\]  

(A11.1.2a)

while for the cross-covariance test \( z(t, \hat{\theta}) \) consists of shifted input values

\[
z(t, \hat{\theta}) = \begin{pmatrix} u(t - t_1 - 1) \\ \vdots \\ u(t - t_1 - m) \end{pmatrix}
\]  

(A11.1.2b)

Note that other choices of \( z \) and \( \varepsilon \) besides those above are possible. The elements of \( z(t, \hat{\theta}) \) may for example contain delayed and filtered residuals or outputs. Moustakides and Benveniste (1986), Basseville and Benveniste (1986) have used a test quantity of the form (A11.1.1) to detect changes in the system dynamics from a nominal model by using delayed outputs in \( z(t) \).

In Section 11.2 the asymptotic properties of \( r \) were examined under the assumption that \( \hat{\theta} = \theta_0 \). As will be shown in this appendix, a small (asymptotically vanishing) deviation of the estimate \( \hat{\theta} \) from the true value \( \theta_0 \) will in fact change the asymptotic properties of the vector \( r \).

In the analysis the following mild assumptions will be made.

A1: The parameter estimate \( \hat{\theta} \) is obtained by the prediction error method. Then asymptotically for large \( N \) (cf. (7.58))

\[
\hat{\theta} - \theta_0 \approx R_{\psi}^{-1} \frac{1}{N} \sum_{t=1}^{N} \psi(t) \varepsilon(t)
\]  

(A11.1.3)
where

\[ R_p = E\psi(t)\psi^T(t) \]
\[ \psi(t) = \left( \frac{\partial \varepsilon(t, \theta)}{\partial \theta} \right)_{\theta = \theta_0}^T \]

(A11.1.4)

Note that \( \psi(s) \) is independent of \( \varepsilon(t, \theta_0) = e(t) \) for all \( s \leq t \).

A2: The vector \( z(s, \theta) \) is independent of \( e(t) \) for all \( s \leq t \). This is a weak assumption that certainly holds true for the specific covariance tests mentioned before.

Next form a Taylor series expansion of (A11.1.1) around \( \theta_0 \). Since (A11.1.3) implies that \( \hat{\theta} - \theta_0 \) is of the order \( 1/\sqrt{N} \), it will be sufficient to retain terms that are constant or linear in \( \hat{\theta} - \theta_0 \). Then

\[ r = \frac{1}{\sqrt{N}} \sum_{t=1}^{N} \left[ z(t, \theta_0) + \frac{\partial z(t, \theta)}{\partial \theta} \right]_{\theta = \theta_0} (\hat{\theta} - \theta_0) + \ldots \]
\[ \approx \frac{1}{\sqrt{N}} \sum_{t=1}^{N} \left[ (\hat{e}(t) - \psi^T(t)(\hat{\theta} - \theta_0) + \ldots \right] \]
\[ \approx (I - R_{zz} \psi^{-1}) \frac{1}{\sqrt{N}} \sum_{t=1}^{N} \begin{pmatrix} z(t, \theta_0) \\ \psi(t) \end{pmatrix} e(t) \]

(A11.1.5)

where

\[ R_{zp} = Ez(t, \theta_0)\psi^T(t) \]

(A11.1.6)

It follows from Lemma B.3 that \( r \) is asymptotically Gaussian distributed,

\[ r \xrightarrow{\text{dist}} N(0, P_r) \]

(A11.1.7)

where

\[ P_r = \lambda^2 (I - R_{zp} \psi^{-1}) \begin{pmatrix} R_z & R_{zp} \\ R_{zp} & R_p \end{pmatrix} \begin{pmatrix} I \\ -R_p^{-1} R_{zp} \end{pmatrix} \]

(A11.1.8)

and \( R_z = Ez(t, \theta_0)z^T(t, \theta_0) \), \( R_{zp} = R_z^T \psi \), and \( \lambda^2 = E\varepsilon^2(t) \). Note that \( P_r \) differs from \( \lambda^2 R_z \), which is the result that would be obtained by neglecting the deviation of \( \hat{\theta} \) from \( \theta_0 \) (cf. Section 11.2 for detailed derivations). A result of the form (A11.1.8) for pure time series models has also been obtained by McLeod (1978).

Next examine the test statistic

\[ x = r^T (\lambda^2 R_z)^{-1} r \]

(A11.1.9)

which was derived in Section 11.2 under the idealized assumption \( \hat{\theta} = \theta_0 \). In practice the test quantity (A11.1.9) is often used (with \( \lambda^2 \) and \( R_z \) replaced by estimates) instead of the ‘exact’ \( \chi^2 \) test quantity \( r^T P_r^{-1} r \), which is more difficult to evaluate. It would then be valuable to know how to set the threshold for the test based on (A11.1.9). To answer that question, introduce \( x_\alpha \) through

\[ P(x \leq x_\alpha) = 1 - \alpha \]

(A11.1.10)
In the idealized case where \( P_r = \lambda^2 R_z \) one would apparently have \( x_a = \chi^2(m) \). For (A11.1.7), (A11.1.8) this holds true only if \( R_{xy} = 0 \). This condition is not satisfied with the exception of the autocovariance test for an output error model:

\[
\text{model: } y(t) = G(q^{-1}; \theta)u(t) + \epsilon(t; \theta)
\]

\( z \)-vector: delayed residuals as in (A11.1.2a)

Next derive an upper and a lower bound on the threshold \( x_a \) introduced in (A11.1.10). To do so assume that \( P_r > 0 \). This weak assumption implies that (cf. Lemmas A.3 and A.4) \( R_z > 0 \) (note that if \( R_z \) is singular then the test statistic (A11.1.9) cannot be used). The condition \( P_r > 0 \) may sometimes be violated if the system is overparametrized, as illustrated in the following example.

**Example A11.1.1** A singular \( P_r \) matrix due to overparametrization

Consider a first-order autoregression

\[
y(t) - ay(t - 1) = e(t) \quad |a| < 1, \ e(t) \text{ white noise} \quad Ee^2(t) = 1 \quad (A11.1.11)
\]

identified as a second-order autoregressive process. Let the \( z(t) \) vector consist of delayed prediction errors, (cf. (A11.1.2a)). Then

\[
R_z = I
\]

\[
R_{yz} = \begin{pmatrix} 1 & a & \ldots & a^{m-1} \\ 0 & 1 & \ldots & a^{m-2} \end{pmatrix}
\]

\[
R_y = \frac{1}{1 - a^2} \begin{pmatrix} 1 \\ a \end{pmatrix}
\]

Thus the first row of \( P_r \) becomes

\[
\begin{pmatrix} 1 & 0 & \ldots & 0 \end{pmatrix} - \begin{pmatrix} 1 & 0 \end{pmatrix} \frac{1 - a^2}{1 - a^2} \begin{pmatrix} 1 & -a \\ -a & 1 \end{pmatrix} \begin{pmatrix} 1 & a & \ldots & a^{m-1} \\ 0 & 1 & \ldots & a^{m-2} \end{pmatrix}
\]

\[
= \begin{pmatrix} 1 & 0 & \ldots & 0 \end{pmatrix} - \begin{pmatrix} 1 & 0 \end{pmatrix} \begin{pmatrix} 1 & 0 & 0 & \ldots & 0 \\ -a & 1 - a^2 & a(1 - a^2) & \ldots & a^{m-2}(1 - a^2) \end{pmatrix} = 0
\]

Hence the matrix \( P_r \) is singular. A more direct way to realize this is to note that the elements of the vector

\[
(z^T(t) \ \psi^T(t)) = (e(t - 1) \ldots e(t - m) \ y(t - 1) \ y(t - 2))
\]

are linearly dependent, due to (A11.1.11).

Next introduce a normalized \( r \) vector as

\[
\hat{r} = P_r^{-1/2} \ r \quad (A11.1.12)
\]

where \( P_r^{1/2} \) is a symmetric square root of \( P_r \). Then

\[
\hat{r} \xrightarrow{\text{dist}} \mathcal{N}(0, I) \quad (A11.1.13)
\]
Validation and structure determination

and

\[ x = \tilde{r}^T J \tilde{r} \]  

(A11.1.14a)

where

\[ J = P^{1/2}_r (\lambda^2 R_z)^{-1} P^{1/2}_r \]  

(A11.1.14b)

Since an orthogonal transformation of \( \tilde{r} \) does not change the result (A11.1.13) it is no restriction to assume that \( J \) is diagonal. Thus it is of interest to examine the eigenvalues of \( J \). By construction of \( J \) they are all real and strictly positive. Assume that \( m > n\theta \). The eigenvalues of \( J \), denoted \( s(J) \), are the solutions to

\[
0 = \det[sI - J] = \det[sI - P_r^{1/2} J P_r^{-1/2}] = \det[sI - P_r(\lambda^2 R_z)^{-1}]
\]

\[
= \det[sI - I + R_{zw} R^{-1}_{wp} R_{pz} R^{-1}_z]
\]

\[
= (s - 1)^m \det[I + \frac{1}{s - 1} R_{wp} R^{-1}_{wp} R_{pz} R^{-1}_z]
\]

\[
= (s - 1)^{m-n\theta} \det[(s - 1)I + R^{-1}_{wp} R_{pz} R^{-1}_z R_{wp}]
\]  

(A11.1.15)

Here use has been made of the fact that \( J \) and \( TJT^{-1} \) for some nonsingular matrix \( T \), have the same eigenvalues, and also the Corollary of Lemma A.5. From (A11.1.15) it can be concluded that \( J \) has \( m - n\theta \) eigenvalues at \( s = 1 \). The remaining \( n\theta \) eigenvalues satisfy

\[
s(J) = 1 - s[R_{wp}^{-1} R_{pz} R_{wp}^{-1} R_{zw}]
\]

\[
= 1 - s[R_{wp}^{-1/2} R_{pz} R_{wp}^{-1/2} R_{zw} R_{wp}^{-1/2}] \leq 1
\]  

(A11.1.16)

They are hence located in the interval \((0, 1)\). As a consequence,

\[
x \leq \tilde{r}^T I_m \tilde{r} \xrightarrow{\text{dist}} \chi^2(m)
\]

\[
x \geq \tilde{r}^T \begin{pmatrix} I_{m-n\theta} & 0 \\ 0 & 0 \end{pmatrix} \tilde{r} \xrightarrow{\text{dist}} \chi^2(m - n\theta)
\]  

(A11.1.17)

(cf. Lemma B.13). Equation (A11.1.17) implies in turn

\[
\chi^2_{\alpha}(m - n\theta) \leq x_\alpha \leq \chi^2_{\alpha}(m)
\]  

(A.11.1.18)

Remark. If \( R_{zw} \) has rank smaller than \( n\theta \) and this is known, then a tighter lower bound on \( x_\alpha \) can be derived. When rank \( R_{zw} = q < n\theta \), the matrix \( R_{wp}^{-1/2} R_{pz} R_{wp}^{-1/2} \) which appears in (A11.1.16) will be of rank \( q \) and will hence have \( n\theta - q \) eigenvalues in the origin. Hence one can substitute \( m - n\theta \) by \( m - \text{rank } R_{zw} \) in (A11.1.17), (A11.1.18).

\[
\]

Roughly speaking, the system parameters will determine where in the interval (A11.1.18) \( x_\alpha \) will be situated. There is one important case where more can be said. Consider a pure linear time series model (no exogenous input) and let \( z(t) \) consist of delayed prediction errors (hence the autocorrelation test is examined). Split the vector
\(\psi(t)\) into two parts, one that depends on \(z(t)\) and a second that depends on older prediction errors. The two parts will therefore be uncorrelated. Thus
\[
\psi(t) = Bz(t) + \tilde{\psi}(t)
\]
\[
R_z = \lambda^2 I
\]
\[
R_{z\psi} = \lambda^2 B^T
\]
\[
R_{\psi} = \lambda^2 BB^T + \lambda^2 \Delta
\]
where \(B\) is an \((n\theta|m)\) constant matrix and \(\|\Delta\|\) tends to zero exponentially as \(m\) tends to infinity, since the elements of \(\tilde{\psi}\) do so. From (A11.1.16),
\[
s(J) = 1 - s[(BB^T + \Delta)^{-1}BB^T]
\]
\[
= s[(BB^T + \Delta)^{-1}\Delta]
\]
which tends to zero exponentially as \(m \to \infty\). Hence in this case
\[
x_\alpha \approx \chi^2(\alpha; m - n_\theta) \quad \text{for } m \text{ large} \quad (A11.1.20)
\]
Such a result has been derived by Box and Pierce (1970) for ARIMA models using a different approach. (See Section 12.3 for a discussion of such models).

Another case where (A11.1.20) holds is the cross-correlation test for an output error model. Then \(z(t, \theta)\) is given by (A11.1.2b) with \(t_1 = 0\). In this case
\[
\psi(t) = Bz(t) + \tilde{\psi}(t)
\]
where \(B\) is an \((n\theta|m)\) constant matrix and \(\|E\tilde{\psi}(t)\tilde{\psi}^T(t)\| \to 0\) as \(m\) tends to infinity. Some straightforward calculation shows
\[
R_{\psi}^{-1}R_{z\psi}R_z^{-1}R_{z\psi} = I - R_{\psi}^{-1}[E\tilde{\psi}(t)\tilde{\psi}^T(t)]
\]
\[
= \{E\tilde{\psi}(t)z^T(t)\}\{Ez(t)z^T(t)\}^{-1}\{Ez(t)\tilde{\psi}^T(t)\}\]
Hence \(s(J)\) in (A11.1.16) tends to zero as \(m\) tends to infinity. Therefore (A11.1.20) holds also in this case.

**Appendix A11.2**

**Asymptotic distribution of the relative decrease in the criterion function**

This appendix is devoted to proving the result (11.43).
Let \(\theta_0^i\) denote the true parameter vector in model structure \(\mathcal{M}_i\) and let \(\hat{\theta}_N^i\) denote the estimate, \(i = 1, 2\). For both model structures \(\theta_0^i\) describes exactly the true system and thus \(\epsilon(t, \theta_0^i\) is the white noise process of the system. Hence
\[
V_{\lambda}(\theta_0^i) = V_{\lambda}(\theta_0^2) \quad (A11.2.1)
\]
where \(V_{\lambda}(\cdot)\) denotes the loss function associated with \(M_i\).

Next consider the following Taylor series expansion:
\[ V_N(\theta_0^i) = V_N(\hat{\theta}_N^i) + V_N^i(\hat{\theta}_N^i)(\theta_0^i - \hat{\theta}_N^i) + \frac{1}{2}(\theta_0^i - \hat{\theta}_N^i)^T V_N''(\hat{\theta}_N^i)(\theta_0^i - \hat{\theta}_N^i) \]

\[ = V_N^i + \frac{1}{2}(\theta_0^i - \hat{\theta}_N^i)^T V_N''(\theta_0^i)(\theta_0^i - \hat{\theta}_N^i) \]  

(A11.2.2)

\[ \approx V_N^i + \frac{1}{2}(\theta_0^i - \hat{\theta}_N^i)^T V_N''(\theta_0^i)(\theta_0^i - \hat{\theta}_N^i) \]

Here use has been made of the fact that \( V_N''(\hat{\theta}_N^i) = 0 \) since \( \hat{\theta}_N^i \) minimizes \( V_N(\theta') \). Note also that the substitution above of \( V_{N}''(\hat{\theta}_N^i) \) by \( V_{N}''(\theta_0^i) \) has only a higher-order effect. Now recall from (7.58) that

\[ \hat{\theta}_N - \theta_0 \approx -[V_N^i(\theta_0)]^{-1}[V_N^i(\theta_0)]^T \]  

(A11.2.3)

Using (A11.2.1)–(A11.2.3),

\[ V_N^i - V_N^2 \approx \frac{1}{2}(\theta_0^i - \hat{\theta}_N^i)^T V_N''(\theta_0^i)(\theta_0^i - \hat{\theta}_N^i) \]

\[ - \frac{1}{2}(\theta_0^i - \hat{\theta}_N^i)^T V_N''(\theta_0^i)(\theta_0^i - \hat{\theta}_N^i) \]

\[ \approx \frac{1}{2} V_N^i(\theta_0^i)[V_N''(\theta_0^i)]^{-1}[V_N^i(\theta_0^i)]^T \]

(A11.2.4)

\[ - \frac{1}{2} V_N^i(\theta_0^i)[V_N''(\theta_0^i)]^{-1}[V_N^i(\theta_0^i)]^T \]

To continue it is necessary to exploit some relation between \( V_N^i(\theta^i) \) and \( V_N^2(\theta^i) \). Recall that \( \mathcal{M}_1 \) is a subset of \( \mathcal{M}_2 \). One can therefore describe the parameter vectors in \( \mathcal{M}_1 \) by appropriately constraining the parameter vectors in \( \mathcal{M}_2 \). For this purpose introduce the function \( g: \mathcal{M}_1 \to \mathcal{M}_2 \) (here \( \mathcal{M}_i \) are viewed as vector sets) which is such that the model \( \mathcal{M}_2 \) with parameters \( \theta^2 = g(\theta^1) \) is identical to \( \mathcal{M}_1 \) with parameters \( \theta^1 \). Define the derivative

\[ S(\theta^1) = \frac{\partial g(\theta^1)}{\partial \theta^1} \]  

(A11.2.5)

which is a \( p_2/p_1 \) matrix. We can now write

\[ \theta_0^i = g(\theta_0^1) \]

\[ V_N^i(\theta^1) = V_N^2(g(\theta^1)) \]

\[ V_N^1(\theta^1) = V_N^2(g(\theta^1))S(\theta^1) \]

\[ V_N''(\theta^1) = S(\theta^1)V_N''(g(\theta^1))S(\theta^1) + V_N''(g(\theta^1)) \frac{\partial S(\theta^1)}{\partial \theta^1} \]

Note that the second term in the last equation above is written in an informal way since \( \partial S(\theta^1)/\partial \theta^1 \) is a tensor; this term is not important for what follows since it vanishes when evaluated in \( \theta_0^1 \). (See (C11.1.11) for a formal expression of this term.)
Evaluation for the true parameter vector gives
\[ V_N^1(\theta_0^1) = V_N^2(\theta_0^3)S(\theta_0^1) \]  
\[ V_N^2(\theta_0^1) = S^T(\theta_0^1)V_N^2(\theta_0^3)S(\theta_0^1) \] (A11.2.6)

Using the notations
\[ P = [V_N^2(\theta_0^3)]^{-1} \]  
\[ V_N = V_N^2(\theta_0^3) \]  
\[ S = S(\theta_0^1) \]

we get from (A11.2.4), (A11.2.6)
\[ V_N - V_N^2 \approx \frac{1}{2} V_N P(V_N)^T - \frac{1}{2} V_N S(S^T P^{-1} S)^{-1} S^T (V_N)^T \]
\[ = \frac{1}{2} V_N [P - S(S^T P^{-1} S)^{-1} S^T](V_N)^T \] (A11.2.7)

Now we recall the result, cf. (7.58)–(7.60)
\[ \sqrt{N}(V_N) \xrightarrow{\text{dist}} \mathcal{N}(0, 2\lambda^2 P^{-1}) \] (A11.2.8)

Set
\[ z = \frac{1}{\sqrt{(2\lambda)}} P^{1/2} \sqrt{N}(V_N)^T \] (A11.2.9)

where \( P^{1/2} \) is a matrix square root of \( P \) (i.e. \( P \triangleq P^{1/2} P^{1/2} \)). Then from (A11.2.8), (A11.2.9)
\[ z \xrightarrow{\text{dist}} \mathcal{N}(0, I) \] (A11.2.10)

We get from (A11.2.7) and (A11.2.9)
\[ V_N^1 - V_N^2 \approx \frac{1}{2} \frac{2\lambda^2}{N} z^T P^{-1/2} [P - S(S^T P^{-1} S)^{-1} S^T] P^{-1/2} z \]
\[ = \frac{\lambda^2}{N} z^T [I - A(A^T A)^{-1} A^T] z \] (A11.2.11)

where
\[ A = P^{-T/2} S \]

The matrix \( [I - A(A^T A)^{-1} A^T] \) appearing in (A11.2.11) is idempotent, see Appendix A (Example A.2). Furthermore, we have
\[ \text{rank}[I - A(A^T A)^{-1} A^T] = \text{tr}[I - A(A^T A)^{-1} A^T] \]
\[ = \text{tr} I - \text{tr}(A^T A)(A^T A)^{-1} = p_2 - p_1 \] (A11.2.12)
It then follows from Lemma B.13 that

\[ \frac{N}{\kappa^2} (V_N - V_N^2) \approx N \frac{V_N - V_N^2}{V_N} = x \xrightarrow{\text{dist}} \chi^2(p_2 - p_1) \]  

(A11.2.13)

which is exactly the stated result (11.43).

**Complement C11.1**

A general form of the parsimony principle

The parsimony principle was used for quite a long time by workers dealing with empirical model building. The principle says, roughly, that of two identifiable model structures that fit certain data, the simpler one (that is, the structure containing the smaller number of parameters) will on average give better accuracy (Box and Jenkins, 1976). Here we show that indeed the parsimony principle holds if the two model structures under consideration are hierarchical (i.e. one structure can be obtained by constraining the other structure in some way), and if the parameter estimation method used is the PEM. As shown in Stoica and Söderström (1982f) the parsimony principle does not necessarily hold if the two assumptions introduced above (hierarchical model structures, and use of the PEM) are relaxed; also, see Problem 11.8.

Let \( \{e_{\mathcal{M}}(t, \theta_{\mathcal{M}})\} \) denote the prediction errors of the model \( \mathcal{M}(\theta_{\mathcal{M}}) \). Here \( \theta_{\mathcal{M}} \) denotes the finite-dimensional unknown parameter vector of the model. It is assumed that \( \theta_{\mathcal{M}} \) belongs to an admissible set of parameters, denoted by \( D_{\mathcal{M}} \). The parameters \( \theta_{\mathcal{M}} \) are estimated using the PEM

\[ \hat{\theta}_{\mathcal{M}} = \arg \min_{\theta \in D_{\mathcal{M}}} \det \left[ \sum_{t=1}^{N} e_{\mathcal{M}}(t, \theta) e_{\mathcal{M}}^T(t, \theta) \right] \]  

(C11.1.1)

where \( N \) denotes the number of data points. Introduce the following assumption:

**A:** There exists a unique parameter vector in \( D_{\mathcal{M}} \), say \( \theta_{\mathcal{M}}^0 \), such that \( e_{\mathcal{M}}(t, \theta_{\mathcal{M}}^0) = e(t) \) where \( e(t) \) is zero-mean white noise with covariance matrix \( \Lambda > 0 \) (this assumption essentially means that the true system belongs to \( \mathcal{M} \)).

Then it follows from (7.59), (7.75), (7.76) that the asymptotic covariance matrix of the estimation error \( \sqrt{N}(\hat{\theta}_{\mathcal{M}} - \theta_{\mathcal{M}}^0) \) is given by

\[ P_{\mathcal{M}} = \left\{ E \left[ \frac{\partial e_{\mathcal{M}}(t, \theta)}{\partial \theta} |_{\theta = \theta_{\mathcal{M}}} \right] \Lambda^{-1} \frac{\partial e_{\mathcal{M}}(t, \theta)}{\partial \theta} |_{\theta = \theta_{\mathcal{M}}} \right\}^{-1} \]  

(C11.1.2)

Next we discuss how to assess the accuracy of a model structure \( \mathcal{M} \). This aspect is essential since it is required to compare model structures which may contain different numbers of parameters. A fairly general measure of accuracy can be introduced in the following way. Let \( W_{\mathcal{M}}(\theta) \) be an assessment criterion as introduced in (11.35). It is hence a scalar-valued function of \( \theta \in D_{\mathcal{M}} \), which is such that
\[
\inf_{\theta \in D_{\mathcal{M}}} W_{\mathcal{M}}(\theta) = W_{\mathcal{M}}(\theta^0_{\mathcal{M}})
\]  \hspace{1cm} \text{(C11.1.3)}

Any norm of the prediction error covariance matrix is an example of such a function \( W_{\mathcal{M}} \), but there are many other possible choices (see e.g. Goodwin and Payne, 1973; Söderström et al., 1974). \( W_{\mathcal{M}}(\hat{\theta}_{\mathcal{M}}) \) can be used to express the accuracy of the model \( \mathcal{M}(\hat{\theta}_{\mathcal{M}}) \). Clearly \( W_{\mathcal{M}}(\hat{\theta}_{\mathcal{M}}) \) depends on the realization from which \( \hat{\theta}_{\mathcal{M}} \) was determined. To obtain an accuracy measure which is independent of the realization, introduce

\[
EW_{\mathcal{M}}(\hat{\theta}_{\mathcal{M}})
\]  \hspace{1cm} \text{(C11.1.4)}

where the expectation is with respect to \( \hat{\theta}_{\mathcal{M}} \). In the general case this measure cannot be evaluated exactly. However, an asymptotically valid approximation of (C11.1.4) can readily be obtained (cf. (11.37)). For \( N \) sufficiently large, a simple Taylor series expansion around \( \theta^0_{\mathcal{M}} \) gives

\[
W_{\mathcal{M}}(\hat{\theta}_{\mathcal{M}}) = W_{\mathcal{M}}(\theta^0_{\mathcal{M}}) + W'_{\mathcal{M}}(\theta^0_{\mathcal{M}})(\hat{\theta}_{\mathcal{M}} - \theta^0_{\mathcal{M}}) + \frac{1}{2} (\hat{\theta}_{\mathcal{M}} - \theta^0_{\mathcal{M}})^T W''_{\mathcal{M}}(\theta^0_{\mathcal{M}})(\hat{\theta}_{\mathcal{M}} - \theta^0_{\mathcal{M}}) + O(||\hat{\theta}_{\mathcal{M}} - \theta^0_{\mathcal{M}}||^3)
\]  \hspace{1cm} \text{(C11.1.5)}

The second term in (C11.1.5) is equal to zero, since according to (C11.1.3) \( W'_{\mathcal{M}}(\theta^0_{\mathcal{M}}) = 0 \). Define

\[
F_{\mathcal{M}} \triangleq \lim_{N \to \infty} NE[W_{\mathcal{M}}(\hat{\theta}_{\mathcal{M}}) - W_{\mathcal{M}}(\theta^0_{\mathcal{M}})]
\]

According to the calculations above,

\[
F_{\mathcal{M}} = \frac{1}{2} \text{tr} \ W''_{\mathcal{M}}(\theta^0_{\mathcal{M}}) P_{\mathcal{M}}
\]  \hspace{1cm} \text{(C11.1.6)}

where \( P_{\mathcal{M}} \) is given by (C11.1.2).

Now, let \( \mathcal{M}_1 \) and \( \mathcal{M}_2 \) be two model structures, which satisfy assumption A. Furthermore, let \( \mathcal{M}_1, \mathcal{M}_2 \) be such that there exists a differentiable function

\[
g(\theta): D_{\mathcal{M}_1} \to D_{\mathcal{M}_2}
\]

for which it holds that

\[
\epsilon_{\mathcal{M}_1}(t, g(\theta)) = \epsilon_{\mathcal{M}_2}(t, \theta) \quad \text{for all } \theta \in D_{\mathcal{M}_1}
\]  \hspace{1cm} \text{(C11.1.7)}

(Note that the function \( g(\theta) \) introduced above was also used in Appendix A11.2.) That is to say, any model in the set \( \mathcal{M}_1 \) belongs also to the set \( \mathcal{M}_2 \) which can be written as

\[
\mathcal{M}_1 \subset \mathcal{M}_2
\]  \hspace{1cm} \text{(C11.1.8)}

The model structures \( \mathcal{M}_1 \) and \( \mathcal{M}_2 \) satisfying (C11.1.8) will be called hierarchical or nested. Clearly for hierarchical model structures the term \( W_{\mathcal{M}}(\theta^0_{\mathcal{M}}) \) in (C11.1.6) takes the same value. Hence, the criterion \( F_{\mathcal{M}} \) can be used for comparing \( \mathcal{M}_1 \) and \( \mathcal{M}_2 \).

We can now state the main result.
Lemma C11.1.1
Consider the hierarchical model structures $\mathcal{M}_1$ and $\mathcal{M}_2$ (with $\mathcal{M}_1 \subset \mathcal{M}_2$) the parameters of which are estimated by the PEM (C11.1.1). Then $\mathcal{M}_1$ leads on the average to more accurate results than $\mathcal{M}_2$ does, in the sense that

$$F_{\mathcal{M}_1} \leq F_{\mathcal{M}_2} \quad \text{(C11.1.9)}$$

Proof. Introduce the following Jacobian matrix:

$$S \triangleq \left[ \frac{\partial g(\theta)}{\partial \theta} \right]_{\theta=\theta_{\mathcal{M}_1}}$$

(cf. (A11.2.5)). From (C11.1.7),

$$\frac{\partial \varepsilon_{\mathcal{M}_1}(t, \theta)}{\partial \theta} \bigg|_{\theta=\theta_{\mathcal{M}_1}} = \frac{\partial \varepsilon_{\mathcal{M}_2}(t, g)}{\partial g} \bigg|_{g(\theta)=g(\theta_{\mathcal{M}_1})} \quad \text{(C11.1.10)}$$

Similarly, from

$$W_{\mathcal{M}_1}(\theta) = W_{\mathcal{M}_2}(g(\theta)) \quad \text{all } \theta \in D_{\mathcal{M}_1}$$

straightforward differentiations give

$$\frac{\partial W_{\mathcal{M}_1}(\theta)}{\partial \theta} = \frac{\partial W_{\mathcal{M}_2}(g)}{\partial g} \frac{\partial g(\theta)}{\partial \theta}$$

and

$$\frac{\partial^2 W_{\mathcal{M}_1}(\theta)}{\partial \theta^2} = \left[ \frac{\partial g(\theta)}{\partial \theta} \right]^T \frac{\partial^2 W_{\mathcal{M}_2}(g)}{\partial g^2} \frac{\partial g(\theta)}{\partial \theta}$$

$$+ \left[ \frac{\partial W_{\mathcal{M}_2}(g)}{\partial g} \otimes I \right] \left[ \frac{\partial}{\partial \theta} \text{vec} \left\{ \frac{\partial g(\theta)}{\partial \theta} \right\} \right] \quad \text{(C11.1.11)}$$

Since $\theta_{\mathcal{M}_2}^0 = g(\theta_{\mathcal{M}_1}^0)$ and since $W_{\mathcal{M}_1}$ achieves its minimum value at $\theta_{\mathcal{M}_1}^0$, it follows that $\frac{\partial W_{\mathcal{M}_1}(g)}{\partial g} \bigg|_{g=g(\theta_{\mathcal{M}_1}^0)} = 0$. Thus, from (C11.1.11),

$$W_{\mathcal{M}_1}(\theta_{\mathcal{M}_1}^0) = S^T W_{\mathcal{M}_2}(\theta_{\mathcal{M}_2}^0) S \quad \text{(C11.1.12)}$$

It follows from (C11.1.2), (C11.1.6), (C11.1.10) and (C11.1.12) that the following inequality must be proved:

$$\text{tr}[S^T H S (S^T P^{-1} S)^{-1}] \leq \text{tr}[H P] \quad \text{(C11.1.13)}$$

where

$$H \triangleq W_{\mathcal{M}_2}(\theta_{\mathcal{M}_2}^0)$$

$$P \triangleq P_{\mathcal{M}_2}$$

are positive definite matrices. First note that
\[ \delta \triangleq \text{tr}[HP] - \text{tr}[(S^T HS)(S^T P^{-1} S)^{-1}] \\
= \text{tr}\{H[P - S(S^T P^{-1} S)^{-1}S^T]\} \quad (C11.1.14) \]

Note the similarity to expression (A11.2.7) in Appendix A11.2.

Let \( P = G^T G \), where the matrix \( G \) is nonsingular since \( P > 0 \). Using this factorization of \( P \) one can write

\[ \Omega \triangleq P - S(S^T P^{-1} S)^{-1}S^T = G^T\{I - (G^{-T} S)(S^T G^{-1} G^{-T} S)^{-1}(S^T G^{-1})\}G \\
= G^T\{I - A(A^T A)^{-1}A^T\}G \]

where \( A = G^{-T} S \). Since the matrix \( I - A(A^T A)^{-1}A^T \) is idempotent, it follows that \( \Omega \) is nonnegative definite (see Section A.5 of Appendix A). Thus, \( \Omega \) can be factored as \( \Omega = \Gamma^T \Gamma \). From this observation and (C11.1.14) the result follows immediately:

\[ \delta = \text{tr} \, H\Omega = \text{tr} \, H\Gamma^T \Gamma = \text{tr} \, \Gamma H\Gamma^T \geq 0 \]

The parsimony result established above is quite strong. The class of models to which it applies is fairly general. The class of accuracy criteria considered is also fairly general. The experimental conditions which are implicit in \( P_{\mu} \) (the experimental condition during the estimation stage) and in \( W'_{\mu} \) (the experimental condition used for assessment of the model structure) were minimally constrained. Furthermore, these two experimental conditions may be different. That is to say, it is allowed to estimate the parameters using some experimental conditions, and then to assess the model obtained on another set of experimental conditions.
Chapter 12

**SOME PRACTICAL ASPECTS**

12.1 *Introduction*

The purpose of this chapter is to give some guidelines for performing identification in practice. The chapter is organized around the following issues:

- Design of the experimental condition $\mathcal{X}$.
- Precomputations.
- Determination of the model structure $\mathcal{M}$.
- Time delays.
- Initial conditions of a model.
- Choice of the identification method $\mathcal{I}$.
- Local minima of the loss function.
- Robustness of the parameter estimates.
- Model validation.
- Software.

Note that for obvious reasons the user has to choose $\mathcal{X}$ before the experiment. After the experiment and the data acquisition have been done the user can still try different model structures and identification methods.

12.2 *Design of the experimental condition $\mathcal{X}$*

The design of $\mathcal{X}$ involves several factors. The most important are:

- Choice of input signal.
- Choice of sampling interval.

Concerning the choice of input signal there are several aspects to consider. Certain identification methods require a special type of input. This is typically the case for several of the nonparametric methods discussed in Chapter 3. For frequency analysis the input must be a sinusoid, for transient analysis a step or an impulse, and for correlation analysis a white noise or a pseudorandom sequence.

For other types of method it is only required that the input signal is persistently exciting (pe). To identify the parameters of an nth-order model it is typically necessary that $u(t)$ is pe of order $2n$, but the exact order can vary from method to method. Recall that a signal which is pe of order $n$ has a spectral density that is nonzero in at least $n$
points (see Property 3 in Section 5.4). If a signal is chosen which has strictly positive spectral density for all frequencies, this will guarantee persistent excitation of a sufficient order.

The discussion so far has concerned the form of the input. It is also of relevance to discuss its amplitude. When choosing the amplitude, the user must bear in mind the following points:

- There may be constraints on how much variation of the signals (for example, $u(t)$ and $y(t)$) is allowed during the experiment. For safety or economic reasons it may not be possible to introduce too large fluctuations in the process.
- There are also other constraints on the input amplitude. Suppose one wishes to estimate the parameters of a linear model. In practice most processes are nonlinear and a linear model can hence only be an approximation. A linearization of the nonlinear dynamics will be valid only in some region. To estimate the parameters of the linearized model too large an amplitude of the input should not be chosen. On the other hand, it could be of great value to make a second experiment with a larger amplitude to test the linearity of the model, i.e. to investigate over which region the linearized model can be regarded as appropriate.
- On the other hand, there are reasons for using a large input amplitude. One can expect that the accuracy of the estimates will improve when the input amplitude is increased. This is natural since by increasing $u(t)$, the signal-to-noise ratio will increase and the disturbances will play a smaller role.

A further important comment on the choice of input must be made. In practice the user can hardly assume that the true process is linear and of finite order. Identification must therefore be considered as a method of model approximation. As shown in Chapter 2, the resulting model will then depend on the experimental condition. A simple but general rule can therefore be formulated: choose the experimental condition that resembles the condition under which the model will be used in the future. Expressed more formally: let the input have its major energy in the frequency band which is of interest for the intended application of the model. This general rule is illustrated in the following simple example.

**Example 12.1 Influence of the input signal on model performance**

Consider the system

$$y(t) + ay(t - 1) = bu(t - 1) + e(t)$$  \hspace{1cm} (12.1)

where $e(t)$ is white noise with variance $\lambda^2$. Also consider the following two experimental conditions:

- $\mathcal{X}_1$: $u(t)$ is white noise of variance $\sigma^2$
- $\mathcal{X}_2$: $u(t)$ is a step function with amplitude $\sigma$

The first input has an even frequency content, while the second is of extremely low frequency. Note that both inputs have the same power.

The asymptotic covariance matrix of the LS estimates of the parameters $a$ and $b$ is given by, (cf. (7.66))
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\[
\text{cov}\left(\begin{array}{c}
\hat{a} \\
\hat{b}
\end{array}\right) = \frac{\gamma^2}{N} \left( \begin{array}{cc}
Ey^2(t) & -Ey(t)u(t) \\
-Ey(t)u(t) & Eu^2(t)
\end{array}\right)^{-1} \triangleq P_\theta
\]

(12.2)

Consider first the (noise-free) step response of the system. The continuous time counterpart of (12.1) is (omitting the noise \(e(t)\))

\[
y + \alpha y = \beta u
\]

(12.3)

where

\[
\alpha = -\frac{1}{h} \log(-a)
\]

(12.4)

\[
\beta = -\frac{b}{(1 + a)h} \log(-a)
\]

and where \(h\) is the sampling interval. The step response is easily deduced from (12.3). It is given by

\[
y(t) = \frac{\beta}{\alpha} \left[ 1 - e^{-\alpha t} \right]
\]

(12.5)

Next examine the variance of the step response (12.5), due to the deviation \((\hat{a} - a, \hat{b} - b)^T\). Denoting the step responses associated with the system and the model by \(y(t, \theta)\) and \(\hat{y}(t, \hat{\theta})\), respectively,

\[
y(t, \hat{\theta}) \approx y(t, \theta) + \left[ \frac{\partial}{\partial \theta} \right]y(t, \theta)(\hat{\theta} - \theta)
\]

and

\[
\text{var}[y(t, \hat{\theta})] = \left[ \frac{\partial}{\partial \theta} y(t, \theta) \right] E\left[ (\hat{\theta} - \theta)(\hat{\theta} - \theta)^T \right] \left[ \frac{\partial}{\partial \theta} y(t, \theta) \right]^T = \left[ \frac{\partial}{\partial \theta} y(t, \theta) \right] P_\theta \left[ \frac{\partial}{\partial \theta} y(t, \theta) \right]^T
\]

(12.6)

The covariance matrix \(P_\theta\) can be evaluated as in (7.68) (see also Examples 2.3 and 2.4). Figure 12.1 shows the results of a numerical evaluation of the step response and its accuracy given by (12.6) for the two inputs \(\mathcal{H}_1\) and \(\mathcal{H}_2\). It is apparent from the figure that \(\mathcal{H}_2\) gives the best accuracy for large time intervals. The static gain is more accurately estimated for this input. On the other hand, \(\mathcal{H}_1\) gives a much more accurate step response for small and medium-sized time intervals.

Next consider the frequency response. Here

\[
\frac{\hat{b}e^{i\omega_0}}{1 + \hat{a}e^{i\omega_0}} - \frac{be^{i\omega_0}}{1 + ae^{i\omega_0}} \approx \frac{e^{i\omega_0}}{(1 + ae^{i\omega_0})^2} \left[ \hat{b}(1 + ae^{i\omega_0}) - b(1 + \hat{a}e^{i\omega_0}) \right]
\]

\[
= \frac{e^{i\omega_0}}{(1 + ae^{i\omega_0})^2} \left( -be^{i\omega_0} \right) \left( \hat{b} - b \right)
\]

and a criterion for evaluation of the model accuracy can be taken as
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**FIGURE 12.1** Step responses of the models obtained using white noise ($\mathcal{X}_1$, upper part) and a step function ($\mathcal{X}_2$, lower part) as input signals. For each part the curves shown are the exact step responses and the response ± one standard deviation. The parameter values are $\sigma^2 = Eu^2(t) = 1$, $\lambda^2 = Ee^2(t) = 1$, $a = -0.95$, $b = 1$, $N = 100$.

\[
Q(\omega) \triangleq E \left| \frac{\hat{b}e^{i\omega}}{1 + \hat{a}e^{i\omega}} - \frac{be^{i\omega}}{1 + ae^{i\omega}} \right|^2
\]

\[
\approx \frac{1}{|1 + ae^{i\omega}|^4} \left( -be^{-i\omega} - 1 + ae^{i\omega} \right) P_b \left( \frac{-be^{-i\omega}}{1 + ae^{-i\omega}} \right) \tag{12.7}
\]

This criterion is plotted as a function of $\omega$ in Figure 12.2 for the two inputs $\mathcal{X}_1$ and $\mathcal{X}_2$. Note that the low-frequency input $\mathcal{X}_2$ gives a good accuracy of the very low-frequency model behavior ($Q(\omega)$ is small for $\omega \approx 0$), while the medium and high-frequency behavior of the model (as expressed by $Q(\omega)$) is best for $\mathcal{X}_1$.

Several attempts have been made in the literature to provide a satisfactory solution to the problem of choosing optimal experimental conditions. It was seen in Chapter 10 that it can sometimes pay to use a closed loop experiment if the accuracy must be optimized under constrained output variance. If it is required that the process operates in open loop then the optimal input can often be synthesized as a sum of sinusoids. The number of sinusoids is equal to or greater than the order of the model. The optimal choice of the
amplitudes and frequencies of the sinusoidal input signal is not, however, an easy matter. This optimal choice will depend on the unknown parameters of the system to be identified. The topic of optimal input design will not be pursued here; refer to Chapter 10 (which contains several simple results on this problem) and its bibliographical notes.

Next consider the choice of sampling interval. Several issues should then be taken into account:

- Prefiltering of data is often necessary to avoid aliasing (folding the spectral density). Analog filters should be used prior to the sampling. The bandwidth of the filter should be somewhat smaller than the sampling frequency. The filter should for low and medium-sized frequencies have a constant gain and a phase close to zero in order not to distort the signal unnecessarily. For high frequencies the gain should drop quickly. For a filter designed in this way, high-frequency disturbances in the data are filtered out. This will decrease the aliasing effect and may also increase the signal-to-noise ratio. Output signals should always be considered for prefiltering. In case the input signal is not in a sampled form (held constant over the sampling intervals), it may be useful to prefilter it as well otherwise the high-frequency variations of the input can cause a deterioration of the identification result (see Problem 12.15).
- Assume that the total time interval for an identification experiment is fixed. Then it
may be useful to sample the record at a high sampling rate, since then more measurements from the system are collected.

- Assume that the total number of data points is fixed. The sampling interval must then be chosen by a trade-off. If it is very large, the data will contain very little information about the high-frequency dynamics. If it is very small, the disturbances may have a relatively large influence. Furthermore, in this last case, the sampled data may contain little information on the low-frequency dynamics of the system.

- As a rough rule of thumb one can say that the sampling interval should be taken as 10% of the settling time of a step response. It may often be much worse to select the sampling interval too large than too small (see Problem 12.14 for a simple illustration).

- Very short sampling intervals will often give practical problems: all poles cluster around the point \( z = 1 \) in the complex plane and the model determination becomes very sensitive. A system with a pole excess of two or more becomes nonminimum phase when sampled (very) fast (see Åström et al., 1984). This will cause special problems when designing regulators.

Having collected the data, the user often has to perform some precomputations. It is for example advisable to perform some filtering to reduce the effect of noise.

As already stated, high-frequency noise can cause trouble if it is not filtered out before sampling the signals (due to the aliasing effect of sampling). The remedy is to use analog lowpass filters before the signals are sampled. The filters should be designed so that the high-frequency content of the signals above half the sampling frequency is well damped and the low-frequency content (the interesting part) is not very much affected.

As a precomputation it is common practice to filter the recorded data with a discrete-time filter. The case when both the input and the output are filtered with the same filter can be given some interesting interpretation. Consider a SISO model structure

\[ y(t) = G(q^{-1}; \theta)u(t) + H(q^{-1}; \theta)e(t) \]

(12.8)

and assume that the data are filtered so that

\[ y^F(t) = F(q^{-1})y(t) \quad u^F(t) = F(q^{-1})u(t) \]

(12.9)

are available. Using the filtered data in the model structure (12.8) will give the prediction errors

\[
\varepsilon_2(t) = H^{-1}(q^{-1}; \theta)[y^F(t) - G(q^{-1}; \theta)u^F(t)] \\
= F(q^{-1})[H^{-1}(q^{-1}; \theta)\{y(t) - G(q^{-1}; \theta)u(t)\}] 
\]

(12.10)

Let \( \varepsilon_1(t) \) denote the prediction error for the model (12.8). Then

\[
\varepsilon_2(t) = F(q^{-1})\varepsilon_1(t) 
\]

(12.11)

Let the unknown parameters \( \theta \) of the model be determined by the PEM. Then, for a large number of data points, \( \theta \) is determined by minimizing

\[
\int_{-\pi}^{\pi} \phi_{\varepsilon_1}(\omega; \theta) d\omega 
\]

(12.12a)

in the case of unfiltered data, and
\[ \int_{-\pi}^{\pi} |F(e^{i\omega})|^2 \phi_{\varepsilon_1}(\omega; \theta) d\omega \]  \hspace{1cm} (12.12b)

in the filtered data case. Here \( \phi_{\varepsilon_1}(\omega; \theta) \) denotes the spectral density of \( \varepsilon_1(t) \). Thus the flexibility obtained by the introduction of \( F(q^{-1}) \) can be used to choose the frequency bands in which the model should be a good approximation of the system. This is quite useful in practice where the system is always more complex than the model, and its 'global' approximation is never possible.

### 12.3 Treating nonzero means and drifts in disturbances

Low-frequency noise (drift) and nonzero mean data can cause problems unless proper action is taken. The effect of nonzero mean values on the result of identification is illustrated by a simple example.

**Example 12.2 Effect of nonzero means**

The system

\[
x(t) - 0.8x(t - 1) = 1.0u(t - 1) + e(t) + 0.7e(t - 1)
\]

\[ y(t) = x(t) + m \]

was simulated, generating \( u(t) \) as a PRBS of amplitude \( \pm 1 \) and \( e(t) \) as white noise of zero mean and unit variance. The number of data points was \( N = 1000 \). The number \( m \) accounts for the mean value of the output. The prediction error method was applied for two cases \( m = 0 \) and \( m = 10 \). The results are shown in Table 12.1 and Figure 12.3. (The plots show the first 100 data points.)

<p>| TABLE 12.1a Parameter estimates for Example 12.2, ( m = 0 ) |</p>
<table>
<thead>
<tr>
<th>Model order</th>
<th>Parameter</th>
<th>True value</th>
<th>Estimated value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>( a )</td>
<td>-0.8</td>
<td>-0.784</td>
</tr>
<tr>
<td></td>
<td>( b )</td>
<td>1.0</td>
<td>0.991</td>
</tr>
<tr>
<td></td>
<td>( c )</td>
<td>0.7</td>
<td>0.703</td>
</tr>
</tbody>
</table>

<p>| TABLE 12.1b Parameter estimates for Example 12.2, ( m = 10 ) |</p>
<table>
<thead>
<tr>
<th>Model order</th>
<th>Parameter</th>
<th>True value</th>
<th>Estimated value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>( a )</td>
<td>-0.8</td>
<td>-0.980</td>
</tr>
<tr>
<td></td>
<td>( b )</td>
<td>1.0</td>
<td>1.076</td>
</tr>
<tr>
<td></td>
<td>( c )</td>
<td>0.7</td>
<td>0.618</td>
</tr>
<tr>
<td>2</td>
<td>( a_1 )</td>
<td>-1.8</td>
<td>-1.788</td>
</tr>
<tr>
<td></td>
<td>( a_2 )</td>
<td>0.8</td>
<td>0.788</td>
</tr>
<tr>
<td></td>
<td>( b_1 )</td>
<td>1.0</td>
<td>1.002</td>
</tr>
<tr>
<td></td>
<td>( b_2 )</td>
<td>-1.0</td>
<td>-0.988</td>
</tr>
<tr>
<td></td>
<td>( c_1 )</td>
<td>-0.3</td>
<td>-0.315</td>
</tr>
<tr>
<td></td>
<td>( c_2 )</td>
<td>-0.7</td>
<td>-0.622</td>
</tr>
</tbody>
</table>
FIGURE 12.3 Input (upper part), output (1, lower part) and model output (2, lower part) for Example 12.2. (a) $m = 0$. (b) $m = 10$, model order = 1. (c) $m = 10$, model order = 2. (d) Prediction errors for $m = 0$ (upper), $m = 10$, first-order model (middle), and $m = 10$, second-order model (lower).
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It is clear from the numerical results that good estimates are obtained for a zero mean output \((m = 0)\), whereas \(m \neq 0\) gives rise to a substantial bias. Note also the large spike in the residuals for \(t = 1\), when \(m = 10\).

The true system is of first order. The second-order model obtained for \(m = 10\) has an interesting property. The estimated polynomials (with coefficients given in Table 12.1b) can be written as

\[
A(q^{-1}) = (1 - q^{-1})(1 - 0.788q^{-1}) + 0.000q^{-2} \\
B(q^{-1}) = (1 - q^{-1})1.002 + 0.015q^{-2} \\
C(q^{-1}) = (1 - q^{-1})(1 + 0.685q^{-1}) + 0.063q^{-2}
\]  

(12.14)

The small second-order terms can be ignored and the following model results:

\[
(1 - 0.788q^{-1})(1 - q^{-1})y(t) = 1.002(1 - q^{-1})u(t - 1) + (1 + 0.685q^{-1})(1 - q^{-1})e(t)
\]  

(12.15)

A theoretical justification can be given for the above result for the second-order model. The system (12.13) with \(m = 10\) can be written as

\[
y(t) - 0.8y(t - 1) = 1.0u(t - 1) + 2 + e(t) + 0.7e(t - 1)
\]

Multiplying with \((1 - q^{-1})\) will eliminate the constant term (i.e. 2) and gives

\[
(1 - 1.8q^{-1} + 0.8q^{-2})y(t) = (1.0q^{-1} - 1.0q^{-2})u(t) + (1 - 0.3q^{-1} - 0.7q^{-2})e(t)
\]  

(12.16)

The ‘true values’ given in Table 12.1b were in fact found in this way.

The model (12.14) (or (12.15)) is a good approximation of the above second-order description of the system. Nevertheless, as shown in Figure 12.3c, the model output is far from the system output. This seemingly paradoxical behavior may be explained as follows. The second-order model gives no indication on the mean value \(m\) of \(y(t)\). When its output was computed the initial values were set to zero. However, the ‘correct’ initial values are equal to the (unknown) mean \(m\). Since the model has a pole very close to 1, the wrong initialization is not forgotten, which makes its output look like Figure 12.3c (which is quite similar to Figure 12.3b). Note that the spikes which occur at \(t = 1\) in the middle and lower parts of Figure 12.3d can also be explained by the wrong initialization with zero of the LS predictor.

By introducing the difference or delta operator

\[
\Delta = 1 - q^{-1}
\]

(12.17a)

the model (12.16) can be written as

\[
(1 - 0.8q^{-1})\Delta y(t) = 1.0\Delta u(t - 1) + (1 + 0.7q^{-1})\Delta e(t)
\]  

(12.17b)

The implications of writing the model in this way, as compared to the original representation (12.13) are the following:

- The model describes the relation between differenced data rather than between the original input and output.
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- The constant level \( m \) disappears. Instead the initial value (at \( t = 0 \)) of (12.17b) that corresponds to the integrating mode, \( \Delta = 1 - q^{-1} \) will determine the level of the output \( y(t) \) for \( t > 0 \).

Remark 1. In what follows an integrated process, denoted by

\[
y(t) = \frac{1}{\Delta} u(t)
\]

will mean

\[
y(t) - y(t - 1) = u(t) \quad t \geq 1
\]

As a consequence

\[
y(t) = y(0) + \sum_{k=1}^{t} u(k)
\]

Note the importance of starting the integration at time \( t = 0 \) (or any other fixed time). A convention such as

\[
\frac{1}{\Delta} u(t) = \sum_{k=-\infty}^{t} u(k)
\]

would not be suitable, since even with \( u(t) \) a stationary process, \( y(t) \) will not have finite variance for any finite \( t \).

Remark 2. Consider a general ARMAX model for differenced data. It can be written as

\[
A(q^{-1})\Delta y(t) = B(q^{-1})\Delta u(t) + C(q^{-1})\Delta e(t)
\]

To model a possible drift disturbance on the output, add a second white noise term, \( \nu(t) \), to the right-hand side of (12.19a). Then

\[
A(q^{-1})\Delta y(t) = B(q^{-1})\Delta u(t) + C(q^{-1})\Delta e(t) + \nu(t)
\]

Note that the part of the output corresponding to \( \nu(t) \) is \( 1/[A(q^{-1})\Delta] \nu(t) \), which is a nonstationary process. The variance of this term will increase (approximately linearly with time, assuming the integration starts at \( t = 0 \). When \( A(q^{-1}) = 1 \), such a process is often called a random walk (cf. Problem 12.13).

Next one can apply spectral factorization to the two noise terms in (12.19b). Note that both terms, i.e. \( C(q^{-1})\Delta e(t) \) and \( \nu(t) \), are stationary processes. Hence the spectral density of the sum can be obtained using a single noise source, say \( \tilde{C}(q^{-1})w(t) \) where \( \tilde{C}(q^{-1}) \) is a polynomial with all zeros outside the unit circle and is given by

\[
\tilde{C}(z)\tilde{C}(z^{-1})\lambda_{w}^{2} = C(z)C(z^{-1})(1 - z)(1 - z^{-1})\lambda_{e}^{2} + \lambda_{\nu}^{2}
\]

(cf. Appendix A6.1). (\( \lambda_{w}^{2} \) is the variance of the white noise \( w(t) \).)

Hence the following model is obtained, which is equivalent to (12.19b):

\[
A(q^{-1})\Delta y(t) = B(q^{-1})\Delta u(t) + \tilde{C}(q^{-1})w(t)
\]

This model may also be written as
Such models are often called CARIMA (controlled autoregressive integrated moving average) models or ARIMAX. The disturbance term, $C(q^{-1})/A(q^{-1})(1 - q^{-1})w(t)$, is called an ARIMA process. Its variance increases without bounds as $t$ increases. Such models are often used in econometric applications, where the time series frequently are nonstationary. They constitute a natural way to describe the effect of drifts and other nonstationary disturbances, within a stochastic framework. Note that even if they are nonstationary due to the integrator in the dynamics, the associated predictors are asymptotically stable since $\tilde{C}(z)$ has all zeros strictly outside the unit circle.

Two approaches for treating nonzero means

There are two different approaches that can be used for identifying systems with nonzero mean data:

- Estimate the mean values explicitly. With such an approach a deterministic model is used to describe the means.
- Use models for the differenced data. Equivalently, use an ARIMA model to describe the disturbance part in the output. With this approach no estimates of the mean values are provided.

The following paragraphs describe these two approaches in some further detail. The first approach should generally be preferred. Problem 12.4 asks for some comparisons of these approaches.

Estimation of mean values

The mean values (or their effect on the output) can be estimated in two ways.

- Fit a polynomial trend
  \[ y^*(t) = \alpha_0 + \alpha_1 t + \ldots + \alpha_r t^r \]  
  (12.20)
  to the output by linear regression and similarly for the input. Then compute new (‘detrended’) data by
  \[ \hat{y}(t) = y(t) - y^*(t) \]
  \[ \hat{u}(t) = u(t) - u^*(t) \]
  and thereafter apply an identification method to $\hat{y}(t)$, $\hat{u}(t)$. If the degree $r$ in (12.20) is chosen as zero, this procedure means simply that the arithmetic mean values
  \[ y^* = \frac{1}{N} \sum_{r=1}^{N} y(t) \]
  \[ u^* = \frac{1}{N} \sum_{r=1}^{N} u(t) \]
are computed and subtracted from the original data. (See Problem 12.5 for an illustration of this approach.) Note that (12.20) for \( r > 0 \) can also model some drift in the data, not only a constant mean.

- Estimate the means during the parameter estimation phase. To be able to do so a model structure must be used that contains an explicit parameter for describing the effect of some possibly nonzero mean values on \( y(t) \). The model will have the form

\[
y(t) = G(q^{-1}; \theta)u(t) + H(q^{-1}; \theta)e(t) + m(\theta)
\]  

(12.21)

where \( m(\theta) \) is one (or \( ny \) in the multivariable case) of the elements in the parameter vector \( \theta \). This alternative is illustrated in Problem 12.3–12.5. The model (12.21) can be extended by replacing the constant \( m(\theta) \) by a polynomial in \( t \), where the coefficients depend on \( \theta \).

**Handling nonzero means with stochastic models**

In this approach a model structure is used where the noise filter has a pole in \( z = 1 \). This means that the model structure is

\[
y(t) = G(q^{-1}; \theta)u(t) + H(q^{-1}; \theta)e(t)
\]  

(12.22a)

where \( H(q^{-1}; \theta) \) has a pole in \( q^{-1} = 1 \). This is equivalent to saying that the output disturbance is modeled as an ARIMA model, which means that

\[
H(q^{-1}; \theta) = \frac{\bar{H}(q^{-1}; \theta)}{1 - q^{-1}}
\]  

(12.22b)

for some filter \( \bar{H}(q^{-1}; \theta) \). The model can therefore be written as

\[
\Delta y(t) = G(q^{-1}; \theta)\Delta u(t) + \bar{H}(q^{-1}; \theta)e(t)
\]  

(12.22c)

(cf. (12.19d, e)). Therefore, one can compute the differenced data and then use the model structure (12.22c) which does not contain a parameter \( m(\theta) \).

Assume that the true system satisfies

\[
y(t) = G_s(q^{-1})u(t) + H_s(q^{-1})e(t) + m
\]  

(12.23)

where \( m \) accounts for the nonzero mean of the output. The prediction error becomes

\[
\epsilon(t, \theta) = \bar{H}^{-1}(q^{-1}; \theta)[\Delta y(t) - G(q^{-1}; \theta)\Delta u(t)]
\]

\[
= \bar{H}^{-1}(q^{-1}; \theta)[G_s(q^{-1}) - G(q^{-1}; \theta)]\Delta u(t)
\]

\[
+ \bar{H}^{-1}(q^{-1}; \theta)H_s(q^{-1})\Delta e(t)
\]  

(12.24)

It is clearly seen that \( m \) does not influence the prediction error \( \epsilon(t, \theta) \). However, \( \epsilon(t, \theta) = e(t) \) cannot hold unless \( \bar{H}(q^{-1}; \theta) = H_s(q^{-1}) \Delta \). This means that the noise filter must have a zero in \( z = 1 \). Such a case should be avoided, if at all possible, since the predictor will not then be stable but be significantly dependent on unknown initial values. (The parameter vector \( \theta \) no longer belongs to the set \( \mathcal{D} \), (6.2).)

Note that in Example 12.2 by increasing the model order both \( G(q^{-1}; \theta) \) and \( H(q^{-1}; \theta) \) got approximately a pole and a zero in \( z = 1 \). Even if it is possible to get rid of
nonzero mean values in this way it cannot be recommended since the additional poles and zeros in \( z = 1 \) will cause problems.

**Handling drifting disturbances**

The situation of drifting disturbances can be viewed as an extension of the nonzero mean data case. Assume that the system can be described by

\[
y(t) = G_s(q^{-1})u(t) + \frac{H_s(q^{-1})}{1 - q^{-1}} e(t) \quad H_s(1) \neq 0
\]  

(12.25)

Here the disturbance is a nonstationary process (in fact an ARIMA process). The variance of \( y(t) \) will increase without bound as \( t \) increases.

Consider first the situation where the system (12.25) is identified using an ARMAX model

\[
A(q^{-1})y(t) = B(q^{-1})u(t) + C(q^{-1})e(t)
\]  

(12.26a)

To get a correct model it is required that

\[
\frac{C(q^{-1})}{A(q^{-1})} = \frac{H_s(q^{-1})}{1 - q^{-1}} \quad \frac{B(q^{-1})}{A(q^{-1})} = G_s(q^{-1})
\]  

(12.26b)

which implies that \( \Delta = 1 - q^{-1} \) must be a factor of both \( A(q^{-1}) \) and \( B(q^{-1}) \). This should be avoided for several reasons. First, the model is not parsimonious, since it will contain unnecessarily many free parameters, and will hence give a degraded accuracy. Second, and perhaps more important, such models are often not feasible to use. For example, in pole placement design of regulators, an approximately common zero at \( z = 1 \) for the \( A \)- and \( B \)-polynomial will make the design problem very ill-conditioned.

A more appealing approach is to identify the system (12.25) using a model structure of the form (12.22). The prediction error is then given by

\[
e(t, \theta) = \tilde{H}^{-1}(q^{-1}; \theta)[\Delta y(t) - G(q^{-1}; \theta)\Delta u(t)]
\]

\[
= \tilde{H}^{-1}(q^{-1}; \theta)[G_s(q^{-1}) - G(q^{-1}; \theta)]\Delta u(t)
\]

\[
+ \tilde{H}^{-1}(q^{-1}; \theta)\Delta H_s(q^{-1})\frac{1}{\Delta} e(t)
\]  

(12.27)

where it is assumed that \( \tilde{H}^{-1}(q^{-1}; \theta) \) is asymptotically stable. Here one would like to cancel the factor \( \Delta \) that appears both in numerator and denominator. This must be done with some care since a pole at \( z = 1 \) (which is on the stability boundary) can cause a nondecaying transient (which in this case would be a constant). Note however that \( (1/\Delta)e(t) \) can be written as (cf. (12.18))

\[
\frac{1}{\Delta} e(t) = x_0 + \sum_{i=1}^{t} e(i)
\]  

(12.28a)

where \( x_0 \) is an initial value. Thus
\[ \Delta \left( \frac{1}{\Delta} e(t) \right) = \Delta \left[ x_0 + \sum_{i=1}^{I} e(i) \right] = e(t) \]  

(12.28b)

This calculation justifies the cancellation of the factor \( \Delta \) in (12.27). Hence

\[
e(t, \theta) = \bar{H}^{-1}(q^{-1}; \theta)[G_s(q^{-1}) - G(q^{-1}; \theta)] \Delta u(t) \\
+ \bar{H}^{-1}(q^{-1}; \theta)H_s(q^{-1})e(t)
\]

(12.29)

is a stationary process and the PEM loss function is well behaved.

### 12.4 Determination of the model structure \( \mathcal{M} \)

Chapter 11 presented some methods for determining an appropriate model structure. Here some of these methods are illustrated by means of simulation examples. Doing so we will verify the ‘theoretical’ results and show how different techniques can be used to find a reasonable model structure.

**Example 12.3 Model structure determination, \( \mathcal{J} \in \mathcal{M} \)**

The following second-order system was simulated:

\[
y(t) - 1.5y(t - 1) + 0.7y(t - 2) = 1.0u(t - 1) + 0.5u(t - 2) + e(t) - 1.0e(t - 1) \\
+ 0.2e(t - 2)
\]

where \( u(t) \) is a PRBS of amplitude \( \pm 1 \) and \( e(t) \) a zero mean white noise process with unit variance.

The number of data points was taken as \( N = 1000 \). The system was identified using a prediction error method within an ARMAX model structure

\[
A(q^{-1})y(t) = B(q^{-1})u(t) + C(q^{-1})e(t)
\]

(12.30)

The polynomials in (12.30) are all assumed to have degree \( n \). This degree was varied from 1 to 3. The results obtained are summarized in Tables 12.2–12.4 and Figure 12.4.

It is obvious from Tables 12.2–12.4 and the various plots that a second-order model should be chosen for these data. The test quantity for the \( F \)-test comparing the second- and the third-order models is 4.6. The 5\% significance level gives a threshold of 7.81. Hence a second-order model should be chosen. Observe from Table 12.3 that for \( n = 3 \) the polynomials \( \hat{A} \), \( \hat{B} \) and \( \hat{C} \) have approximately a common zero \( z \approx -0.6 \). Note from Table 12.2 and Figure 12.4a, third part, that the estimated second-order model gives a very good description of the true system.

**Example 12.4 Model structure determination, \( \mathcal{J} \notin \mathcal{M} \)**

This example examines what can happen when the model structure does not contain the true system. The following system was simulated:

\[
y(t) - 0.8y(t - 1) = 1.0u(t - 1) + e(t) + 0.7e(t - 1)
\]
### TABLE 12.2 Parameter estimates for Example 12.3

<table>
<thead>
<tr>
<th>Model order</th>
<th>Loss</th>
<th>Parameter</th>
<th>True value</th>
<th>Estimated value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1713</td>
<td>$a$</td>
<td>-0.822</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$b$</td>
<td>0.613</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$c$</td>
<td>0.389</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>526.6</td>
<td>$a_1$</td>
<td>-1.5</td>
<td>-1.502</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$a_2$</td>
<td>0.7</td>
<td>0.703</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$b_1$</td>
<td>1.0</td>
<td>0.938</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$b_2$</td>
<td>0.5</td>
<td>0.550</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$c_1$</td>
<td>-1.0</td>
<td>-0.975</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$c_2$</td>
<td>0.2</td>
<td>0.159</td>
</tr>
<tr>
<td>3</td>
<td>524.3</td>
<td>$a_1$</td>
<td>-0.834</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$a_2$</td>
<td>-0.291</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$a_3$</td>
<td>0.462</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$b_1$</td>
<td>0.942</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$b_2$</td>
<td>1.151</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$b_3$</td>
<td>0.420</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$c_1$</td>
<td>-0.308</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$c_2$</td>
<td>-0.455</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$c_3$</td>
<td>0.069</td>
<td></td>
</tr>
</tbody>
</table>

### TABLE 12.3 Zeros of the true and the estimated polynomials, Example 12.3

<table>
<thead>
<tr>
<th>Polynomial</th>
<th>True system</th>
<th>$n = 1$</th>
<th>Estimated models $n = 2$</th>
<th>Estimated models $n = 3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A$</td>
<td>0.750 ± i0.371</td>
<td>0.822</td>
<td>0.751 ± i0.373</td>
<td>0.748 ± i0.373</td>
</tr>
<tr>
<td>$B$</td>
<td>-0.500</td>
<td>-</td>
<td>-0.586</td>
<td>-0.611 ± i0.270</td>
</tr>
<tr>
<td>$C$</td>
<td>0.276</td>
<td>-0.389</td>
<td>0.207</td>
<td>-0.615</td>
</tr>
</tbody>
</table>

### TABLE 12.4 Test quantities for Example 12.3. The distributions for the correlation tests refer to the approximate analysis of Examples 11.1 and 11.2.

<table>
<thead>
<tr>
<th>Model order</th>
<th>Test quantity</th>
<th>Numerical value</th>
<th>Distributions (under null hypothesis)</th>
<th>95% [99%] confidence level</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n = 1$</td>
<td>changes of sign in ${\varepsilon(t)}$</td>
<td>459</td>
<td>$\mathcal{N}(500,250)$</td>
<td>(468,530) [459,540]</td>
</tr>
<tr>
<td></td>
<td>test on $r_\tau(\tau) = 0$, $\tau = 1, \ldots, 10$</td>
<td>212.4</td>
<td>$\chi^2(10)$</td>
<td>18.3 [23.2]</td>
</tr>
<tr>
<td></td>
<td>test on $r_{\rho\tau}(\tau) = 0$, $\tau = 2, \ldots, 11$</td>
<td>461.4</td>
<td>$\chi^2(10)$</td>
<td>18.3 [23.2]</td>
</tr>
<tr>
<td></td>
<td>test on $r_{\rho\tau}(\tau) = 0$, $\tau = -9, \ldots, 0$</td>
<td>3.0</td>
<td>$\chi^2(10)$</td>
<td>18.3 [23.2]</td>
</tr>
<tr>
<td>$n = 2$</td>
<td>changes of sign in ${\varepsilon(t)}$</td>
<td>514</td>
<td>$\mathcal{N}(500,250)$</td>
<td>(468,530) [459,540]</td>
</tr>
<tr>
<td></td>
<td>test on $r_\tau(\tau) = 0$, $\tau = 1, \ldots, 10$</td>
<td>12.2</td>
<td>$\chi^2(10)$</td>
<td>18.3 [23.2]</td>
</tr>
<tr>
<td></td>
<td>test on $r_{\rho\tau}(\tau) = 0$, $\tau = 3, \ldots, 12$</td>
<td>4.8</td>
<td>$\chi^2(10)$</td>
<td>18.3 [23.2]</td>
</tr>
<tr>
<td></td>
<td>test on $r_{\rho\tau}(\tau) = 0$, $\tau = -9, \ldots, 0$</td>
<td>4.7</td>
<td>$\chi^2(10)$</td>
<td>18.3 [23.2]</td>
</tr>
</tbody>
</table>
where \( u(t) \) is a PRBS of amplitude \( \pm 1 \) and \( e(t) \) white noise of zero mean and unit variance. The number of data points was \( N = 1000 \). The system was identified using the least squares method in the model structure

\[
A(q^{-1})y(t) = B(q^{-1})u(t) + e(t)
\]

with

\[
A(q^{-1}) = 1 + a_1q^{-1} + \ldots + a_nq^{-n}
\]

\[
B(q^{-1}) = b_1q^{-1} + \ldots + b_nq^{-n}
\]

FIGURE 12.4(a) Input (first part), output (1) and model output (2) for \( n = 1 \) (second part), \( n = 2 \) (third part) and \( n = 3 \) (fourth part), Example 12.3. The first 100 data points are plotted.
FIGURE 12.4(b) Correlation functions for the first-order model, Example 12.3. Lefthand curve: the normalized covariance function $\hat{r}_e(\tau)$ of the residuals $\varepsilon(t)$. Righthand curve: the normalized cross-covariance function $\hat{r}_{eu}(\tau)$ between $\varepsilon(t)$ and $u(t)$.

FIGURE 12.4(c) Same as (b) but for the second-order model.

FIGURE 12.4 continued
The model order was varied from \( n = 1 \) to \( n = 5 \). The results obtained are summarized in Tables 12.5, 12.6 and Figures 12.5, 12.6.

When searching for the most appropriate model order the result will depend on how the model fit is assessed.

First compare the deterministic parts of the models (i.e. \([\hat{B}(q^{-1})/\hat{A}(q^{-1})]u(t)\)). The model outputs do not differ very much when the model order is increased from 1 to 5. Indeed, Figure 12.5 illustrates that the estimated transfer functions \( \hat{B}(q^{-1})/\hat{A}(q^{-1}) \), for all \( n \), have similar pole-zero configurations to that of the true system. Hence, as long as only the deterministic part of the model is of importance, it is sufficient to choose a first-order model. However, note from Table 12.5 that the obtained model is slightly biased. Hence, the estimated first-order model may not be sufficiently accurate if it is used for other types of input signals.

If one also considers the stochastic part of the model (i.e. \([1/\hat{A}(q^{-1})]e(t)\)) then the situation changes. This part of the model must be considered when evaluating the prediction ability of the model. The test quantities given in Table 12.6 are all based on the stochastic part of the model. Most of them indicate that a fourth-order model would be adequate.

### TABLE 12.5 Parameter estimates for Example 12.4

<table>
<thead>
<tr>
<th>Model order</th>
<th>Loss</th>
<th>Parameter</th>
<th>True value</th>
<th>Estimated value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>786</td>
<td>( a )</td>
<td>-0.8</td>
<td>-0.868</td>
</tr>
<tr>
<td></td>
<td></td>
<td>( b )</td>
<td>1.0</td>
<td>0.917</td>
</tr>
<tr>
<td>2</td>
<td>603</td>
<td>( a_1 )</td>
<td>-1.306</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>( a_2 )</td>
<td>0.454</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>( b_1 )</td>
<td>0.925</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>( b_2 )</td>
<td>-0.541</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>551</td>
<td>( a_1 )</td>
<td>-1.446</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>( a_2 )</td>
<td>0.836</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>( a_3 )</td>
<td>-0.266</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>( b_1 )</td>
<td>0.935</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>( b_2 )</td>
<td>-0.673</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>( b_3 )</td>
<td>0.358</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>533.1</td>
<td>( a_1 )</td>
<td>-1.499</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>( a_2 )</td>
<td>0.992</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>( a_3 )</td>
<td>-0.530</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>( a_4 )</td>
<td>0.169</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>( b_1 )</td>
<td>0.938</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>( b_2 )</td>
<td>-0.729</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>( b_3 )</td>
<td>0.469</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>( b_4 )</td>
<td>-0.207</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>530.0</td>
<td>( a_1 )</td>
<td>-1.513</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>( a_2 )</td>
<td>1.035</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>( a_3 )</td>
<td>-0.606</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>( a_4 )</td>
<td>0.281</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>( a_5 )</td>
<td>-0.067</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>( b_1 )</td>
<td>0.938</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>( b_2 )</td>
<td>-0.743</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>( b_3 )</td>
<td>0.501</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>( b_4 )</td>
<td>-0.258</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>( b_5 )</td>
<td>0.100</td>
<td></td>
</tr>
</tbody>
</table>
TABLE 12.6 Test quantities for selecting the model order, Example 12.4. For the $F$-test the threshold corresponding to 95% significance level is 5.99. For the tests on the covariance functions the threshold is 18.3 for a significance level of 95% and 23.2 for a significance level of 99%, using the approximate distributions developed in Examples 11.1 and 11.2.

<table>
<thead>
<tr>
<th>Model order</th>
<th>Loss</th>
<th>$F$-test</th>
<th>No. of sign changes</th>
<th>$r_e(t)$</th>
<th>$r_{en}(t)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Degrees of freedom</td>
<td>2</td>
<td>10</td>
<td>10</td>
<td>(467,531)</td>
<td></td>
</tr>
<tr>
<td>95% confidence interval</td>
<td>305</td>
<td>356</td>
<td>257</td>
<td>15.3</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>787</td>
<td>108</td>
<td>438</td>
<td>4.1</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>603</td>
<td>35</td>
<td>482</td>
<td>22.1</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>551</td>
<td>5.8</td>
<td>494</td>
<td>4.9</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>533.1</td>
<td>502</td>
<td>20.0</td>
<td>3.3</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>530.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

To illustrate how well the different models describe the stochastic part of the system, the noise spectral densities are plotted in Figure 12.7.

It can be seen from Figure 12.7 that the fourth-order model gives a closer fit than the first-order model to the true spectral density of the stochastic part of the system.

### 12.5 Time delays

No consideration has yet been given to time delays. Many industrial and other processes have time delays that are not negligible. It could be very important to describe the delay correctly in the model.

First note that the general model structure which has been used, i.e.

$$y(t) = G(q^{-1}; \theta)u(t) + H(q^{-1}; \theta)e(t)$$

(12.31)

can in fact cover cases with a time delay. To see this write

$$G(q^{-1}; \theta) = \sum_{i=1}^{\infty} g_i(\theta)q^{-i}$$

(12.32a)

where the sequence $\{g_i(\theta)\}$ is the discrete time impulse response. If there should be a delay of $k \ (k \geqslant 1)$ sampling intervals in the model, it is sufficient to require that the parametrization satisfies

$$g_i(\theta) = 0 \quad i = 1, 2, \ldots, (k - 1)$$

(12.32b)
FIGURE 12.5 Pole-zero configurations of the different models, \( n = 1, \ldots, 5 \), Example 12.4. (\( \times = \) pole; \( \circ = \) zero)

FIGURE 12.6 Input (upper part), output (1, lower part) and model output (2, lower part) for model order \( n = 4 \), Example 12.4.
With this observation it can be concluded that the general theory that has been developed (concerning consistency and asymptotic distribution of the parameter estimates, identifiability under closed loop operation, etc.) will hold also for models with time delays.

If the constraint (12.32b) is not imposed on the model parametrization, the theory still applies since $\mathcal{F} \in \mathcal{M}$ under weak conditions. The critical point is to not consider a parametrized model having a larger time delay than the true one. In such a case $\mathcal{F}$ no longer belongs to $\mathcal{M}$ and the theory collapses.

The following example illustrates how to cope with time delays from a practical point of view.

**Example 12.5** Treating time delays for ARMAX models

Assume that estimates are required of the parameters of the following model:

$$A(q^{-1})y(t) = q^{-(k-1)}B(q^{-1})u(t) + C(q^{-1})e(t)$$  \hspace{1cm} (12.33)

where

$$A(q^{-1}) = 1 + a_1q^{-1} + \ldots + a_nq^{-n}$$

$$B(q^{-1}) = b_1q^{-1} + \ldots + b_nq^{-n}$$

$$C(q^{-1}) = 1 + c_1q^{-1} + \ldots + c_nq^{-n}$$

$k$ being an integer, $k \geq 1$. By writing the model as

$$A(q^{-1})y(t) = B(q^{-1})\{q^{-(k-1)}u(t)\} + C(q^{-1})e(t)$$
it is fairly obvious how to proceed with the parameter estimation:

1. First 'compute' the delayed input according to
   \[ \tilde{u}(t) = q^{-(k-1)}u(t) = u(t - k + 1) \quad t = k, k + 1, k + 2, \ldots, N \]
   
2. Next estimate the parameters of the ARMAX model applying a standard method (i.e.
   one designed to work with unit time delay) using \( \tilde{u}(t) \) as input signal instead of \( u(t) \).

Note that one could alternatively shift the output sequence as follows:

1'. Compute \( \hat{y}(t) = y(t + k - 1) \quad t = 1, 2, \ldots, N - k + 1 \)
2'. Estimate the ARMAX model parameters using \( \hat{y}(t) \) as output instead of \( y(t) \).

Such a procedure is clearly not limited to ARMAX models. It may be repeated for
various values of \( k \). The determination of \( k \) can be made using the same methods as those
used for determination of the model order. Various methods for order estimation were
examined above; see also Chapter 11 for a detailed discussion.

It should be noted that some care should be exercised when scanning the delay \( k \) and the
model order \( n \) simultaneously. Indeed, variation of both \( k \) and \( n \) may lead to non-nested
model structures which cannot be compared by using the procedures described in Section
11.5 (such as the \( F \)-test and the AIC). To give an example of such a case, note that the
model structures (12.33) corresponding to \( \{ k = 1, n = 1 \} \) and to \( \{ k = 2, n = 2 \} \) are not
nested. In practice it is preferable to compare the model structures corresponding to a
fixed value of \( n \) and to varying \( k \). Note that such structures are nested, the one
 corresponding to a given \( k \) being included in those corresponding to smaller values of \( k \).

### 12.6 Initial conditions

When applying a prediction error method to the general model structure

\[ y(t) = G(q^{-1}; \theta)u(t) + H(q^{-1}; \theta)e(t) \quad (12.34) \]

it is necessary to compute the prediction errors

\[ \varepsilon(t, \theta) = H^{-1}(q^{-1}; \theta)[y(t) - G(q^{-1}; \theta)u(t)] \quad (12.35) \]

and possibly also their gradient with respect to \( \theta \). In order to compute \( \varepsilon(1, \theta), \ldots, \varepsilon(N, \theta) \) from the measured data \( y(1), u(1), \ldots, y(N), u(N) \) using (12.35) some initial
conditions for this difference equation are needed. One can then proceed in at least
two ways:

- Set the initial values to zero. If \textit{a priori} information is available then other more
  appropriate values can be used.
- Include the unknown initial values in the parameter vector.

A further, but often more complicated, possibility is to find the exact ML estimate (see
Complement C7.7). The following example illustrates the two possibilities above for an ARMAX model.

**Example 12.6 Initial conditions for ARMAX models**

Consider the computation of the prediction errors for an ARMAX model. They are given by the difference equation

$$C(q^{-1})\varepsilon(t, \theta) = A(q^{-1})y(t) - B(q^{-1})u(t)$$  \hspace{1cm} (12.36)

For convenience let all the polynomials \(A(q^{-1}), B(q^{-1})\) and \(C(q^{-1})\) have degree \(n\). The computation of \(\varepsilon(t, \theta)\) can then be done as follows:

$$\varepsilon(t, \theta) = y(t) - \psi^T(t)\theta$$  \hspace{1cm} (12.37)

where

$$\psi^T(t) = (-y(t-1) \ldots -y(t-n) \hspace{0.5cm} u(t-1) \ldots u(t-n) \hspace{0.5cm} \varepsilon(t-1, \theta) \ldots \varepsilon(t-n, \theta))$$

$$\theta = (a_1 \ldots a_n \hspace{0.5cm} b_1 \ldots b_n \hspace{0.5cm} c_1 \ldots c_n)^T$$

When proceeding in this way, \(\psi(1)\) is needed to compute \(\varepsilon(1, \theta)\) but this vector contains unknown elements. The first possibility would be to set

$$y(t) = 0$$

$$u(t) = 0 \quad \text{for} \quad t \leq 0$$

$$\varepsilon(t, \theta) = 0$$

The second possibility is to include the unknown values needed in the parameter vector, which would give

$$\theta' = \begin{pmatrix} \theta \\ \bar{\theta} \end{pmatrix}$$  \hspace{1cm} (12.38a)

$$\bar{\theta} = (y(0) \ldots y(-n+1) \hspace{0.5cm} u(0) \ldots u(-n+1) \hspace{0.5cm} \varepsilon(0, \theta) \ldots \varepsilon(-n+1, \theta))^T$$  \hspace{1cm} (12.38b)

This makes the new parameter vector \(\theta'\) of dimension \(6n\). This vector is estimated by minimizing the usual loss function (sum of squared prediction errors).

The second possibility above is conceptually straightforward but leads to unnecessary computational complications. Since the computation of the prediction errors is needed as an intermediate step during an optimization with respect to \(\theta\) (or \(\theta'\)) it is of paramount importance not to increase the dimension of the parameter vector more than necessary. Now regard (12.36) as a dynamic system with \(u(t)\) and \(y(t)\) as inputs and \(\varepsilon(t, \theta)\) as output. This system is clearly of order \(n\). Therefore it should be sufficient to include only \(n\) initial values in the parameter vector, which makes a significant reduction as compared to the \(3n\) additional values entered in \(\bar{\theta}\) (12.38b).

One way to achieve the aforementioned reduction would be to extend \(\theta\) with the first \(n\) prediction errors in the criterion. Consider therefore the modified criterion

$$\bar{V}(\theta') = \sum_{t=n+1}^{N} \varepsilon^2(t, \theta)$$  \hspace{1cm} (12.39)
where

\[
\theta' = \begin{pmatrix}
\theta \\
\varepsilon(1, \theta) \\
\vdots \\
\varepsilon(n, \theta)
\end{pmatrix}
\]  \hspace{1cm} (12.40)

Clearly, the dimension of \( \theta' \) in (12.40) is \( 4n \).

An alternative way to find \( n \) appropriate initial values for the computation of \( \varepsilon(t, \theta) \), \( t \geq 1 \), is to write (12.36) in state space form. A convenient possibility is to use the so-called controller form

\[
\begin{pmatrix}
-c_1 & 1 & 0 \\
\vdots & \ddots & \vdots \\
-c_n & 0 & 0
\end{pmatrix} x(t + 1) = \begin{pmatrix}
b_1 \\
\vdots \\
b_n
\end{pmatrix} u(t) + \begin{pmatrix}
a_1 - c_1 \\
\vdots \\
a_n - c_n
\end{pmatrix} y(t)
\]  \hspace{1cm} (12.41)

\[\varepsilon(t, \theta) = (1 \ 0 \ \ldots \ 0) x(t) + y(t)\]

A new parameter vector can be taken as

\[
\theta' = \begin{pmatrix}
\theta \\
x(1)
\end{pmatrix}
\]  \hspace{1cm} (12.42)

which is of dimension \( 4n \). It is clearly seen from (12.41) how to compute \( \varepsilon(1, \theta) \), \ldots, \( \varepsilon(N, \theta) \) from the data \( y(1), u(1), \ldots, y(N), u(N) \) for any value of \( \theta' \). When implementing (12.41) one should, of course, make use of the structure of the companion matrix in order to reduce the computational effort. There is no need to perform multiplication with elements that are known a priori to be zero. When using (12.41), (12.42) the parameter estimates are determined by minimizing the criterion

\[V(\theta') = \sum_{t=1}^{N} \varepsilon^2(t, \theta')\]  \hspace{1cm} (12.43)

In contrast to (12.39) the first \( n \) prediction errors \( \varepsilon(1, \theta'), \ldots, \varepsilon(n, \theta') \) are now included in the criterion.

Finally, it should be noted that the initial conditions cannot be consistently estimated using a PEM or another estimation method (see Åström and Bohlin, 1965). See also Problem 12.11. This is in fact quite expected since the consistency is an asymptotic property, and the initial conditions are immaterial asymptotically for stable systems. However, in practice one always processes a finite (sometimes rather small) number of samples, and inclusion of the initial conditions in the unknown parameter vector may improve substantially the performance of the estimated model.
12.7 Choice of the identification method

For this choice it is difficult to give more than general comments. It is normally obvious from the purpose of identification whether the process should be identified off-line or on-line. On-line identification is needed, for example, if the parameter estimation is a part of an adaptive system or if the purpose is to track (slowly) time-varying parameters. In contrast, off-line identification is used as a batch method which processes all the recorded data ‘simultaneously’.

Note that an interesting off-line approach is to apply an on-line algorithm repeatedly to the data. The ‘state’ of the on-line recursion (for example the vector \( \hat{\theta}(t) \) and the matrix \( P(t) \); see Chapter 9) obtained after processing the sample of data is employed as ‘initial state’ for the next pass through the data. However, processing of the available data does not give any information on the initial values for either the prediction errors or their gradient with respect to the parameter vector \( \theta \). These variables have to be re-initialized rather arbitrarily at the beginning of each new pass through the data, which may produce some undesirable fluctuations in the parameter estimates. Nevertheless, use of an on-line algorithm for off-line identification in the manner outlined above may lead to some computational time saving as compared to a similar off-line algorithm.

When choosing an identification method, the purpose of the identification is important, since it may specify both what type of model is needed and what accuracy is desired. If the purpose is to tune a PI regulator, a fairly crude model can be sufficient, while high accuracy may be needed if the purpose is to describe the process in detail, to verify theoretical models and the like.

The following methods are ordered in terms of improved accuracy and increased computational complexity:

- Transient analysis.
- Frequency analysis.
- The least squares method.
- The instrumental variable method.
- The prediction error method.

Note that here the choice of model structure is implicitly involved, since the methods above are tied to certain types of model structure.

In summary, the user must make a trade-off between required accuracy and computational effort when choosing the identification method. This must be done with the purpose of the identification in mind. In practice other factors will influence the choice, such as previous experience with various methods, available software, etc.

12.8 Local minima

When a prediction error method is used the parameter estimate is determined as the global minimum point of the loss function. Since a numerical search algorithm must be
used there is a potential risk that the algorithm is stuck at a local minimum. Example 11.5 demonstrated how this can happen in practice. Note that this type of problem is linked to the use of prediction error methods. It does not apply to instrumental variable methods.

It is hard to analyze the possible existence of local minima theoretically. Only a few general results are available. They all hold asymptotically, i.e. the number of data, \(N\), is assumed to be large. It is also assumed that the true system is included in the model structure. The following results are known:

- For a scalar ARMA process
  \[
  A(q^{-1})y(t) = C(q^{-1})e(t)
  \]
  all minima are global. There is a unique minimum if the model order is correctly chosen. This result is proved in Complement C7.6.

- For a multivariable MA process
  \[
  y(t) = C(q^{-1})e(t)
  \]
  there is a unique minimum point.

- For the single output system
  \[
  A(q^{-1})y(t) = B(q^{-1})u(t) + \frac{1}{C(q^{-1})} e(t)
  \]
  there is a unique minimum if the signal-to-noise ratio is (very) high, and several local minima if this ratio is (very) low.

- For the SISO output error model
  \[
  y(t) = \frac{B(q^{-1})}{F(q^{-1})} u(t) + e(t)
  \]
  all minima are global if the input signal is white noise. This result is proved in Complement C7.5.

In all the above cases the global minimum of the loss function corresponds to the true system.

If the minimization algorithm is stuck at a local minimum a bad model may be obtained, as was illustrated in Example 11.5. There it was also illustrated how the misfit of such a model can be detected. If it is found that a model is providing a poor description of the data one normally should try a larger model structure. However, if there is reason to believe that the model corresponds to a nonglobal minimum, one can try to make a new optimization of the loss function using another starting point for the numerical search routine.

The practical experience of how often certain PEM algorithms for various model structures are likely to be stuck at local minima is rather limited. It may be said, however, that with standard optimization methods (for example, a variable metric method or a Gauss–Newton method; see (7.87)) the global minimum is usually found for an ARMAX model, while convergence to a false local minimum occasionally may occur for the output error model.
\[ y(t) = \frac{B(q^{-1})}{F(q^{-1})} u(t) + e(t) \]

When the loss function is expected to be severely multimodal (as, for example, is the PEM loss function associated with the sinusoidal parameter estimation, Stoica, Moses et al., 1986), an alternative to accurate initialization is using a special global optimization algorithm such as the simulated annealing (see, for example, Sharman and Durrani, 1988). For this type of algorithms, the probability of finding the global minimum is close to one even in complicated multimodal environments.

### 12.9 Robustness

When recording experimental data occasional large measurement errors may occur. Such errors can be caused by disturbances, conversion failures, etc. The corresponding abnormal data points are called outliers. If no specific action is taken, the outliers will influence the estimated model considerably. The outliers tend to appear as spikes in the sequence of prediction errors \( \{ e(t, \theta) \} \), and will hence give large contributions to the loss function. This effect is illustrated in the following two examples.

#### Example 12.7 Effect of outliers on an ARMAX model

Consider an ARMAX process

\[ A(q^{-1}) y(t) = B(q^{-1}) u(t) + C(q^{-1}) e(t) \]  \hspace{1cm} (12.44a)

where \( e(t) \) is white noise of zero mean and variance \( \lambda^2 \). Assume that there are occasionally some errors on the output, so that one is effectively measuring not \( y(t) \) but

\[ z(t) = y(t) + v(t) \]  \hspace{1cm} (12.44b)

The measurement noise \( v(t) \) has the following properties:

- \( v(t) \) and \( v(s) \) are independent if \( t \neq s \).
- \( v(t) = 0 \) with a large probability.
- \( \bar{E}v(t) = 0 \) and \( \bar{E}v^2(t) = \sigma^2 < \infty \).

These assumptions imply that \( v(t) \) is white noise. From (12.44a, b),

\[ A(q^{-1}) z(t) = B(q^{-1}) u(t) + C(q^{-1}) e(t) + A(q^{-1}) v(t) \]  \hspace{1cm} (12.44c)

Applying spectral factorization gives the following equivalent ARMAX model:

\[ A(q^{-1}) z(t) = B(q^{-1}) u(t) + \bar{C}(q^{-1}) w(t) \]  \hspace{1cm} (12.44d)

where \( w(t) \) is white noise of variance \( \lambda_w^2 \), and \( \bar{C}(q^{-1}) \) and \( \lambda_w^2 \) are given by

\[ \bar{C}(z) \bar{C}(z^{-1}) \lambda_w^2 \equiv C(z) C(z^{-1}) \lambda^2 + A(z) A(z^{-1}) \sigma^2 \]  \hspace{1cm} (12.44e)

If the system (12.44a, b) is identified using an ARMAX model then (asymptotically, for an infinite number of data points) this will give the model (12.44d). Note that \( A(q^{-1}) \) and
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$B(q^{-1})$ remain unchanged. Further, from (12.44e), when $\sigma^2 \to 0$ (the effect of outliers tends to zero) then $\tilde{C}(z) \approx C(z)$, i.e. the true noise description is found. Similarly, when $\sigma^2 \to \infty$ (the outliers dominate the disturbances in (12.44a)), then $\tilde{C}(z) \approx A(z)$ and the filter $H(q^{-1}) = \tilde{C}(q^{-1})/A(q^{-1}) \approx 1$ (as intuitively expected).

**Example 12.8 Effect of outliers on an ARX model**

The effect of outliers on an ARX model is more complex to analyze. The reason is that an ARX system with outliers can no longer be described exactly within the class of ARX models. Consider for illustration the system

$$y(t) + ay(t - 1) = bu(t - 1) + e(t)$$

$$z(t) = y(t) + v(t)$$

(12.45a)

with $u(t)$, $e(t)$ and $v(t)$ mutually uncorrelated white noise sequences of zero means and variances $\sigma_u^2$, $\lambda_v^2$, $\lambda_v^2$ respectively. Let the system be identified with the LS method in the model structure

$$z(t) + \hat{a}z(t - 1) = \hat{b}u(t - 1) + e(t)$$

(12.45b)

The asymptotic values of the parameter estimates are given by

$$\begin{pmatrix} \hat{a} \\ \hat{b} \end{pmatrix} = \begin{pmatrix} E z^2(t) & -Ez(t)u(t) \\ -Ez(t)u(t) & Eu^2(t) \end{pmatrix}^{-1} \begin{pmatrix} -Ez(t + 1)z(t) \\ Ez(t + 1)u(t) \end{pmatrix}$$

$$= \begin{pmatrix} E z^2(t) & 0 \\ 0 & \sigma_u^2 \end{pmatrix}^{-1} \begin{pmatrix} -Ez(t + 1)z(t) \\ 0 \end{pmatrix}$$

Thus find (for the specific input assumed) $\hat{b} = b$ and

$$\hat{a} = \frac{aE y^2(t)}{Ey^2(t) + \lambda_v^2} \Delta a a$$

(12.45c)

The scalar $\alpha$ satisfies $0 \leq \alpha \leq 1$. Specifically it varies monotonically with $\lambda_v^2$, tends to 0 when $\lambda_v^2$ tends to infinity, and to 1 when $\lambda_v^2$ tends to zero. Next examine how the noise filter $H(q^{-1})$ differs from 1. It will be shown that in the present case, for all frequencies

$$\left| \frac{1}{1 + \hat{a} e^{i \omega}} - 1 \right| \leq \left| \frac{1}{1 + ae^{i \omega}} - 1 \right|$$

(12.45d)

This means that in the presence of outliers the estimated noise filter $1/\hat{A}(q^{-1})$ is closer to 1 than the true noise filter $1/A(q^{-1})$. The inequality (12.45d) is proved by the following equivalences:

$$\begin{aligned} (12.45d) & \iff |\hat{a}| |1 + ae^{i \omega}| \leq |a| |1 + ae^{i \omega}| \\
& \iff \alpha^2 |1 + ae^{i \omega}|^2 \leq |1 + a\alpha e^{i \omega}|^2 \\
& \iff \alpha^2(1 + a^2 + 2\alpha \cos \omega) \leq 1 + a^2\alpha^2 + 2a\alpha \cos \omega \\
& \iff 0 \leq 1 - \alpha^2 + 2a\alpha(1 - \alpha)\cos \omega \\
& \iff 0 \leq (1 - \alpha) + 2a(1 + a \cos \omega) \end{aligned}$$

The last inequality is obviously true.

\[ \square \]
There are several ways to cope with outliers in the data; for example:

- Test of outliers and adjustment of erroneous data.
- Use of a modified loss function.

In the first approach a model is fitted to the data without any special action. Then the residuals \( \varepsilon(t, \hat{\theta}) \) of the obtained model are plotted. Possible spikes in the sequence \( \{\varepsilon(t, \hat{\theta})\} \) are detected. If \( |\varepsilon(t, \hat{\theta})| \) is abnormally large then the corresponding output \( y(t) \) is modified. A simple modification could be to take

\[
y(t) := 0.5[y(t - 1) + y(t + 1)]
\]

Another possibility is to set \( y(t) \) to the predicted value:

\[
y(t) := \hat{y}(t|t - 1, \hat{\theta})
\]

The data string obtained as above is used to get an improved model by making a new parameter estimation.

For explanation of the second approach (the possibility of using a modified loss function) consider single output systems. Then the usual criterion

\[
V(\theta) = \sum_{t=1}^{N} \varepsilon^2(t, \theta)
\]  \hspace{1cm} (12.46)

can be shown to be (asymptotically) optimal if and only if the disturbances are Gaussian distributed (cf. below).

Under weak assumptions the ML estimate is optimal. More exactly, it is asymptotically statistically efficient. This estimate maximizes the log-likelihood function

\[
\log L(\theta) = \log p(y(1) \ldots y(N)|\theta)
\]

Using the model assumption that \( \{\varepsilon(t, \theta)\} \) is a white noise sequence with probability density function \( f(\varepsilon(t)) \), it can be shown by applying Bayes’ rule that

\[
\log L(\theta) = \sum_{t=1}^{N} \log f(\varepsilon(t))
\]  \hspace{1cm} (12.47)

Hence the optimal choice of loss function is

\[
V(\theta) = -\sum_{t=1}^{N} \log f(\varepsilon(t))
\]  \hspace{1cm} (12.48)

When the data are Gaussian distributed,

\[
f(\varepsilon) = \frac{1}{\sqrt{(2\pi)\lambda}} e^{-\varepsilon^2/2\lambda^2}
\]

and hence

\[-\log f(\varepsilon(t, \theta)) = \varepsilon^2(t, \theta) + \theta\text{-independent term}\]

This means that in the Gaussian case, the optimal criterion (12.48) reduces to (12.46). If there are outliers in the data, then \( f(\varepsilon) \) is likely to decrease more slowly with \( |\varepsilon| \) than
in the Gaussian case. This means that for the optimal choice, (12.48), of the loss function
the large values of \(|\varepsilon(t, \theta)|\) are less penalized than in (12.46). In other words, in (12.48)
the large prediction errors have less influence on the loss function than they have in
(12.46). There are many ad hoc ways to achieve this qualitatively by modifying (12.46)
(note that the function \(f(\varepsilon)\) in (12.48) is normally unavailable. For example, one can take
\[
V(\theta) = \sum_{i=1}^{N} l(\varepsilon(t, \theta))
\]
with
\[
l(\varepsilon) = \frac{\varepsilon^2}{\alpha^2 + \varepsilon^2}
\]
or
\[
l(\varepsilon) = \begin{cases} \varepsilon^2 & \text{if } \varepsilon^2 \leq \alpha^2 \\ \alpha^2 & \text{if } \varepsilon^2 > \alpha^2 \end{cases}
\]
Note that for both choices (12.49b) and (12.49c) there is a parameter \(\alpha\) to be chosen by
the user. This parameter should be set to a value given by an expected amplitude of the
prediction errors.
Sometimes the user can have useful a priori information for choosing the parameter \(\alpha\).
If this is not the case it has to be estimated in some way.

One possibility is to perform a first off-line identification using the loss function
(12.46). An examination of the obtained residuals \(\{\varepsilon(t, \hat{\theta})\}\), including plots as well as
computation of the variance, may give useful information on how to choose \(\alpha\). Then a
second off-line estimation has to be carried out based on a modified criterion using the
determined value of \(\alpha\).

Another alternative is to choose \(\alpha\) in an adaptive manner using on-line identification.
To see how this can be done the following example considers a linear regression model
for ease of illustration.

**Example 12.9 On-line robustification**
Consider the model
\[
y(t) = \varphi^T(t)\theta + \varepsilon(t)
\]
whose unknown parameters \(\theta\) are to be estimated by minimizing the weighted LS
criterion
\[
V_r(\theta) = \sum_{s=1}^{t} \beta(s)\varepsilon^2(s, \theta)
\]
The choice of the weights \(\beta(s)\) is discussed later. Paralleling the calculations in Section
9.2, it can be shown that the minimizer \(\hat{\theta}(t)\) of (12.50b) can be computed recursively in \(t\)
using the following algorithm:
\[
\hat{\theta}(t) = \hat{\theta}(t - 1) + K(t)\varepsilon(t)
\]
\[
\varepsilon(t) = y(t) - \varphi^T(t)\hat{\theta}(t - 1)
\]
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\[ K(t) = P(t - 1)q(t)[1/\beta(t) + q^T(t)P(t - 1)q(t)] \] (12.50c)

\[ P(t) = P(t - 1) - K(t)q^T(t)P(t - 1) \]

The minimal value \( V_i(\hat{\theta}(t)) \) can also be determined on-line as

\[ V_i(\hat{\theta}(t)) = V_{i-1}(\hat{\theta}(t - 1)) + \frac{\varepsilon^2(t)}{1/\beta(t) + q^T(t)P(t - 1)q(t)} \] (12.50d)

Note that

\[ \hat{\lambda}_r = [V_i(\hat{\theta}(t))/t]^{1/2} \] (12.50e)

provides an estimate of the standard deviation of the (weighted) prediction errors.

The following method can now be suggested for reducing the influence of the outliers on the LS estimator: (cf (12.49a,c)) use (12.50c,d) with

\[ \beta(t) = \begin{cases} 1 & \text{if } |\varepsilon(t)| \leq \gamma \hat{\lambda}_r \\ \frac{\gamma^2 \hat{\lambda}_r^2}{\varepsilon^2(t)} & \text{if } |\varepsilon(t)| > \gamma \hat{\lambda}_r \end{cases} \] (12.50f)

The value of \( \gamma \) above should be chosen by a trade-off between robustification and estimation accuracy. For a small value of \( \gamma \), the estimator (12.50c) is quite robust to outliers but its accuracy may be poor, and vice versa for a large \( \gamma \). Choosing \( \gamma \) in the range 2 to 4 may be suitable.

It should be noted that since \( \beta(t) \) was allowed to depend on \( \varepsilon(t) \), the estimator (12.50c) no longer provides the exact minimizer of the criterion (12.50b). However, this is not a serious drawback from a practical point of view.

\[ 12.10 \text{ Model verification} \]

Model verification is concerned with determining whether an obtained model is adequate or not. This question was also discussed in Section 12.4 and in Chapter 11.

The verification should be seen in the light of the intended purpose of the model. Therefore the ultimate verification can only be performed by using the model in practice and checking the results. However, there are a number of ways which can be used to test if the model is likely to describe the system in an adequate way, before using the model effectively. See Chapter 11.

It is also of importance to check the \textit{a priori} assumptions. This can include the following checks:

• \textit{Test of linearity}. If possible the experiment should be repeated with another amplitude (or variance) of the input signal in order to verify for what operating range a linear model is adequate. If for example a transient analysis is applied, the user should try both a positive and a negative step (or impulse, if applicable). Haber (1985) describes a number of tests for examining possible nonlinearities. A simple time domain test runs as follows. Let \( y_0 \) be the stationary output for zero input signal. Let \( y_1(t) \) be the output response for the input \( u_1(t) \), and \( y_2(t) \) the output for the input \( u_2(t) = \gamma u_1(t) \) (\( \gamma \) being a nonzero scalar). Then form the ratio
\[ \delta(t) = \frac{y_2(t) - y_0}{y_1(t) - y_0} \quad (12.51a) \]

and take
\[ \eta = \max_t \left| \frac{\delta(t) - \gamma}{\gamma} \right| \quad (12.51b) \]
as an index for the degree of nonlinearity. For a (noise-free) linear system \( \eta = 0 \), whereas for a nonlinear system \( \eta > 0 \).

- **Test of time invariance.** A convenient way of testing time invariance of a system is to use data from two different experiments. (This may be achieved by dividing the recorded data into two parts.) The parameter estimates are determined in the usual way from the first data set. Then the model output is computed for the second set of data using the parameter estimates obtained from the first data set. If the process is time invariant the model should 'explain' the process data equally well for both data sets. This procedure is sometimes called cross-checking. Note that it is used not only for checking time invariance: cross-checking may be used for the more general purpose of determining the structure of a model. When used for this purpose it is known as 'cross-validation'. The basic idea can be stated as follows: determine the models (having the structures under study) that fit the first data set, and of these select the one which best fits the second data set. The FPE and AIC criteria may be interpreted as cross-validation procedures for assessing a given model structure (as was shown in Section 11.5; see also Stoica, Eykhoff et al., 1986).

- **Test for the existence of feedback.** In Chapter 11 it was shown how to test the hypothesis
\[ r_{eu}(\tau) = E\epsilon(t)u(t - \tau) = 0 \quad (12.52) \]
Such a test can be used to detect possible feedback.

Assume that \( u(t) \) is determined by (causal) feedback from the output \( y(t) \) and that the residual \( \epsilon(t) \) is a good estimate of the white noise which drives the disturbances. Then the input \( u(t) \) at time \( t \) will in general be dependent on past residuals but independent of future values of the residuals. This means that
\[ r_{eu}(\tau) = 0 \quad \tau > 0 \]
and in general
\[ r_{eu}(\tau) \neq 0 \quad \tau \leq 0 \]
if there is feedback.

Testing for or detection of feedback can also be done by the following method due to Caines and Chan (1975). Use the joint input–output method described in Section 10.5 to estimate the system. Let the innovation model (10.42), (10.43) so that
\[ z(t) = \begin{pmatrix} y(t) \\ u(t) \end{pmatrix} = H(q^{-1}; \theta) \bar{z}(t) \]
\[ E\bar{z}(t)\bar{z}^T(s) = \Lambda \delta_{t,s} \quad \Lambda \text{ block diagonal} \quad (12.53) \]
\[ H^{-1}(q^{-1}; \theta) \text{ is asymptotically stable} \]
$H(0, \theta) = \begin{pmatrix} I & 0 \\ H_0 & I \end{pmatrix}$ for some matrix $H_0$

These requirements give a unique innovation representation. The system is then feedback-free if and only if the 21-block of $\bar{H}(q^{-1}; \theta)$ is zero. This can be demonstrated as follows. From the calculations in (A10.1.1).

$$H(q^{-1}; \theta) = \begin{pmatrix} (I + GF)^{-1}H & G(I + FG)^{-1}K \\ -F(I + GF)^{-1}H & (I + FG)^{-1}K \end{pmatrix}$$

$$\Lambda = \begin{pmatrix} \Lambda_e & 0 \\ 0 & \Lambda_w \end{pmatrix}$$

(12.54)

Clearly

$$(\bar{H})_{21} = 0 \iff F = 0$$

To apply this approach it is sufficient to estimate the spectral density of $z(t)$ with some parametric method and then form the innovation filter $\bar{H}(q^{-1}; \theta)$ based on the parametrization used. By using hypothesis testing as described in Chapter 11 it can then be tested whether $(\bar{H})_{21}$ is zero.

### 12.11 Software aspects

When performing identification it is very important to have good software. It is convenient to use an interactive program package. This form of software is in most respects superior to a set of subroutines, for which the user has to provide a main program. There are several good packages developed throughout the world; see Jamshidi and Herget (1985) for a recent survey. Several examples in Chapters 2, 3, 11 and 12 of this book have been obtained using the package IDPAC, developed at Department of Automatic Control, Lund Institute of Technology, Sweden.

The main characteristics of a good program package for system identification include the following:

- It should be possible to run in a command-driven way. For the inexperienced user it is useful if a menu is also available. Such a menu should not impose constraints on what alternative the user can choose. The user interface (that is the syntax of the commands) is of great importance. In recent years several popular packages for control applications have emerged. These packages are often constructed as extensions of MATLAB, thus keeping MATLAB's dialog form for the user. See Ljung (1986), and Jamshidi and Herget (1985) for examples of such packages.
- The package should have flexible commands for plotting and graphical representation.
- The package should have a number of commands for data handling. Such commands include loading and reading data from mass storage, removal of trends, prefiltering of data, copying data files, plotting data, picking out data from a file, adjusting single erroneous data, etc.
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- The package should have some commands for performing nonparametric identification (for example spectral analysis and correlation analysis).
- The package should have some commands for performing parametric identification (for example the prediction error method and the instrumental variable method) linked to various model structures.
- The package should have some commands for model validation (for example some tests on residual correlations).
- The package should have some commands for handling of models. This includes simulation as well as transforming a model from one representation to another (for example transformation between transfer function, state space form, and frequency function).

12.12 Concluding remarks

We have now come to the end of the main text. We have developed a theory for identification of linear systems and presented several important and useful results. We have also shown how a number of practical issues can be tackled with the help of the theory. We believe that system identification is still an art to some extent. The experience and skill of the user are important for getting good results. It has been our aim to set a theoretical foundation which, together with a good software package, could be most useful for carrying out system identification in practice.

There are several issues in system identification that are not completely clarified, and areas where more experience should be sought. These include the following:

- Application of system identification techniques to signal processing, fault detection and pattern recognition.
- Identification (or tracking) of time-varying systems, which was touched on in Section 9.3.
- Efficient use of a priori information. This is seldom used when black box models like (6.14) are employed.
- Identification of nonlinear and distributed parameter systems.
- Simplified, robust and more efficient numerical algorithms for parameter and structure estimation.

We have in this text tried to share with the readers much of our own knowledge and experience of how to apply system identification to practical problems. We would welcome and expect that the reader will broaden this experience both by using system identification in his or her own field of interest and by new research efforts.

Problems

Problem 12.1 Step response of a simple sampled-data system

Determine a formula for the step response of (12.1) (omitting e(t)). Compare the result with (12.5) at the sampling points.
Problem 12.2 Optimal loss function
Prove equation (12.47).

Problem 12.3 Least squares estimation with nonzero mean data
Consider the following system:
\[ \ddot{y}(t) + a_0 \ddot{y}(t - 1) = b_0 \ddot{u}(t - 1) + e(t) \]
\[ y(t) = \dot{y}(t) + m_y \]
\[ u(t) = \dot{u}(t) + m_u \]
where \( \ddot{u}(t) \) and \( e(t) \) are mutually uncorrelated white noise sequences with zero means and variances \( \sigma^2 \) and \( \lambda^2 \), respectively.
The system is to be identified with the least squares method.
(a) Determine the asymptotic LS estimates of \( a \) and \( b \) in the model structure
\( \mathcal{M}_1: y(t) + ay(t - 1) = bu(t - 1) + \varepsilon(t) \)
Show that consistent estimates are obtained if and only if \( m_y \) and \( m_u \) satisfy a certain condition. Give an interpretation of this condition.
(b) Suppose that the LS method is applied to the model structure
\( \mathcal{M}_2: y(t) + ay(t - 1) = bu(t - 1) + c + \varepsilon(t) \)
Determine the asymptotic values of the estimates \( \hat{a} \), \( \hat{b} \) and \( \hat{c} \). Discuss the practical consequences of the result.

Problem 12.4 Comparison of approaches for treating nonzero mean data
Consider the system
\[ \ddot{y}(t) + a\ddot{y}(t - 1) = bu(t - 1) + e(t) \]
\[ y(t) = \dot{y}(t) + m \]
where \( u(t) \) and \( e(t) \) are mutually independent white noise sequences of zero means and variances \( \sigma^2 \) and \( \lambda^2 \), respectively.
(a) Assume that the system is identified with the least squares method using the model structure
\[ y(t) + ay(t - 1) = bu(t - 1) + \mu + e(t) \]
Find the asymptotic covariance matrix of the parameter estimates.
(b) Assume that the estimated output mean
\[ \hat{y} = \frac{1}{N} \sum_{i=1}^{N} y(t) \]
is computed and subtracted from the output. Then the least squares method is applied to the model structure
\[ (y(t) - \hat{y}) + a(y(t - 1) - \hat{y}) = bu(t - 1) + e(t) \]
Find the asymptotic covariance matrix of the parameter estimates.
Hint. First note that \( \hat{y} - m = O(1/\sqrt{N}) \) as \( N \to \infty \).

(c) Assume that the least squares method is used in the model structure

\[
\Delta y(t) + a\Delta y(t - 1) = b\Delta u(t - 1) + \varepsilon(t)
\]

Derive the asymptotic parameter estimates and show that they are biased.

(d) Assume that an instrumental variable method is applied to the model structure

\[
\Delta y(t) + a\Delta y(t - 1) = b\Delta u(t - 1) + v(t)
\]

using the instruments

\[
z(t) = (u(t - 1) \quad u(t - 2))^T
\]

Show that the parameter estimates are consistent and find their asymptotic covariance matrix. (Note the correlation function of the noise \( v(t) \).)

(e) Compare the covariance matrices found in parts (a), (b) and (d).

**Problem 12.5 Linear regression with nonzero mean data**

Consider the ‘regression’ model

\[
y(t) = q^T(t)\theta + \alpha + \varepsilon(t) \quad t = 1, 2, \ldots
\]

where \( y(t) \) and \( q(t) \) are given for \( t = 1, 2, \ldots, N \), and where the unknown parameters \( \theta \) and \( \alpha \) are to be estimated. The scalar-valued parameter \( \alpha \) was introduced in (i) to cover the possible case of nonzero mean residuals (see, for example Problem 12.3). Let

\[
\bar{y} = \frac{1}{N} \sum_{t=1}^{N} y(t) \quad \bar{q} = \frac{1}{N} \sum_{t=1}^{N} q(t)
\]

\[
\tilde{y}(t) = y(t) - \bar{y} \quad \tilde{q}(t) = q(t) - \bar{q}
\]

\[
R = \frac{1}{N} \sum_{t=1}^{N} \tilde{q}(t)\tilde{q}^T(t) \quad r = \frac{1}{N} \sum_{t=1}^{N} \tilde{q}(t)\tilde{y}(t)
\]

and

\[
\hat{\theta} = R^{-1}r \quad \hat{\alpha} = \bar{y} - \bar{q}^T\hat{\theta}
\]

Show that the LS estimates of \( \theta \) and \( \alpha \) in (i) are given by \( \hat{\theta} \) and \( \hat{\alpha} \) above. Comment on this result.

**Problem 12.6 Neglecting transients**

Consider the autoregression:

\[
(1 - aq^{-1})y(t) = e(t)
\]

where \(|a| < 1\) and \( \{e(t)\} \) is white noise of zero mean and variance \( \lambda^2 \) and the two following representations of \( y(t) \):

\[
y^{(1)}(t) = \sum_{i=0}^{\infty} a^i e(t - i)
\]
and
\[ x(t + 1) = ax(t) + e(t + 1) \quad t \geq 0 \]
\[ y^{(2)}(t) = x(t) \]
\(x(0)\) being a random variable of finite variance and which is uncorrelated with \(e(t)\).

Show that the difference \(y^{(1)}(t) - y^{(2)}(t)\) has a variance that decays exponentially to zero as \(t\) tends to infinity.

**Problem 12.7** Accuracy of PEM and hypothesis testing for an ARMA(1, 1) process

Consider the ARMA model
\[ y(t) + ay(t - 1) = e(t) + ce(t - 1) \]
where \(a\) and \(c\) have been estimated with a PEM applied to a time series \(y(t)\). Assume that the data is an ARMA(1, 1) process
\[ y(t) + a_0y(t - 1) = e(t) + c_0e(t - 1) \]
\[ |a_0| < 1, \ |c_0| < 1, \ Ee(t)e(s) = \lambda^2\delta_{t,s} \]

(a) What is the (asymptotic) variance of \(\hat{a} - \hat{c}\)? Use the answer to derive a test for the hypothesis \(a_0 = c_0\).
(b) Suggest some alternative ways to test the hypothesis \(a_0 = c_0\).
   *Hint.* Observe that for \(a_0 = c_0\), \(y(t)\) is a white process.
(c) Suppose \(a_0 = -0.707\), \(c_0 = 0\). How many data points are needed to make the standard deviation of \(\hat{a}\) equal to 0.01?

**Problem 12.8** A weighted recursive least squares method

Prove the results (12.50c, d).

**Problem 12.9** The controller form state space realization of an ARMAX system

Verify that (12.41) is a state space realization of the ARMAX equation (12.36).
   *Hint.* Use the following readily verified identity:
\[ (1 \ 0 \ldots 0)(qI - \epsilon)^{-1} = (q^{-1} \ldots q^{-n})C(q^{-1}) \]
where \(\epsilon\) is the companion transition matrix occurring in (12.41).

**Problem 12.10** Gradient of the loss function with respect to initial values

Consider the approach (12.41), (12.42) for computing the prediction errors. Derive the derivative of the loss function
\[ V(\theta') = \sum_{t=1}^{N} e^2(t, \theta') \]
with respect to the initial value \(x(1)\).

**Problem 12.11** Estimates of initial values are not consistent

Consider a first-order MA process
\[ y(t) = e(t) + ce(t - 1) \quad |c| < 1, \ e(t) \text{ white noise} \]

Assume that \( c \) is known and the prediction errors are determined as in (12.41):
\[ x(t + 1) = -cx(t) - cy(t) \quad \epsilon(t) = x(t) + y(t) \quad t = 1, 2, \ldots, N \]

Let the initial value \( x(1) \) be determined as the minimizing element of the loss function
\[ V = \sum_{t=1}^{N} \epsilon^2(t) \]

(a) Determine the estimate \( \hat{x}(1) \) as a function of the data \( \{y(t)\}_{t=1}^{N} \) and \( c \).

(b) \( \hat{x}(1) \) is an estimate of \( e(1) - y(1) = -ce(0) \). Evaluate the mean square error
\[ W = E[\hat{x}(1) + ce(0)]^2 \]

... and show that \( W \) does not tend to zero as \( N \) tends to infinity. Hence \( \hat{x}(1) \) is not a consistent estimate of the initial value.

**Problem 12.12 Choice of the input signal for accurate estimation of static gain**

Consider the system
\[ y(t) + a_0 y(t - 1) = b_0 u(t - 1) + e(t) \quad Ee(t)e(s) = \lambda^2 \delta_{t,s} \]

identified with the LS method in the model structure
\[ \mathcal{M}: y(t) + \hat{a} y(t - 1) = \hat{b} u(t - 1) + \epsilon(t) \]

The static gain \( S = b_0/(1 + a_0) \) can be estimated as
\[ \hat{S} = \frac{\hat{b}}{1 + \hat{a}} \]

Compute the variance of \( \hat{S} \) for the following two experimental conditions:

1. \( \mathcal{X}_1: u(t) \text{ zero mean white noise of variance } \sigma^2 \)
2. \( \mathcal{X}_2: u(t) \text{ a step of size } \sigma \)

(Note that in both cases \( E u^2(t) = \sigma^2 \).) Which case will give the smallest variance?

Evaluate the variances numerically for
\[ a_0 = -0.9, \ b_0 = 1, \ \lambda = 1, \ \sigma = 1 \]

**Hint.** The variance of \( \hat{S} \) can be (approximately) evaluated, observing that
\[ \hat{S} - S = \frac{\hat{b}}{1 + \hat{a}} - \frac{b_0}{1 + a_0} = \frac{\hat{b}(1 + a_0) - (1 + \hat{a})b_0}{(1 + \hat{a})(1 + a_0)} \approx \frac{-b_0(\hat{a} - a_0) + (\hat{b} - b_0)(1 + a_0)}{(1 + \hat{a})(1 + a_0)} \approx \frac{-b_0(\hat{a} - a_0)b_0 + (\hat{b} - b_0)(1 + a_0)}{(1 + a_0)^2} \]

which expresses \( \hat{S} - S \) as a linear combination of \( \hat{\theta} - \theta_0 \). Then the variance of \( \hat{S} \) can be easily found from the covariance matrix of \( \hat{\theta} \).
Remark. This problem is related to Example 12.1.

**Problem 12.13** Variance of an integrated process

(a) Consider the process \( y(t) \) defined by

\[
y(t) = \frac{1}{1 - q^{-1}} e(t)
\]

\[
y(0) = 0
\]

where \( e(t) \) is white noise with zero mean and unit variance. Show that

\[
\text{var}(y(t)) = t
\]

(b) Consider the process \( y(t) \) defined by

\[
y(t) = \frac{1}{(1 - q^{-1})(1 + a q^{-1})} e(t) \quad |a| < 1
\]

\[
y(0) = y(-1) = 0
\]

where \( e(t) \) is white noise with zero mean and unit variance. Show that the variance of \( y(t) \) for large \( t \) is given by

\[
\text{var}(y(t)) = \frac{t}{(1 + a)^2}
\]

*Hint.* First show that \( y(t) = \sum_{k=0}^{t-1} h_k e(t - k) \) where

\[
h_k = \frac{1 - (-a)^{k+1}}{1 + a}
\]

**Problem 12.14** An example of optimal choice of the sampling interval

Consider the following simple stochastic differential equation:

\[
dx = -\alpha xd t + dw \quad (\alpha > 0)
\]

which is a special case of (6.37), (6.38). In (i), \( w \) is a Wiener process with incremental variance \( Edw^2 = r dt \), and \( \alpha \) is the unknown parameter to be estimated. Let \( x \) be observed at equidistant sampling points. The discrete-time observations of \( x \) satisfy the following difference equation (see (6.39)):

\[
x(t + 1) = ax(t) + e(t) \quad t = 1, 2, \ldots
\]

where

\[
a = e^{-\alpha h}
\]

\[
Ee(t)e(s) = \sigma^2 \delta_{t,s}
\]

\[
\sigma^2 = r \int_0^h e^{-2\alpha s} ds = \frac{r}{2\alpha} [1 - e^{-2\alpha h}]
\]
and where $h$ denotes the sampling interval. Note that to simplify the notation of (ii) $h$ is taken as the time unit.

The parameter $a$ of (ii) is estimated by the LS method. From the estimate $\hat{a}$ of $a$ one can estimate $\alpha$ as

$$\hat{\alpha} = -\frac{1}{h} \log(\hat{a})$$

Determine the (asymptotic) variance of $\hat{\alpha}$ and discuss its dependence on $h$ in the following two cases:

(a) $N$ observations of $x(t)$ are processed ($N \gg 0$).  
(b) The observations in a given interval $T$ are processed ($T/h \gg 0$).

Show that in case (a) there exists an optimal choice of $h$, say $h_0$, and that $\text{var}(\hat{\alpha})$ increases rapidly for $h < h_0$ and (much) more slowly for $h > h_0$. In case (b) show that $\text{var}(\hat{\alpha})$ increases monotonically with increasing $h$. Give an intuitive explanation of these facts.

*Remark.* See Åström (1969) for a further discussion of the choice of sampling interval.

**Problem 12.15** *Effects on parameter estimates of input variations during the sampling interval*

Consider a first-order continuous time system given by

$$\frac{dy}{dt} + \alpha y = \beta u \quad (\alpha > 0)$$  \hspace{1cm} (i)

Assume that the input is a continuous time stationary stochastic process given by

$$\frac{du}{dt} + \gamma u = e \quad (\gamma > 0)$$  \hspace{1cm} (ii)

where $e(t)$ is white noise with covariance function $\delta(t)$.

(a) Sample the system (i) as if the input were constant over the sampling intervals. Show that the sampled system has the form

$$y(t) + \alpha y(t-h) = b u(t-h) \quad t = h, 2h, \ldots$$

where $h$ is the sampling interval.

(b) Assume that the least squares method is used to identify the system (i) with the input (ii) in the model structure

$$y(t) + \alpha y(t-h) = b u(t-h) + \varepsilon(t)$$

Derive the asymptotic estimates of $a$ and $b$ and compare with the parameters of the model in (a). How will the parameter $\gamma$ influence the result? 

*Hint.* The system (i), (ii) can be written as

$$\dot{x} = Fx + v$$

where
\[ x(t) = \begin{pmatrix} y(t) \\ u(t) \end{pmatrix} \quad F = \begin{pmatrix} -\alpha & \beta \\ 0 & -\gamma \end{pmatrix} \quad v = \begin{pmatrix} 0 \\ e \end{pmatrix} \]

Since \( v(t) \) is white noise, the covariance function of the state vector for \( \tau \geq 0 \) is given by

\[ Ex(t + \tau)x^T(t) = e^{\tau \xi}P \]

where \( P = Ex(t)x^T(t) \) see, for example, Åström (1970).

\[ \text{Bibliographical notes} \]

Some papers dealing in general terms with practical aspects of system identification are Åström (1980), Isermann (1980) and Bohlin (1987). Both the role of prefiltering the data prior to parameter estimation and the approximation induced by using a model structure not covering the true system can be analyzed in the frequency domain; see Ljung (1985a), Wahlberg and Ljung (1986), Wahlberg (1987).

(Section 12.2) Optimal experimental conditions have been studied in depth by Mehra (1974, 1976), Goodwin and Payne (1977), Zarrop (1979a, b). Some aspects on the choice of sampling interval have been discussed by Sinha and Puthenpur (1985).
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(Section 12.10) The problem of testing time invariance can be viewed as a form of fault detection (test for a change of the system dynamics). See Willsky (1976) and Basseville and Benveniste (1986) for some surveys of this field. The problem of testing for the existence of feedback has been treated by, e.g., Bohlin (1971), Caines and Chan (1975, 1976).
(Section 12.11) The program package IDPAC is described in Wieslander (1976). Some further aspects and other packages have been discussed by Åström (1983a), van den Boom and Bollen (1984), Furuta et al. (1981), Schmid and Unbehauen (1979), Tyssø (1982), Young (1982).


Appendix A

SOME MATRIX RESULTS

This appendix presents several matrix results which are used at various places in the book.

A.1 Partitioned matrices

The first result is the matrix inversion lemma, which naturally fits into the context of partitioned matrices (cf the remark to Lemma A.2 below)

Lemma A.1
Provided the inverses below exist,

\[
[A + BCD]^{-1} = A^{-1} - A^{-1}B[C^{-1} + DA^{-1}B]^{-1}DA^{-1}
\]

\[\text{(A.1)}\]

Proof. The statement is verified by direct multiplication.

\[
[A + BCD](A^{-1} - A^{-1}B[C^{-1} + DA^{-1}B]^{-1}DA^{-1}) = I + BCDA^{-1} - [B + BCDA^{-1}B][C^{-1} + DA^{-1}B]^{-1}DA^{-1} = I + BCDA^{-1} - BC[C^{-1} + DA^{-1}B][C^{-1} + DA^{-1}B]^{-1}DA^{-1} = I
\]

which proves (A.1).

For some remarks on the historical background of this result, see Kailath (1980).

The matrix inversion lemma is closely related to the following result on the inverse of partitioned matrices.

Lemma A.2
Consider the matrix

\[
S = \begin{pmatrix} A & B \\ D & C \end{pmatrix}
\]

\[\text{(A.2)}\]

where A and C are square matrices. Assume that A and C − DA⁻¹B are nonsingular. Then
Some matrix results

Appendix A

\[
S^{-1} = \begin{pmatrix} A^{-1} & 0 \\ 0 & 0 \end{pmatrix} + \begin{pmatrix} -A^{-1}B \\ I \end{pmatrix}(C - DA^{-1}B)^{-1}(-DA^{-1}I) \tag{A.3}
\]

**Proof.** Direct multiplication gives

\[
\begin{pmatrix} A & B \\ D & C \end{pmatrix} \begin{pmatrix} A^{-1} & 0 \\ 0 & 0 \end{pmatrix} + \begin{pmatrix} -A^{-1}B \\ 0 \end{pmatrix}(C - DA^{-1}B)^{-1}(-DA^{-1}I)
\]

\[
= \begin{pmatrix} I & 0 \\ DA^{-1} & 0 \end{pmatrix} + \begin{pmatrix} 0 \\ I \end{pmatrix}(C - DA^{-1}B)^{-1}(-DA^{-1}I)
\]

\[
= \begin{pmatrix} I & 0 \\ DA^{-1} & 0 \end{pmatrix} + \begin{pmatrix} 0 \\ I \end{pmatrix}(-DA^{-1}I) = \begin{pmatrix} I & 0 \\ 0 & I \end{pmatrix}
\]

which proves (A.3). 

**Remark.** In a similar fashion one can prove that

\[
S^{-1} = \begin{pmatrix} 0 & 0 \\ 0 & C^{-1} \end{pmatrix} + \begin{pmatrix} I \\ -C^{-1}D \end{pmatrix}(A - BC^{-1}D)^{-1}(I \ -BC^{-1}) \tag{A.4}
\]

Comparing the upper left blocks of (A.4) and (A.3),

\[
(A - BC^{-1}D)^{-1} = A^{-1} + A^{-1}B(C - DA^{-1}B)^{-1}DA^{-1} \tag{A.5}
\]

which is just a reformulation of (A.1).

The next result concerns the rank and positive (semi) definiteness of certain symmetric matrices.

**Lemma A.3**

Consider the symmetric matrix

\[
S = \begin{pmatrix} A & B \\ B^T & C \end{pmatrix} \tag{A.6}
\]

where \(A\) ((\(n|n\)-dimensional)) and \(C\) ((\(m|m\)-dimensional)) are positive definite.

(i) The following properties are equivalent:

- \(S\) is positive definite (positive semidefinite).
- \(A - BC^{-1}B^T\) is positive definite (positive semidefinite).
- \(C - B^TA^{-1}B\) is positive definite (positive semidefinite).

(ii) Assume that \(S\) is nonnegative definite. Then

\[
\text{rank } S = m + \text{rank}(A - BC^{-1}B^T) = n + \text{rank}(C - B^TA^{-1}B) \tag{A.7}
\]

**Proof.** To prove part (i) consider the quadratic form

\[
(x_1^T \ x_2^T)S\begin{pmatrix} x_1 \\ x_2 \end{pmatrix}
\]
where $x_1$ is $(n|1)$ and $x_2$ is $(m|1)$. If $S$ is positive definite this form is strictly positive for all $(x_1^T \ x_2^T) \neq 0$. If $S$ is positive semidefinite the quadratic form is positive ($\geq 0$) for all $(x_1^T \ x_2^T)$. Set

$$y = x_2 + C^{-1}B^Tx_1$$

and note that

$$(x_1^T \ x_2^T)S\begin{pmatrix} x_1 \\ x_2 \end{pmatrix} = x_1^TAx_1 + x_1^TBx_2 + x_2^TB^Tx_1 + x_2^TCx_2$$

$$= x_1^TAx_1 + x_1^TB(y - C^{-1}B^Tx_1) + (y - C^{-1}B^Tx_1)^TB^Tx_1$$

$$+ (y - C^{-1}B^Tx_1)^TC(y - C^{-1}B^Tx_1)$$

$$= x_1^T(A - BC^{-1}B^T)x_1 + y^TCy$$

Since $C$ is positive definite by assumption and since for any $x_1$ one can choose $x_2$ such that $y = 0$, it follows easily that $S$ is positive definite (positive semidefinite) if and only if $(A - BC^{-1}B^T)$ has the same property. In a similar fashion it can be shown that $S$ is positive definite if and only if $C - B^TA^{-1}B$ is positive definite (set $z = x_1 + A^{-1}Bx_2$, etc.).

To prove part (ii) consider the equation

$$(x_1^T \ x_2^T)S\begin{pmatrix} x_1 \\ x_2 \end{pmatrix} = 0$$

Thus the solutions to the original equation span a subspace of dimension $n - \text{rank}(A - BC^{-1}B^T)$. Equating the two expressions for the dimension of the subspace describing the solution gives

$$x_1^T(A - BC^{-1}B^T)x_1 = 0, \quad y = 0$$

Thus the solutions to the original equation span a subspace of dimension $n$-rank $(A - BC^{-1}B^T)$. Equating the two expressions for the dimension of the subspace describing the solution gives

$$n + m - \text{rank} S = n - \text{rank}(A - BC^{-1}B^T)$$

which trivially reduces to the first equality in (A.7). The second equality is proved in a similar fashion.

**Corollary.** Let $A$ and $B$ be two positive definite matrices and assume $A \succeq B$

Then

$$A^{-1} \preceq B^{-1}$$

**Proof.** Set

$$S = \begin{pmatrix} A & I \\ I & B^{-1} \end{pmatrix}$$
According to the lemma
\[ S \geq 0 \iff A - (B^{-1})^{-1} \geq 0 \iff B^{-1} - A^{-1} \geq 0 \]
which proves the result. ■

The following lemma deals with relations between some covariance matrices. It will be proved using partitioned matrices.

**Lemma A.4**
Let \( z_1(t) \) and \( z_2(t) \) be two matrix-valued stationary stochastic processes having the same dimension. Assume that the matrices \( E z_i(t) z_i^T(t) \), \( i, j = 1, 2 \), are nonsingular. Then
\[
[E z_2(t) z_2^T(t)]^{-1}[E z_2(t) z_2^T(t)][E z_1(t) z_2^T(t)]^{-1} \geq [E z_1(t) z_1^T(t)]^{-1}
\] (A.8)
where equality holds if and only if
\[ z_1(t) = M z_2(t) \text{ with probability 1} \] (A.9)
\( M \) being a constant and nonsingular matrix.

**Proof.** Clearly,
\[
E \begin{pmatrix} z_1(t) \\ z_2(t) \end{pmatrix} \begin{pmatrix} z_1^T(t) \\ z_2^T(t) \end{pmatrix} \triangleq \begin{pmatrix} Z_{11} & Z_{12} \\ Z_{12}^T & Z_{22} \end{pmatrix} \geq 0
\]
which gives (see Lemma A.3)
\[ Z_{11} - Z_{12} Z_{22}^{-1} Z_{12}^{T} \geq 0 \]
and therefore (see Corollary of Lemma A.3),
\[ (Z_{12}^{T})^{-1} Z_{22} Z_{12}^{-1} \geq Z_{11}^{-1} \]
since the inverses are assumed to exist. Thus (A.8) is proved.

It is trivial to see that (A.9) implies equality in (A.8). Consider now the converse situation, i.e., assume that equality is valid in (A.8). Then
\[ Z_{11} - Z_{12} Z_{22}^{-1} Z_{12}^{T} = 0 \]
Set \( M = Z_{12} Z_{22}^{-1} \) and note that
\[
E[z_1(t) - M z_2(t)] [z_1(t) - M z_2(t)]^T
= Z_{11} - M Z_{12}^T - Z_{12} M^T + M Z_{22} M^T
= Z_{12} Z_{22}^{-1} Z_{12}^T - Z_{12} Z_{22}^{-1} Z_{12}^T - Z_{12} Z_{22}^{-1} Z_{12}^T - Z_{12} Z_{22}^{-1} Z_{12}^T = 0
\]
which proves (A.9). ■

The following result concerns determinants of partitioned matrices.

**Lemma A.5**
Consider the matrix
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Partitioned matrices

\[ P = \begin{pmatrix} A & B \\ C & D \end{pmatrix} \]

where \( A \) and \( D \) are square matrices. Assuming the inverses occurring below exist,

\[
\det P = \det A \det(D - CA^{-1}B) = \det D \det(A - BD^{-1}C)
\]

(A.10)

**Proof.** A proof will be given of the first equality only, since the second one can be shown similarly. Assume that \( A \) is nonsingular. Then

\[
\det P = \det \begin{pmatrix} I & -A^{-1}B \\ 0 & I \end{pmatrix}
\]

\[
= \det \begin{pmatrix} A & 0 \\ C & D - CA^{-1}B \end{pmatrix} = \det A \det(D - CA^{-1}B)
\]

Corollary 1. Let \( A \) be an \((n \mid m)\)-dimensional and \( B \) an \((m \mid n)\)-dimensional matrix. Then

\[ \det(I_n + AB) = \det(I_m + BA) \]

(A.11)

**Proof.** Set

\[ S = \begin{pmatrix} I_n & A \\ -B & I_m \end{pmatrix} \]

Then from the lemma

\[ \det S = \det(I_m + BA) = \det(I_n + AB) \]

which proves (A.11).

Corollary 2. Let \( P \) be a symmetric \((n \mid n)\) matrix and let \( P_i \) denote its upper left \((i \mid i)\) block. Then the following properties are equivalent:

(i) \( P \) is positive definite
(ii) \( \det P_i > 0 \quad i = 1, \ldots, n \)

**Proof.** First consider the implication (i) \(\Rightarrow\) (ii). Clearly \( P > 0 \Rightarrow x^TPx > 0 \) all \( x \neq 0 \). By specializing to \( x \)-vectors where all but the first \( i \) components are zero it follows that \( P_i > 0 \). This implies that all eigenvalues, say \( \lambda_j(P_i) \), of \( P_i \) are strictly positive. Hence

\[ \det P_i = \prod_{j=1}^{i} \{\lambda_j(P_i)\} > 0 \quad i = 1, \ldots, n \]

Next consider the implication (ii) \(\Rightarrow\) (i). Clearly \( P_1 = \det P_1 > 0 \). The result will follow if it can be shown that

\[ P_k > 0, \ det P_{k+1} > 0 \Rightarrow P_{k+1} > 0 \]

However, the matrix \( P_{k+1} \) has the following structure:
\[ P_{k+1} = \begin{pmatrix} P_k & b \\ b^T & c \end{pmatrix} \]

Thus from the lemma

\[ 0 < \det P_{k+1} = \det P_k \det (c - b^TP_k^{-1}b) \]
\[ = (\det P_k)(c - b^TP_k^{-1}b) \]

Hence \( c - b^TP_k^{-1}b > 0 \). Then it follows from Lemma A.3 that \( P_{k+1} > 0 \), which completes the proof. \( \blacksquare \)

The final lemma in this section is a result on Cholesky factors of banded block matrices.

**Lemma A.6**
Let \( P \) be a symmetric, banded, positive definite matrix

\[
P = \begin{pmatrix}
R_1 & S_1 & & & \\
S_1^T & R_2 & S_2 & & \\
& S_2^T & R_3 & & \\
& & \ddots & \ddots & \\
& & & S_{m-1} & 0 \\
& & & & S_{m-1}^T & R_m
\end{pmatrix}
\]  
(A.12)

where all \( S_i \) are lower triangular matrices. Then there is a banded Cholesky factor, i.e. a matrix \( L \) of the form

\[
L = \begin{pmatrix}
L_1 & & & & 0 \\
Q_1 & L_2 & & & \\
& Q_2 & L_3 & & \\
& & \ddots & \ddots & \\
& & & Q_{m-1} & L_m
\end{pmatrix}
\]  
(A.13)

with all \( L_i \) lower triangular and nonsingular and all \( Q_i \) upper triangular matrices, and where \( L \) obeys

\[
P = LL^T
\]  
(A.14)

**Proof.** First block-diagonalize \( P \) as follows. Let \( \Delta_1 = R_1 \). Clearly \( \Delta_1 > 0 \). Next set

\[
M_1 = \begin{pmatrix}
I & & & 0 \\
-S_1^T \Delta_1^{-1} & I & & \\
0 & \ddots & \ddots & \\
0 & & & I
\end{pmatrix}
\]

Then some easy calculations show
\[
M_1 P M_1^T = \begin{pmatrix}
\Delta_1 & 0 & \cdots & 0 \\
0 & \Delta_2 & S_2 & 0 \\
\vdots & S_2^T & R_3 & \ddots \\
0 & \cdots & S_{m-1}^T & R_m
\end{pmatrix}
\]
where
\[
\Delta_2 = R_2 - S_1^T \Delta_1^{-1} S_1
\]
Since \(P > 0\) it holds that \(\Delta_2 > 0\). Proceeding in this way for \(k = 1, \ldots, m - 1\) with
\[
M_k = \begin{pmatrix}
I & & & \\
& \ddots & 0 & \\
& & I & \\
& & S_k^T \Delta_k^{-1} I & \\
0 & \cdots & & I
\end{pmatrix} \quad \text{(block row } k + 1)\]
\[
\Delta_{k+1} = R_{k+1} - S_k^T \Delta_k^{-1} S_k
\]
one gets
\[
M_{m-1} M_{m-2} \cdots M_1 P M_1^T \cdots M_{m-1}^T = \begin{pmatrix}
\Delta_1 & 0 & \cdots \\
0 & \Delta_2 & \ddots \\
\vdots & \ddots & \ddots \\
0 & \cdots & \Delta_m
\end{pmatrix}
\]
By construction all the matrices \(\{\Delta_k\}\) are hence symmetric and positive definite.
Next the banded Cholesky factor will be constructed. First standard Cholesky factorization of \(\{\Delta_k\}\) is performed: Introduce lower triangular matrices \(\{L_k\}\) satisfying
\[
\Delta_k = L_k L_k^T \quad k = 1, \ldots, m
\]
Clearly all the \(\{L_k\}\) matrices are nonsingular by construction. Then take \(L\) as in (A.13) with
\[
Q_k = S_k^T L_k^{-T} \quad k = 1, \ldots, m - 1
\]
Since \(L_k, S_k\) and \(L_k^{-1}\) are lower triangular, it follows that \(Q_k\) are upper triangular. The matrix \(L\) so constructed is therefore a banded, lower triangular matrix. It remains to verify that \(L\) is a Cholesky factor, i.e. \(LL^T = P\). Evaluating the blocks of \(LL^T\) it is easily found that
\[
(LL^T)_{11} = L_1 L_1^T = \Delta_1 = P_{11}
\]
\[
(LL^T)_{ii} = Q_{i-1} Q_{i-1}^T + L_i L_i^T
\]
\[
= S_{i-1}^T L_{i-1}^{-1} L_{i-1}^{-1} S_{i-1} + L_i L_i^T
\]
\[
= S_{i-1}^T \Delta_{i-1}^{-1} S_{i-1} + \Delta_i = R_i = P_{ii} \quad i = 2, \ldots, m
\]
Some matrix results

\[(LL^T)_{i+1,i} = Q_i L_i^T = S_i^T L_i^T = S_i^T = P_{i+1,i} \quad i = 1, \ldots, m - 1\]

\[(LL^T)_{i+j,i} = 0 = P_{i+j,i} \quad j > 1 \quad i = 1, \ldots, m - j\]

Since \(LL^T\) is symmetric it follows that \(LL^T = P\). It can be noted that the matrix \(L\) can be written as

\[L = M_1^{-1} M_2^{-1} \ldots M_{m-1}^{-1} \begin{pmatrix} L_1 & 0 & & \\ & \ddots & & \\ & & \ddots & 0 \\ 0 & & & L_m \end{pmatrix}\]

A.2 The least squares solution to linear equations, pseudoinverses and the singular value decomposition

This section gives some results related to the least squares solutions of linear systems of equations. The following notation will be used throughout this section:

- \(A\) is an \((n|m)\)-dimensional matrix. It is associated with a linear transformation \(\mathbb{R}^m \rightarrow \mathbb{R}^n\).
- \(\mathcal{N}(A)\) is the nullspace of \(A\), \(\mathcal{N}(A) = \{x|Ax = 0\}\).
- \(\mathcal{R}(A)\) is the range of \(A\), \(\mathcal{R}(A) = \{b|Ax = b, x \in \mathbb{R}^m\}\).
- \(\mathcal{N}(A)\perp\) is the orthogonal complement to \(\mathcal{N}(A)\), i.e. \(\mathcal{N}(A)\perp = \{x|x^T x_0 = 0 \text{ for all } x_0 \in \mathcal{N}(A)\}\). The orthogonal complement \(\mathcal{R}(A)\perp\) is defined in an analogous way.

The Euclidean spaces \(\mathbb{R}^m\) and \(\mathbb{R}^n\) can be described as direct sums

\[\mathbb{R}^m = \mathcal{N}(A) \oplus \mathcal{N}(A)\perp\]

\[\mathbb{R}^n = \mathcal{R}(A) \oplus \mathcal{R}(A)\perp\quad (A.15)\]

As a consequence of the decomposition (A.15) the following conventions will be used:

- The (arbitrary) vector \(b\) in \(\mathbb{R}^n\) is uniquely decomposed as \(b = b_1 + b_2\), where \(b_1 \in \mathcal{R}(A), b_2 \in \mathcal{R}(A)\perp\)
- The (arbitrary) vector \(x\) in \(\mathbb{R}^m\) is uniquely decomposed as \(x = x_1 + x_2\), where \(x_1 \in \mathcal{N}(A), x_2 \in \mathcal{N}(A)\perp\)

As an illustration let \(e_1, \ldots, e_k\) be a basis for \(\mathcal{R}(A)\) and \(e_{k+1}, \ldots, e_n\) a basis for \(\mathcal{R}(A)\perp\). Then \(e_1, \ldots, e_n\) is a basis for \(\mathbb{R}^n\). Expressing an arbitrary vector \(b\) in this basis will give a unique component, called \(b_1\), in \(\mathcal{R}(A)\) while \(b - b_1 \in \mathcal{R}(A)\perp\). The above conventions are illustrated in the following example.

Example A.1 Decomposition of vectors

Let

\[A = \begin{pmatrix} 1 & 1 \\ 2 & 2 \end{pmatrix} \quad x = \begin{pmatrix} 1 \\ 0 \end{pmatrix} \quad b = \begin{pmatrix} 1 \\ 1 \end{pmatrix}\]
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In this case the matrix $A$ is singular and has rank 1. Its nullspace, $\mathcal{N}(A)$, is spanned by the vector $(1 \quad -1)^T$ while the orthogonal complement is spanned by $(1 \quad 1)^T$. Examine now how the above vector $x$ can be written as a linear combination of these two vectors:

$$
\begin{pmatrix}
1 \\
0
\end{pmatrix}
= \alpha_1 \begin{pmatrix}
1 \\
-1
\end{pmatrix} + \alpha_2 \begin{pmatrix}
1 \\
1
\end{pmatrix}
$$

which gives $\alpha_1 = \alpha_2 = 0.5$. Hence

$$
x_1 = \alpha_1 \begin{pmatrix}
1 \\
-1
\end{pmatrix} = \begin{pmatrix}
0.5 \\
-0.5
\end{pmatrix}, \quad x_2 = \alpha_2 \begin{pmatrix}
1 \\
1
\end{pmatrix} = \begin{pmatrix}
0.5 \\
0.5
\end{pmatrix}
$$

In a similar way it is found that the range $\mathcal{R}(A)$ is spanned by the vector $(1 \quad 2)^T$ and its orthogonal complement, $\mathcal{R}(A)^\perp$, by the vector $(2 \quad -1)^T$. To decompose the given vector $b$, examine

$$
\begin{pmatrix}
1 \\
1
\end{pmatrix} = \beta_1 \begin{pmatrix}
1 \\
2
\end{pmatrix} + \beta_2 \begin{pmatrix}
2 \\
-1
\end{pmatrix}
$$

which gives $\beta_1 = 0.6$, $\beta_2 = 0.2$. Hence

$$
b_1 = \beta_1 \begin{pmatrix}
1 \\
2
\end{pmatrix} = \begin{pmatrix}
0.6 \\
1.2
\end{pmatrix}, \quad b_2 = \beta_2 \begin{pmatrix}
2 \\
-1
\end{pmatrix} = \begin{pmatrix}
0.4 \\
-0.2
\end{pmatrix}
$$

Some useful results can now be stated.

Lemma A.7

The orthogonal complements satisfy

$$
\mathcal{N}(A)^\perp = \mathcal{R}(A^T) \\
\mathcal{R}(A)^\perp = \mathcal{N}(A^T)
$$

(A.16)

Proof. Since $(\mathcal{N}^\perp)^\perp = \mathcal{N}$ for an arbitrary space $\mathcal{N}$, it is sufficient to prove the last relation. This follows from the following series of equivalences:

$$
x \in \mathcal{R}(A)^\perp \iff x^Tz = 0, \quad \forall z \in \mathcal{R}(A) \\
\iff x^Tz = 0, \quad z = Ay, \forall y \in \mathcal{R}^m \\
\iff x^TAy = 0, \quad \forall y \in \mathcal{R}^m \\
\iff y^TA^Tx = 0, \quad \forall y \in \mathcal{R}^m \\
\iff A^Tx = 0 \iff x \in \mathcal{N}(A^T)
$$

Lemma A.8

The restriction of the linear transformation $A: \mathcal{R}^m \rightarrow \mathcal{R}^n$ to $\mathcal{R}(A^T) \rightarrow \mathcal{R}(A)$ is unique and has an inverse.

Proof. Let $b_1$ be an arbitrary element of $\mathcal{R}(A)$. Then $b_1 = Ax$ some $x$. Decompose $x$ as $x = x_1 + x_2$. Since $x_1 \in \mathcal{N}(A)$ it follows that there is an $x_2 \in \mathcal{R}(A^T)$ such that $b_1 = Ax_2$. Assume further that there are two vectors $x_2'$ and $x_2''$ such that $b_1 = Ax_2' = Ax_2''$. However,
this gives $A(x_2' - x_2^*) = b_1 - b_1 = 0$ and hence $x_2' - x_2^* \in \mathcal{N}(A)$. But as $x_2', x_2^* \in \mathcal{N}(A)^\perp$ we conclude that $x_2' - x_2^* = 0$, i.e. $x_2' = x_2^*$. Hence there is a 1–1 correspondence between $\mathcal{R}(A)$ and $\mathcal{R}(A^\top)$, which proves the lemma.

\[
\text{Remark. It follows that the spaces } \mathcal{R}(A) \text{ and } \mathcal{R}(A^\top) \text{ have the same dimension. This dimension is equal to the rank of the matrix } A. \text{ In particular,}
\]

\[
\text{rank } A = n \iff \mathcal{N}(A^\top) = \{0\}
\]

\[
\text{rank } A = m \iff \mathcal{N}(A) = \{0\}
\]

Now consider the system of equations

\[
Ax = b \quad (A.17)
\]

\textbf{Lemma A.9}
Consider the system (A.17).

(i) It has a solution for every $b \iff \text{rank } A = n$
(ii) Solutions are unique $\iff \text{rank } A = m$

\textbf{Proof.} Using the notational setup (A.17) can be written as

\[
A(x_1 + x_2) = Ax_2 = b_1 + b_2
\]

Here $Ax_2$ and $b_1$ belong to $\mathcal{R}(A)$ while $b_2$ belongs to $\mathcal{N}(A^\top) = \mathcal{R}(A)^\perp$. Clearly solutions exist if and only if $b_2 = 0$. Hence it is required that $b \in \mathcal{R}(A)$. Since $b$ is arbitrary in $\mathbb{R}^n$, for a solution to exist we must have $\mathcal{R}(A) = \mathbb{R}^n$, i.e. rank $A = n$ (see remark to Lemma A.8).

According to Lemma A.8, the solution is unique if and only if $x_1 = 0$. This means precisely that $\mathcal{N}(A) = \{0\}$, which is equivalent to rank $A = m$. (See remark to Lemma A.8.)

The pseudoinverse (also called the Moore–Penrose generalized inverse) of $A$ is defined as follows.

\textbf{Definition A.1}
The pseudoinverse $A^\dagger$ of $A$ is a linear transformation $A^\dagger : \mathbb{R}^n \to \mathbb{R}^m$ such that

(i) $x \in \mathcal{R}(A^\top) \Rightarrow A^\dagger Ax = x$
(ii) $x \in \mathcal{N}(A^\top) \Rightarrow A^\dagger x = 0$

\textbf{Remark.} $A^\dagger$ is uniquely defined by the above relations. This follows since it is defined for all $x \in \mathbb{R}^n$ (see (A.15)). Also the first relation makes perfect sense according to Lemma A.8. Note that from the definition it follows that

\[
\mathcal{N}(A^\dagger) = \mathcal{N}(A^\top) \quad \mathcal{R}(A^\dagger) = \mathcal{R}(A^\top)
\]

The first relation in Definition A.1 can be seen as a generalization of
\[ A^{-1}Ax = x \quad \text{all } x \in \mathbb{R}^n \]

which can be used as a definition of \( A^{-1} \) for nonsingular square matrices. In fact, if \( A \) is square and nonsingular the above definition of \( A^+ \) easily gives \( A^+ = A^{-1} \), so the pseudoinverse then becomes the usual inverse.

The description (A.15) of \( \mathbb{R}^m \) and \( \mathbb{R}^n \) as direct sums and the properties of the pseudoinverse are illustrated in Figure A.1.

Now consider linear systems of equations. Since they may not have any exact solution a least squares solution will be considered. Introduce for this purpose the notation

\[
V(x) = \|Ax - b\|^2 = (Ax - b)^T(Ax - b) \tag{A.18}
\]

\[
\bar{x} = A^+b \tag{A.19}
\]

**Lemma A.10**

(i) \( V(x) \) is minimized by \( x = \bar{x} \)

(ii) If \( \bar{x} \) is another minimum point of \( V(x) \) then \( \|x\| \geq \|\bar{x}\| \)

**Proof.** Straightforward calculations give, using the general notation,

\[
V(x) - V(\bar{x}) = \|A(x_1 + x_2) - (b_1 + b_2)\|^2 - \|A\bar{x} - (b_1 + b_2)\|^2
= \|(Ax_2 - b_1) - b_2\|^2 - \|(A\bar{x} - b_1) - b_2\|^2
= \|Ax_2 - b_1\|^2 + \|b_2\|^2 - \|A\bar{x} - b_1\|^2 + \|b_2\|^2
= \|Ax_2 - b_1\|^2 - \|AA^+(b_1 + b_2) - b_1\|^2
= \|Ax_2 - b_1\|^2 \geq 0
\]
Hence $\hat{x}$ must be a minimum point of $V(x)$. It also follows that if $x = x_1 + x_2$ is another minimum point then $Ax_2 = b_1$. Since $b_1 = A\hat{x}$, $A(x_2 - \hat{x}) = 0$. Now $x_2 - \hat{x}\in\mathcal{N}(A)^\perp$ and it follows that $x_2 = \hat{x}$ and hence $\|x\|^2 = \|x_1 + x_2\|^2 = \|x_1\|^2 + \|\hat{x}\|^2 \geq \|\hat{x}\|^2$ with equality only for $x = \hat{x}$.

Lemma A.11

(i) Suppose rank $A = m$. Then

$$A^\dagger = (A^TA)^{-1}A^T$$  \hspace{1cm} (A.20)

(ii) Suppose rank $A = n$. Then

$$A^\dagger = A^T(AA^T)^{-1}$$  \hspace{1cm} (A.21)

Proof. It will be shown that (A.20), (A.21) satisfy Definition A.1. For part (i),

$$A^\dagger A = (A^TA)^{-1}A^TA = I$$

which proves (i) of the definition. If $x \in \mathcal{N}(A^T)$ then $A^Tx = 0$ and hence

$$A^\dagger x = (A^TA)^{-1}A^Tx = 0$$

which completes the proof of (A.20). For part (ii), note that an arbitrary element $x$ of $\mathcal{R}(A^T)$ can be written as $x = A^Ty$. Hence

$$A^\dagger Ax = A^T(AA^T)^{-1}AA^Ty = A^Ty = x$$

Since in this case $\mathcal{N}(A^T) = \{0\}$, (A.21) follows.

It is now possible to interpret certain matrices (see below) as orthogonal projectors.

Lemma A.12

(i) $A^\dagger A$ is the orthogonal projector of $\mathcal{R}^m$ onto $\mathcal{R}(A^T)$.

(ii) $I - A^\dagger A$ is the orthogonal projector of $\mathcal{R}^m$ onto $\mathcal{N}(A)$.

(iii) $AA^\dagger$ is the orthogonal projector of $\mathcal{R}^n$ onto $\mathcal{R}(A)$.

(iv) $I - AA^\dagger$ is the orthogonal projector of $\mathcal{R}^n$ onto $\mathcal{N}(A^T)$.

Proof. To prove part (i) let $x = x_1 + x_2 \in \mathcal{R}^m$. Then

$$A^\dagger Ax = A^\dagger A x_2 = x_2$$

Part (ii) is then trivial. To prove part (iii) let $b = b_1 + b_2 \in \mathcal{R}^n$. Then

$$AA^\dagger b = AA^\dagger b_1 = b_1$$

and finally part (iv) is trivial once part (iii) is established.

The following lemma presents the singular value decomposition.

Lemma A.13

Let $A$ be an $(n|m)$ matrix. Then there are orthogonal matrices $U$ (of dimension $(n|m)$) and $V$ (of dimension $(m|m)$) such that
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\[ A = U \Sigma V^T \]  \hspace{1cm} (A.22)

where \( \Sigma \) is \((n|m)\) dimensional and has the structure

\[ \Sigma = \begin{pmatrix} D & 0 \\ 0 & 0 \end{pmatrix} \]  \hspace{1cm} (A.23a)

\[ D = \begin{pmatrix} \sigma_1 & 0 \\ \sigma_2 & \ddots \\ 0 & \sigma_r \end{pmatrix} \]  \hspace{1cm} (A.23b)

\[ \sigma_1 \geq \sigma_2 \geq \ldots \geq \sigma_r > 0 \]  \hspace{1cm} (A.23c)

and where \( r \leq \min(n, m) \).

**Proof.** The matrix \( A^T A \) is clearly nonnegative definite. Hence all its eigenvalues are positive or zero. Denote them by \( \sigma_1^2, \sigma_2^2, \ldots, \sigma_m^2 \) where \( \sigma_1 \geq \sigma_2 \geq \ldots \sigma_r > 0 = \sigma_{r+1} = \ldots = \sigma_m \). Let \( v_1, v_2, \ldots, v_m \) be a set of orthonormal eigenvectors corresponding to these eigenvalues and set

\[ V_1 = (v_1 \ v_2 \ldots \ v_r) \quad V_2 = (v_{r+1} \ldots \ v_m) \quad V = (V_1 \ V_2) \]

and \( \Sigma \) and \( D \) as in (A.23). Then

\[ A^T A v_i = \sigma_i^2 v_i \quad i = 1, \ldots, r \]

\[ A^T A v_i = 0 \quad i = r + 1, \ldots, m \]

In matrix form this can be expressed as

\[ A^T A V_1 = V_1 D^2 \]  \hspace{1cm} (A.24a)

\[ A^T A V_2 = 0 \]  \hspace{1cm} (A.24b)

The last equation implies

\[ 0 = V_2^T A^T A V_2 = (AV_2)^T (AV_2) \]

which gives

\[ AV_2 = 0 \]  \hspace{1cm} (A.24c)

Now introduce the matrix

\[ U_1 = AV_1 D^{-1} \]  \hspace{1cm} (A.25a)

of dimension \((n|r)\). This matrix satisfies

\[ U_1^T U_1 = D^{-1} V_1^T A^T A V_1 D^{-1} = D^{-1} V_1^T V_1 D^2 D^{-1} = I \]

according to (A.24a). Hence the columns of \( U_1 \) are orthonormal vectors. Now ‘expand’ this set of orthonormal vectors by taking \( U \) as an \((n|n)\) orthogonal matrix

\[ U = (U_1 \ U_2) \]
Then
\[ U_1^T U_2 = 0 \quad U_2^T U_2 = I \quad (A.25b) \]

Next consider
\[
U^T AV = \begin{pmatrix} U_1^T \\ U_2^T \end{pmatrix} A \begin{pmatrix} V_1 \\ V_2 \end{pmatrix}
\]
\[
= \begin{pmatrix} D^{-1} V_1^T A^T A V_1 & D^{-1} V_1^T A^T A V_2 \\ U_2^T A V_1 & U_2^T A V_2 \end{pmatrix}
\]
\[
= \begin{pmatrix} D^{-1} V_1^T V_1 D^2 & D^{-1} V_1^T 0 \\ U_2^T U_1 D & 0 \end{pmatrix} = \begin{pmatrix} D & 0 \\ 0 & 0 \end{pmatrix} = \Sigma
\]

using (A.25a), (A.24a), (A.24c), (A.25b), (A.23a). Premultiplying this relation by \( U \) and postmultiplying it by \( V^T \) finally gives (A.22).

**Definition A.2**
The factorization (A.22) is called the *singular value decomposition* of the matrix \( A \). The elements \( \sigma_1, \ldots, \sigma_r \) and the possibly additional \( \min(m, n) - r \) zero diagonal elements of \( \Sigma \) are called the *singular values* of \( A \).

**Remark.** It follows by the construction that the singular value decomposition (A.22) can be written as
\[
A = U \Sigma V^T = (U_1 \quad U_2) \begin{pmatrix} D & 0 \\ 0 & 0 \end{pmatrix} \begin{pmatrix} V_1^T \\ V_2^T \end{pmatrix} = U_1 D V_1^T \quad (A.26)
\]
The matrices on the right-hand side have the following dimensions: \( U_1 \) is \((n|n)\), \( D \) is \((r|r)\) (and nonsingular), \( V_1^T \) is \((r|m)\).

Using the singular value decomposition one can easily find the pseudoinverse. This is done in the following lemma.

**Lemma A.14**
Let \( A \) be an \((n|m)\) matrix with a singular value decomposition given by (A.22)–(A.23). Then the pseudoinverse is given by
\[
A^+ = V \Sigma^+ U^T \quad (A.27a)
\]
where
\[
\Sigma^+ = \begin{pmatrix} D^{-1} & 0 \\ 0 & 0 \end{pmatrix} \quad (A.27b)
\]

**Proof.** The proof is based on the characterization of \( A^+ b \) as the uniquely given shortest
vector that minimizes $V(x) = \|Ax - b\|^2$ (cf. Lemma A.10). Now set $y = V^T x$, $c = U^T b$. Since multiplication with an orthogonal matrix does not change the norm of a vector,

$$V(x) = \|U^T(Ax - b)\|^2 = \|U^T U \Sigma V^T x - c\|^2$$

$$= \|\Sigma y - c\|^2 = \sum_{i=1}^r (\sigma_i y_i - c_i)^2 + \sum_{i=r+1}^n c_i^2$$

Minimization can now be carried out with respect to $y$ instead of $x$. It gives

$$y_i = c_i/\sigma_i \quad i = 1, \ldots, r$$

$$y_i \text{ arbitrary, } i = r + 1, \ldots, m$$

Since $\|y\| = \|x\|$, the shortest vector, say $\bar{y}$, must be characterized by

$$y_i = 0 \quad i = r + 1, \ldots, m$$

which means

$$\bar{y} = \Sigma c$$

using (A.27b). The corresponding vector $\bar{x}$ is then easily found to be

$$\bar{x} = V\bar{y} = V \Sigma c = V \Sigma U^T b$$

Since also $\bar{x} = A^T b$ for any $b$, (A.27a) follows.

**Remark.** Using the singular value decomposition (SVD) one can give an interpretation of the spaces $\mathcal{N}(A)$, $\mathcal{R}(A^T)$, etc. Change the basis in $\mathcal{R}^n$ by rotation using $U$ and similarly rotate the basis in $\mathcal{R}^m$ using $V^T$. The transformation $A$ is thereafter given by the diagonal matrix $\Sigma$. The number $r$ of positive singular values is equal to the rank of $A$. In the transformed $\mathcal{R}^m$ space, the first $r$ components correspond to the subspace $\mathcal{R}(A^T)$ while the last $m - r$ refer to the nullspace $\mathcal{N}(A)$. Similarly in the transformed space $\mathcal{R}^n$, the first $r$ components describe $\mathcal{R}(A)$ while the last $n - r$ are due to $\mathcal{N}(A^T)$.

An alternative characterization of the pseudoinverse is provided by the following lemma.

**Lemma A.15**

Let $A$ be a given $(n|m)$ matrix. Consider the following equations, where $X$ is an $(m|n)$ matrix:

$$AXA = A$$

$$XAX = X$$

$$(AX)^T = AX$$

$$(XA)^T =XA$$

(A.28)

The equations (A.28) have a unique solution given by $X = A^\dagger$.

**Proof.** First transform the equations (A.28) by using the SVD of $A$, $A = U \Sigma V^T$, and setting $Y = V^T X U$. Then (A.28) is readily found to be equivalent to
\[ \Sigma Y \Sigma = \Sigma \]
\[ Y \Sigma Y = Y \]
\[ Y^T \Sigma^T = \Sigma Y \]  
\[ \Sigma^T Y^T = Y \Sigma \]

Next partition \( \Sigma \) as
\[
\Sigma = \begin{pmatrix} D & 0 \\ 0 & 0 \end{pmatrix}
\]

where \( D \) is square and nonsingular (cf. (A.23a)). If \( A \) is square and nonsingular all the 0 blocks will disappear. If \( A \) is rectangular and of full rank two of the 0 blocks will disappear. Now partition \( Y \) as:
\[
Y = \begin{pmatrix} Y_{11} & Y_{12} \\ Y_{21} & Y_{22} \end{pmatrix}
\]

Using these partitioned forms it is easy to deduce that (A.29) becomes
\[
\begin{pmatrix} D Y_{11} D & 0 \\ 0 & 0 \end{pmatrix} = \begin{pmatrix} D & 0 \\ 0 & 0 \end{pmatrix} \]
\[
\begin{pmatrix} Y_{11} D Y_{11} & Y_{11} D Y_{12} \\ Y_{21} D Y_{11} & Y_{21} D Y_{12} \end{pmatrix} = \begin{pmatrix} Y_{11} & Y_{12} \\ Y_{21} & Y_{22} \end{pmatrix} \]
\[
\begin{pmatrix} Y_{11}^T D & 0 \\ Y_{12}^T D & 0 \end{pmatrix} = \begin{pmatrix} D Y_{11} & D Y_{12} \\ 0 & 0 \end{pmatrix} \]
\[
\begin{pmatrix} D Y_{11}^T & D Y_{21}^T \\ 0 & 0 \end{pmatrix} = \begin{pmatrix} Y_{11} D & 0 \\ Y_{21} D & 0 \end{pmatrix} \]

First the 11 block of (A.30a) gives \( Y_{11} = D^{-1} \). The 12 block of (A.30c) gives \( Y_{12} = 0 \). The 21 block of (A.30d) gives \( Y_{21} = 0 \). Finally, the 22 block of (A.30b) gives \( Y_{22} = 0 \). Hence
\[
Y = \begin{pmatrix} D^{-1} & 0 \\ 0 & 0 \end{pmatrix} = \Sigma^T
\]

Therefore (A.28) has a unique solution which is given by
\[
X = V Y U^T = V \Sigma^T U^T = A^T
\]
(cf. (A.27a)).

**Remark 1.** The result can also be proved by the use of the geometric properties of the pseudoinverse as given in Definition A.1, Figure A.1 and Lemma A.12.

**Remark 2.** The relations (A.28) are sometimes used as an alternative definition of the pseudoinverse.
A.3 The QR method

The results in this section concern the QR method which was introduced in Chapter 4. The required orthogonal matrix $Q$ will be constructed as a product of ‘elementary’ orthogonal matrices. Such matrices are introduced in Definitions A.3 and A.4 below.

**Definition A.3**
Let $w$ be a vector of norm 1, so that $w^Tw = 1$. Then the matrix $Q$ given by
\[ Q = I - 2ww^T \]  
(A.31)
is called a Householder transformation.

**Lemma A.16**
A Householder matrix is symmetric and orthogonal. The transformation $x \rightarrow Qx$ means geometrically a reflection with respect to the plane perpendicular to $w$.

**Proof.** $Q$ is trivially symmetric since
\[ Q^T = (I - 2ww^T)^T = I - 2ww^T = Q \]
It is orthogonal since
\[ QQ^T = Q^2 = (I - 2ww^T)(I - 2ww^T) = I - 4ww^T + 4ww^Tww^T = I \]
To prove the reflection property note that
\[ Qx = x - 2w(w^Tx) \]
A geometric illustration is given in Figure A.2.

![Figure A.2 Illustration of the reflection property (Qx is the reflection of x with respect to the plane perpendicular to w).](image)

A second type of ‘elementary’ orthogonal matrix is provided by the following definition.

**Definition A.4**
A Given’s rotation matrix is defined as
\[ Q = \begin{pmatrix}
1 & 0 & 0 & \cdots & 0 \\
0 & c & s & 0 & \cdots \\
0 & 1 & c & s & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
-1 & -c & s & 0 & \cdots \\
\end{pmatrix}\]

where \( c^2 + s^2 = 1 \).

Lemma A.17
A Given’s rotation matrix is orthogonal.

Proof. Straightforward calculations give

\[ QQ^T = \begin{pmatrix}
1 & 0 & 0 & \cdots & 0 \\
0 & c & s & 0 & \cdots \\
0 & 1 & c & s & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & 0 & 1 \\
\end{pmatrix} \begin{pmatrix}
1 & 0 & 0 & \cdots & 0 \\
0 & c & -s & 0 & \cdots \\
0 & 1 & c & -s & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & 0 & 1 \\
\end{pmatrix} = \begin{pmatrix}
1 & 0 & 0 & \cdots & 0 \\
0 & c^2 + s^2 & 0 & \cdots & 0 \\
0 & 0 & 1 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & 0 & c^2 + s^2 \\
\end{pmatrix} = I
\]
The next lemmas show how the elementary orthogonal matrices can be chosen so that a transformed vector gets a simple form.

**Lemma A.18**
Let \( x \) be an arbitrary vector. Then there is a Householder transformation such that

\[
Qx = \lambda \begin{pmatrix} 1 \\ 0 \\ \vdots \\ 0 \end{pmatrix}
\]

(A.33)

Here, \( \lambda = \| x \| \).

**Proof.** If \( Q = I - 2ww^T \) is a Householder transformation satisfying (A.33) then this relation is equivalent to

\[
x = Q\lambda \begin{pmatrix} 1 \\ 0 \\ \vdots \\ 0 \end{pmatrix} = \lambda \begin{pmatrix} 1 - 2w_1^2 \\ -2w_1w_2 \\ \vdots \\ -2w_1w_n \end{pmatrix}
\]

Therefore

\[
w_1 = \left( \frac{1}{2} \left( 1 - \frac{x_1}{\lambda} \right) \right)^{1/2}
\]

\[
w_i = -\frac{x_i}{2w_1\lambda}, \quad i = 2, \ldots, n
\]

Further, \( \lambda \) is given by

\[
x^T x = x^T Q^T Q x = \lambda^2 (1 \ 0 \ \ldots \ 0) \begin{pmatrix} 1 \\ 0 \\ \vdots \\ 0 \end{pmatrix} = \lambda^2
\]

so \( \lambda = \| x \| \). In particular, \( w_1 \) as given above is well defined. \( \blacksquare \)

**Lemma A.19**
Let \( x \) be an arbitrary vector of dimension \( n \). Then there exists an orthogonal matrix of the form

\[
Q = Q_{n-1} Q_{n-2} \ldots Q_1
\]

(A.34)

with \( \{ Q_i \} \) being Given’s rotation matrices such that
\[ Q x = \lambda \begin{pmatrix} 1 \\ 0 \\ \vdots \\ 0 \end{pmatrix} \]  \hspace{1cm} (A.35)

Here, \( \lambda = \|x\| \).

**Proof.** First assume that \( x_1 \neq 0 \). Then for \( Q_1 \) choose \( i = 1, j = n \) and take

\[
c = \frac{x_1}{x_1^2 + x_n^2}^{1/2} \quad s = \frac{x_n}{x_1^2 + x_n^2}^{1/2}
\]

which gives

\[
x^{(1)} = \begin{pmatrix} x_1^{(1)} \\ \vdots \\ x_n^{(1)} \end{pmatrix} \triangleq Q_1 x = \begin{pmatrix} c & s \\ 1 & \cdot \\ \cdot & \cdot \\ -s & c \end{pmatrix} \begin{pmatrix} x_1 \\ \vdots \\ x_n \end{pmatrix} = \begin{pmatrix} (x_1^2 + x_n^2)^{1/2} \\ \cdot \\ \cdot \\ x_{n-1} \\ 0 \end{pmatrix}
\]

For \( Q_2 \) take \( i = 1, j = n - 1 \) and

\[
c = \frac{x_1^{(1)}}{x_1^{(1)2} + x_{n-1}^{(1)2}}^{1/2} \quad s = \frac{x_{n-1}^{(1)}}{x_1^{(1)2} + x_{n-1}^{(1)2}}^{1/2}
\]

Then

\[
x^{(2)} \triangleq Q_2 x^{(1)} = Q_2 Q_1 x = \begin{pmatrix} c & s \\ 1 & \cdot \\ \cdot & \cdot \\ -s & c \end{pmatrix} \begin{pmatrix} x_1 \\ \vdots \\ x_n \\ 1 \end{pmatrix} = \begin{pmatrix} [x_1^{(1)2} + x_{n-1}^{(1)2}]^{1/2} \\ \cdot \\ \cdot \\ x_{n-2} \\ 0 \\ 0 \end{pmatrix}
\]

Proceeding in this way for \( Q_k, i = 1, j = n + 1 - k \) and

\[
c = \frac{x_1^{(k-1)}}{x_1^{(k-1)2} + x_j^{(k-1)2}}^{1/2} \quad s = \frac{x_j^{(k-1)}}{x_1^{(k-1)2} + x_j^{(k-1)2}}^{1/2}
\]

giving

\[
x^{(k)} = \begin{pmatrix} [x_1^2 + x_{n-k+1}^2 + \ldots + x_n^2]^{1/2} \\ x_2 \\ \cdot \\ x_{n-k} \\ 0 \\ \cdot \\ 0 \end{pmatrix}
\]
For \( k = n - 1 \),
\[
\begin{pmatrix}
\|x\| \\
0 \\
\vdots \\
0
\end{pmatrix}
\]

The stated result now follows since the product of orthogonal matrices is an orthogonal matrix.

Assume next that \( x_1 = 0 \), but \( x \neq 0 \). (Should \( x = 0 \), \( \{ Q_i \} \) can be chosen arbitrarily.) Say \( x_k \neq 0 \). Then first permute elements 1 and \( k \) of \( x \) by taking \( i = 1, j = k \), and using the previous rules to obtain \( c \) and \( s \). When thereafter successively zeroing the elements in the vector \( x \), note that there is already a zero in the \( k \)th element. This means that \( x \) can be transformed to the form (A.35) still in \( (n - 1) \) steps. (This case illustrates the principle of using pivot elements.)

The two previous lemmas will now be extended to the matrix case, effectively describing the QR method.

**Lemma A.20**
Let \( A \) be an \((n|m)\) matrix, \( n \geq m \). Then there exists an orthogonal matrix \( Q \) such that
\[
QA = \begin{pmatrix} R \\ 0 \end{pmatrix}
\]
(A.36)

where \( R \) is an \((m|m)\)-dimensional upper triangular matrix and \( 0 \) is an \(((n - m)|m)\)-dimensional zero matrix.

**Proof.** The proof will proceed by constructing \( Q \) as a product
\[
Q = Q_m Q_{m-1} \cdots Q_1
\]

Let
\[
A = \begin{pmatrix} a_1 & \cdots & a_m \end{pmatrix}
\]

First choose \( Q_1 \) (using for example Lemma A.18 or Lemma A.19) such that
\[
Q_1 a_1 = \begin{pmatrix} a_{11}^{(1)} \\ 0 \\ \vdots \\ 0 \end{pmatrix}
\]

which gives
\[
Q_1 A \triangleq (a_1^{(1)} \cdots a_m^{(1)})
\]

Then choose \( Q_2 \) so that it leaves the first component unchanged but else transform \( a_2^{(1)} \) as
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\[
Q_2 a^{(1)}_2 = \begin{pmatrix}
a^{(1)}_{21} \\
a^{(2)}_{22} \\
0 \\
\vdots \\
0
\end{pmatrix} = Q_2 Q_1 a_2
\]

Proceeding in this way,

\[
QA = \begin{pmatrix}
a^{(1)}_{11} & a^{(1)}_{21} & \cdots & a^{(1)}_{m1} \\
a^{(2)}_{22} & a^{(2)}_{22} & \cdots & a^{(2)}_{m2} \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & a^{(m)}_{mm}
\end{pmatrix}
\]

which completes the proof.

A.4 Matrix norms and numerical accuracy

In this section the notation \(\|x\|\) will be used for the Euclidean vector norm, i.e.

\[
\|x\| = [x_1^2 + \ldots + x_n^2]^{1/2}
\]  \(\text{(A.37)}\)

The norm of a matrix is defined as follows.

**Definition A.5**

Let \(A\) be an \((n|m)\) matrix. Its norm is given by

\[
\|A\| \triangleq \sup_{x \neq 0} \frac{\|Ax\|}{\|x\|}
\]  \(\text{(A.38)}\)

Note that it follows directly from this definition that

\[
\|Ax\| \leq \|A\| \|x\| \quad \text{all } x
\]  \(\text{(A.39)}\)

The next lemma establishes that the introduced norm satisfies the usual properties ((i)–(iii) below) of a norm.

**Lemma A.21**

Let \(A, B\) and \(C\) be matrices of dimensions \((n|m), (n|m), (m|p)\) respectively and let \(\lambda\) be a scalar. Then

(i) \(\|A\| \geq 0\) with equality only for \(A = 0\)  \(\text{(A.40a)}\)

(ii) \(\|\lambda A\| = |\lambda| \|A\|\)  \(\text{(A.40b)}\)
Section A.4  Matrix norms and numerical accuracy

(iii) \( \|A + B\| \leq \|A\| + \|B\| \)  \hspace{1cm} (A.40c)

(iv) \( \|AC\| \leq \|A\| \|C\| \)  \hspace{1cm} (A.40d)

**Proof.** The statements (A.40a) and (A.40b) are immediate. Further,

\[
\|A + B\| = \sup_{x \neq 0} \frac{\|Ax + Bx\|}{\|x\|} \geq \frac{\|Ax^* + Bx^*\|}{\|x^*\|} \leq \|A\|^* + \|B\|^*
\]

\[
\leq \sup_{x \neq 0} \frac{\|Ax\|}{\|x\|} + \sup_{x \neq 0} \frac{\|Bx\|}{\|x\|} = \|A\| + \|B\|
\]

which proves (A.40c). Similarly,

\[
\|AC\| = \sup_{x \neq 0} \frac{\|ACx\|}{\|x\|} \geq \frac{\|ACx^*\|}{\|Cx^*\|} \leq \|A\| \|C\|
\]

which proves (A.40d).

\[\blacksquare\]

**Lemma A.22**

Let \( A \) be an \((n|n)\) orthogonal matrix. Then \( \|A\| = 1 \).

**Proof.** Simple calculations give

\[
\|x\|^2 = x^T x = x^T A^T A x = \|Ax\|^2
\]

Hence, \( \|Ax\| = \|x\| \), all \( x \), which gives \( \|A\| = 1 \) by Definition A.5.

\[\blacksquare\]

The following lemma shows the relationship between the singular values of a matrix and its norm as previously defined. Some related results will also be presented. In what follows \( A \) will be an \((n|m)\)-dimensional matrix with singular values

\[
\sigma_1 \geq \sigma_2 \geq \ldots \geq \sigma_r > 0 = \sigma_{r+1} = \ldots = \sigma_{\min(m,n)}
\]

**Lemma A.23**

The matrix norms of \( A \) and \( A^\dagger \) are given by

\[
\|A\| = \sigma_1  \hspace{1cm} (A.41a)
\]

\[
\|A^\dagger\| = 1/\sigma_r  \hspace{1cm} (A.41b)
\]

**Proof.** Let the SVD of \( A \) be \( A = U\Sigma V^T \). Set \( y = V^T x \). By Definition A.5,

\[
\|A\| = \sup_{x \neq 0} \frac{\|Ax\|}{\|x\|} = \sup_{x \neq 0} \frac{\|U\Sigma V^T x\|}{\|x\|}
\]

\[
= \sup_{y \neq 0} \frac{\|\Sigma y\|}{\|V^T y\|} = \sup_{y \neq 0} \frac{\|\Sigma y\|}{\|y\|}
\]

\[
= \sup_{y \neq 0} \left[ \sum_{i=1}^{r} \sigma_i^2 y_i^2 / \sum_{i=1}^{m} y_i^2 \right]^{1/2} \leq \sup_{y \neq 0} \left[ \sum_{i=1}^{r} \sigma_i^2 y_i^2 / \sum_{i=1}^{m} y_i^2 \right]^{1/2} \leq \sigma_1
\]
Note that the equalities hold if \( y_i = 1 \) and \( y_i = 0 \) for \( i = 2, \ldots, m \). The norm of \( A \) is thus equal to the largest singular value of \( A \). Since \( A^\dagger = V \Sigma^\dagger U^T \), the pseudoinverse \( A^\dagger \) has singular values

\[
1/\sigma_1, \ldots, 1/\sigma_r, 0, \ldots, 0
\]

The largest of these is \( 1/\sigma_r \) which then must be the norm of \( A^\dagger \). \( \blacksquare \)

**Lemma A.24**

Let \( A \) be an \((n|m)\) matrix of rank \( m \) and let \( x = Ab \). Then the following bounds apply:

\[
\|x\| \leq \sigma_1 \|b\| \\
\|x\| \geq \sigma_m \|b\|
\]

**(A.42a)** \( \text{ (A.42b)} \)

*Proof.* The first inequality, (A.42a), is immediate from (A.41a) and (A.39). To verify (A.42b) consider the following calculation with \( c = V^Tb \):

\[
\|x\| = \|Ab\| = \|U \Sigma V^T b\| = \|\Sigma (V^T b)\| = \|\Sigma c\|
\]

\[
= \left[ \sum_{i=1}^{m} \sigma_i^2 c_i^2 \right]^{1/2} \geq \sigma_m \left[ \sum_{i=1}^{m} c_i^2 \right]^{1/2} = \sigma_m \|c\| = \sigma_m \|b\|
\]

\( \blacksquare \)

**Definition A.6**

The condition number of a matrix \( A \) is given by

\[
C(A) = \|A\| \|A^\dagger\|
\]

**(A.43)** \( \blacksquare \)

*Remark.* Referring to Lemma A.23, it follows that

\[
C(A) = \sigma_1/\sigma_r
\]

**(A.44)** \( \blacksquare \)

The next topic concerns the effect of rounding errors on the solution of linear systems of equations. Consider a linear system of equations

\[
Ax = b
\]

**(A.45)**

where \( A \) is an \((n|n)\) nonsingular matrix. When solving (A.45) on a finite word length machine, rounding errors are inherently affecting the computations. In such a case one cannot expect to find the exact solution \( x \) of (A.45). All that can be hoped for is to get the exact solution of a (fictitious) system of equations obtained by slightly perturbing \( A \) and \( b \) in (A.45). Denote the perturbed system of equations by

\[
(A + \delta A)(x + \delta x) = (b + \delta b)
\]

**(A.46)**
The unknown in (A.46) is denoted by $x + \delta x$ to stress that the solution changes. It is of course desirable that small deviations $\delta A$ and $\delta b$ only give a small deviation $\delta x$ in the solution. This is dealt with in the following lemma.

**Lemma A.25**
Consider the systems (A.45) and (A.46). Assume that

$$C(A)\|\delta A\|/\|A\| < 1$$  \hspace{1cm} (A.47)

Then

$$\frac{\|\delta x\|}{\|x\|} \leq \frac{C(A)}{1 - C(A)\|\delta A\|/\|A\|} \left(\|\delta A\|/\|A\| + \|\delta b\|/\|b\|\right)$$  \hspace{1cm} (A.48)

**Proof.** Subtraction of (A.45) from (A.46) gives

$$A\delta x = \delta b - \delta A(x + \delta x)$$

$$\delta x = A^{-1}\delta b - A^{-1}\delta A(x + \delta x)$$

Using Lemma A.21 it is easy to show that

$$\|\delta x\| \leq \|A^{-1}\|\{\|\delta b\| + \|\delta A\|\|x + \delta x\|\}$$

$$\leq \|A^{-1}\|\{\|\delta b\| + \|\delta A\|\|x\| + \|\delta x\|\}$$

and hence

$$(1 - \|A^{-1}\|\|\delta A\|)\|\delta x\| \leq \|A^{-1}\|\{\|\delta b\| + \|\delta A\|\|x\|\}$$  \hspace{1cm} (A.49a)

Note that by Definition A.6 ($A^+ = A^{-1}$ now)

$$1 - \|A^{-1}\|\|\delta A\| = 1 - C(A)\|\delta A\|/\|A\|$$

Since $x = A^{-1}b$ it also follows from (A.42b) that

$$\|x\| \geq (1/\sigma_1)\|b\| = \|b\|/\|A\|$$  \hspace{1cm} (A.49b)

Combining (A.49a) and (A.49b),

$$(1 - \|A^{-1}\|\|\delta A\|)\frac{\|\delta x\|}{\|x\|} \leq \|A^{-1}\|\{\|\delta b\|/\|x\| + \|\delta A\|\}$$

$$\leq \|A\|\|A^{-1}\|\left(\frac{\|\delta b\|}{\|b\|} + \frac{\|\delta A\|}{\|A\|}\right)$$

which easily can be reformulated as (A.48).

In loose terms, one can say that the relative errors in $A$ and $b$ can be magnified by a factor of $C(A)$ in the solution to (A.46). Note that the condition number is given by the *problem*, while the errors $\|\delta A\|$ and $\|\delta b\|$ depend on the *algorithm* used to solve the linear system of equations. For numerically stable algorithms which include partial pivoting the relative errors of $A$ and $b$ are typically of the form
\[ \frac{\| \delta A \|}{\| A \|} = \eta f(n) \]

where \( \eta \) is the machine precision and \( f(n) \) is a function that grows moderately with the order \( n \). In particular, the product \( \eta C(A) \) gives an indication of how many significant digits can be expected in the solution. For example, if \( \eta = 10^{-7} \) and \( C(A) = 10 \) then \( \eta C(A) = 10^{-6} \), and 5 to 6 significant digits can be expected; but if \( C(A) \) is equal to \( 10^4 \) then \( \eta C(A) = 10^{-3} \) and only 2 or 3 significant digits can be expected.

The following result gives a basis for a preliminary discussion of how to cope with the more general problem of a least squares solution to an inconsistent system of equations of the form \((A.45)\).

**Lemma A.26**

Let \( A \) be a matrix with condition number \( C(A) \) and \( Q \) an orthogonal matrix. Then

\[
C(A^T A) = [C(A)]^2 \quad \text{(A.50a)}
\]

\[
C(QA) = C(A) \quad \text{(A.50b)}
\]

**Proof.** Let \( A \) have the singular value decomposition

\[ A = U \Sigma V^T \]

Then

\[ A^T A = V \Sigma^T U^T U \Sigma V^T = V(\Sigma \Sigma) V^T \]

The singular values of \( A^T A \) are thus \( \sigma_1^2, \sigma_2^2, \ldots \). The result \((A.50a)\) now follows from \((A.44)\). Since \( QU \) is an orthogonal matrix the singular value decomposition of \( QA \) is given by

\[ QA = (QU) \Sigma V^T \]

Hence, \( QA \) and \( A \) have the same singular values and \((A.50b)\) follows immediately. 

Lemma A.26 can be used to illustrate a key rule in determining the LS solution of an overdetermined system of linear equations. This rule states that instead of forming and solving the corresponding so-called normal equations, it is much better from the point of view of numerical accuracy to use a \( QR \) method directly on the original system. For simplicity of illustration, consider the system of equations \((A.45)\), where \( A \) is square and nonsingular,

\[ Ax = b \quad \text{(A.51)} \]

Using a standard method for solving \((A.51)\) the errors are magnified by a factor \( C(A) \) (see \((A.48)\)). If instead the normal equations

\[ A^T Ax = A^T b \quad \text{(A.52)} \]

are solved then the errors are magnified by a factor \([C(A)]^2\) (cf. \((A.50a)\)). There is thus a considerable loss in accuracy when numerically solving \((A.52)\) instead of \((A.51)\). On the other hand if the \( QR \) method is applied then instead of \((A.51)\) the equation
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$QAx = Qb$

is solved, with $Q$ orthogonal. In view of (A.50b) the error is then magnified only by a factor of $C(A)$.

In the discussion so far, $A$ in (A.51) has been square and nonsingular. The general case of a rectangular and possibly rank-deficient matrix is more complicated. Recall that Lemma A.25 is applicable only for square nonsingular matrices. The following result applies in the general case.

**Lemma A.27**

Let $A$ be an $(n|m)$-dimensional matrix of rank $m$. Also let the perturbed matrix $A + \delta A$ have rank $m$. Consider

$$x = A^\dagger b$$  \hspace{1cm} (A.53a)

$$x + \delta x = (A + \delta A)^\dagger (b + \delta b)$$  \hspace{1cm} (A.53b)

Then

$$\frac{\|\delta x\|}{\|x\|} \leq \frac{C(A)}{1 - C(A)\|\delta A\|/\|A\|} \left\{ \left[ 1 + C(A) \frac{\|b - Ax\|}{\|A\|/\|x\|} \right] \frac{\|\delta A\|}{\|A\|} + \frac{\|b\|}{\|A\|} \frac{\|\delta b\|}{\|b\|} \right\}$$  \hspace{1cm} (A.54)

*Proof.* See Lawson and Hanson (1974).

*Remark.* Note that for $A$ square (and nonsingular), $\|b - Ax\| = 0$ and $\|A\|/\|x\| \geq \|b\|$. Hence (A.54) can in this case be simplified to (A.48).

### A.5 Idempotent matrices

This section is devoted to the so-called idempotent matrices. Among others, these matrices are useful when analyzing linear regressions.

**Definition A.7**

A square matrix $P$ is said to be *idempotent* if $P^2 = P$.

Idempotent matrices have the following properties.

**Lemma A.28**

The following statements hold for an arbitrary idempotent matrix $P$:

(i) All eigenvalues are either zero or one
(ii) $\text{Rank } P = \text{tr } P$  \hspace{1cm} (A.55)
(iii) If $P$ is symmetric then there exists an orthogonal matrix $U$ such that
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\[ P = U^T \begin{pmatrix} I_r & 0 \\ 0 & 0 \end{pmatrix} U \]  
(A.56)

where \( I_r \) is the identity matrix of order \( r = \text{rank} \ P \).

(iv) If \( P \) is symmetric and of order \( n \) then it is the orthogonal projector of \( \mathcal{R}^n \) onto the range \( \mathcal{R}(P) \).

**Proof.** Let \( \lambda \) be an arbitrary eigenvalue of \( P \) and denote the corresponding eigenvector by \( e \). Then \( Pe = \lambda e \). Using \( P = P^2 \) gives

\[ \lambda e = Pe = P^2 e = P(\lambda e) = \lambda Pe = \lambda^2 e \]

Since \( e \neq 0 \) it follows that \( \lambda(\lambda - 1) = 0 \), which proves part (i). Let \( P \) have eigenvalues \( \lambda_1, \ldots, \lambda_n \). The rank of \( P \) is equal to the number of nonzero eigenvalues. However,

\[ \text{tr } P = \sum_{i=1}^{n} \lambda_i \]

is, in view of part (i), also equal to this number. This proves part (ii). Part (iii) then follows easily since one can always diagonalize a symmetric matrix. To prove part (iv) let \( x \) be an arbitrary vector in \( \mathcal{R}^n \). It can then be uniquely decomposed as \( x = x_1 + x_2 \) where \( x_1 \) lies in the nullspace of \( P \), \( \mathcal{N}(P) \), and \( x_2 \) lies in the range of \( P \), \( \mathcal{R}(P) \) (cf. Lemma A.7). The components \( x_1 \) and \( x_2 \) are orthogonal \( (x_1^T x_2 = 0) \). Thus \( Px_1 = 0 \) and \( x_2 = Px \) for some vector \( z \). Then \( Px = Px_1 + Px_2 = Px_2 = P^2z = Pz = x_2 \), which shows that \( P \) is the orthogonal projector of \( \mathcal{R}^n \) onto \( \mathcal{R}(P) \).

**Example A.2** An orthogonal projector

Let \( P \) be an \((n|r)\)-dimensional matrix, \( n \geq r \), of full rank \( r \). Consider

\[ P = I_n - F(F^T F)^{-1}F^T \]  
(A.57)

Then

\[ P^2 = [I_n - F(F^T F)^{-1}F^T][I_n - F(F^T F)^{-1}F^T] \]
\[ = I_n - 2F(F^T F)^{-1}F^T + F(F^T F)^{-1}F^T F(F^T F)^{-1}F^T \]
\[ = I_n - F(F^T F)^{-1}F^T = P \]

Thus \( P \) is idempotent and symmetric. Further,

\[ \text{tr } P = \text{tr } I_n - \text{tr } F(F^T F)^{-1}F^T \]
\[ = n - \text{tr}(F^T F)(F^T F)^{-1} \]
\[ = n - \text{tr } I_r = n - r \]

This shows that \( P \) has rank \( n - r \). \( P \) can in fact be interpreted as the orthogonal projector of \( \mathcal{R}^n \) on the null space \( \mathcal{N}(F^T) \). This can be shown as follows. Let \( x \in \mathcal{N}(F^T) \). Then \( Px = x - F(F^T F)^{-1}F^T x = x \). Also if \( x \in \mathcal{R}(F) \), (which is the orthogonal complement to \( \mathcal{N}(F^T) \); see Lemma A.7), say \( x = Fz \), then \( Px = x - F(F^T F)^{-1}F^T Fz = x - Fz = 0 \).
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Idempotent matrices

The following lemma utilizes properties of idempotent matrices. It is used in connection with structure determination for linear regression models.

**Lemma A.29**
Consider a matrix \( F \) of dimension \((n|r)\), \( n \geq r \), of full rank \( r \). Let

\[
F = \begin{pmatrix} F_1 & F_2 \\ m & r-m \end{pmatrix} \quad \begin{pmatrix} n \\ m \end{pmatrix}
\]

where \( F_1 \) is \((n|m)\) and has full rank \( m \). Further, let

\[
P_1 = I_n - F_1(F_1^T F_1)^{-1} F_1^T \\
P_2 = I_n - F(F^T F)^{-1} F^T
\]

Then there exists an orthogonal matrix \( U \) of dimension \((n|n)\) such that

\[
P_2 = U \begin{pmatrix} I_{n-r} & 0 \\ 0 & 0_r \end{pmatrix} U^T
\]

(\ref{eq:orthogonal_matrix})

\[
P_1 - P_2 = U \begin{pmatrix} 0_{n-r} & 0 \\ 0 & I_{r-m} \end{pmatrix} U^T
\]

(\ref{eq:orthogonal_difference})

**Proof.** The diagonalization of \( P_2 \) in (\ref{eq:orthogonal_matrix}) follows from Lemma A.28 part (iii). Let

\[
U = \begin{pmatrix} U_1 & U_2 \end{pmatrix} \quad \begin{pmatrix} n \\ n-r \end{pmatrix}
\]

The matrices \( U_1 \) and \( U_2 \) are not unique. Let \( V_1 \) and \( V_2 \) denote two matrices whose columns are the orthonormal eigenvectors of \( P_2 \) associated with \( \lambda = 1 \) and, respectively, \( \lambda = 0 \). Then set \( U_1 = V_1 \) and \( U_2 = V_2 W \) where \( W \) is some arbitrary orthogonal matrix. Clearly (\ref{eq:orthogonal_matrix}) holds for this choice. The matrix \( W \) will be selected later in the proof. First note that

\[
P_2(I - P_1) = [I - F(F^T F)^{-1} F^T]F_1(F_1^T F_1)^{-1} F_1^T
\]

\[
= F_1(F_1^T F_1)^{-1} F_1^T - (F_1 \ F_2) \begin{pmatrix} F_1^T F_1 & F_1^T F_2 \\ F_2^T F_1 & F_2^T F_2 \end{pmatrix}^{-1} \begin{pmatrix} F_1^T F_1 \\ F_2^T F_1 \end{pmatrix} (F_1^T F_1)^{-1} F_1^T
\]

\[
= F_1(F_1^T F_1)^{-1} F_1^T - (F_1 \ F_2) \begin{pmatrix} I \\ 0 \end{pmatrix} (F_1^T F_1)^{-1} F_1^T = 0
\]

This implies in particular that

\[
P_2(P_1 - P_2) = P_2 P_1 - P_2^2 = P_2 P_1 - P_2 = -P_2(I - P_1) = 0
\]

and

\[
P_1 P_2 = (P_2 P_1)^T = P_2^T = P_2
\]

\[
(P_1 - P_2)^2 = P_1^2 - P_1 P_2 - P_2 P_1 + P_2^2 = P_1 - P_1 P_2 - P_2 P_1 + P_2 = P_1 - P_2
\]
The latter calculation shows that \( P_1 - P_2 \) is idempotent. Then by Lemma A.28

\[
\text{rank}(P_1 - P_2) = \text{tr}(P_1 - P_2) = \text{tr} \, P_1 - \text{tr} \, P_2 = (n - m) - (n - r) = r - m
\]

Now set

\[
P_1 - P_2 = U \begin{pmatrix} A & B \\ B^T & C \end{pmatrix} U^T
\]

\[(A.62)\]

where the matrices \( A, B, C \) have the dimensions

\( A: ((n - r)|(n - r)), \quad B: ((n - r)|r) \quad \text{and} \quad C: (r|r). \)

Since \( P_2(P_1 - P_2) = 0 \) it follows from (A.60), (A.62) that \( A = 0, B = 0. \) Then since \( P_1 - P_2 \) is idempotent it follows from \( C^2 = C. \) \( C \) is thus an idempotent matrix. Now \( \text{rank} \, C = \text{rank}(P_1 - P_2) = r - m. \) According to Lemma A.28 one can choose an orthogonal matrix \( V \) of dimension \( (r|r) \) such that

\[
V^T CV = J = \begin{pmatrix} I_{r-m} & 0 \\ 0 & 0_{m} \end{pmatrix} r - m
\]

Thus, cf. (A.62),

\[
P_1 - P_2 = U \begin{pmatrix} I & 0 \\ 0 & V \end{pmatrix} \begin{pmatrix} 0 & 0 \\ 0 & J \end{pmatrix} \begin{pmatrix} I & 0 \\ 0 & V^T \end{pmatrix} U^T = U \begin{pmatrix} 0 & 0 \\ 0 & J \end{pmatrix} U^T
\]

where in the last equality \( W \) in \( U_2 \) has been redefined as \( WV. \)

\[\Box\]

### A.6 Sylvester matrices

In this section Sylvester matrices are defined and a result is given on their rank.

**Definition A.8**

Consider the polynomials

\[
A(z) = a_0 z^{na} + a_1 z^{na-1} + \ldots + a_{na}
\]

\[
B(z) = b_0 z^{nb} + b_1 z^{nb-1} + \ldots + b_{nb}
\]

Then the Sylvester matrix \( \mathcal{S}(A, B) \) of dimension \(((na + nb)|(na + nb))\) is defined as

\[
\mathcal{S}(A, B) = \begin{pmatrix} a_0 & a_1 & \ldots & a_{na} & 0 \\ \vdots & \ddots & \ddots & \vdots & \vdots \\ 0 & a_0 & a_1 & \ldots & a_{na} \\ b_0 & b_1 & \ldots & b_{nb} & 0 \\ \vdots & \vdots & \ddots & \ddots & \vdots \\ 0 & \ldots & b_0 & b_1 & \ldots & b_{nb} \end{pmatrix}
\]

\[(A.63)\]

\[\Box\]
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Lemma A.30
The rank of the Sylvester matrix $\mathcal{J}(A, B)$ is given by

$$\text{rank } \mathcal{J}(A, B) = na + nb - n$$  \hspace{1cm} (A.64)

where $n$ is the number of common zeros to $A(z)$ and $B(z)$.

Proof. Consider the equation

$$x^T \mathcal{J}(A, B) = 0$$  \hspace{1cm} (A.65)

where

$$x^T = (\tilde{b}_1 \ldots \tilde{b}_{nb} \ a_1 \ldots a_{na})$$

Let

$$\tilde{A}(z) = a_1 z^{na-1} + \ldots + a_{na} \quad \tilde{B}(z) = \tilde{b}_1 z^{nb-1} + \ldots + \tilde{b}_{nb}$$

Then some simple calculations show that (A.65) is equivalent to

$$\tilde{B}(z)A(z) + \tilde{A}(z)B(z) \equiv 0$$  \hspace{1cm} (A.66)

Due to the assumption we can write

$$A(z) \equiv A_0(z)L(z) \quad B(z) \equiv B_0(z)L(z)$$

$$L(z) \equiv l_0 z^n + l_1 z^{n-1} + \ldots + l_n$$

where $A_0(z), B_0(z)$ are coprime and $\deg A_0 = na - n$, $\deg B_0 = nb - n$.

Thus (A.66) is equivalent to

$$\tilde{B}(z)A_0(z) \equiv -\tilde{A}(z)B_0(z)$$

Since both sides must have the same zeros, it follows that the general solution can be written as

$$\tilde{A}(z) \equiv A_0(z)M(z)$$

$$\tilde{B}(z) \equiv -B_0(z)M(z)$$

where

$$M(z) = m_1 z^{n-1} + \ldots + m_n$$

has arbitrary coefficients. This means that $x$ lies in an $n$-dimensional subspace. However, this subspace is $\mathcal{N}(\mathcal{J}^T(A, B))$ (cf. (A.65)), and thus its dimension must be equal to $na + nb - \text{rank } \mathcal{J}(A, B)$ (cf. Section A.2). This proves (A.64).

Corollary 1. If $A(z)$ and $B(z)$ are coprime then $\mathcal{J}(A, B)$ is nonsingular.

Proof. When $n = 0$, $\text{rank } \mathcal{J}(A, B) = na + nb$, which is equivalent to $\mathcal{J}(A, B)$ being nonsingular.

Corollary 2. Consider polynomials $A(z)$ and $B(z)$ as in Definition A.1., and the following matrix of dimension $((na + nb + 2k)(na + nb + k))$, where $k \geq 0$: 


Some matrix results

\[ \mathcal{J}(A, B) = \begin{pmatrix} a_0 & a_1 & \ldots & a_{na} & 0 \\ \vdots & \vdots & & \vdots & \vdots \\ 0 & a_0 & a_1 & \ldots & a_{na} \\ b_0 & b_1 & \ldots & b_{nb} & 0 \\ \vdots & \vdots & & \vdots & \vdots \end{pmatrix} \]

\( \text{nb + k rows} \)

\[ \begin{pmatrix} 0 & a_0 & a_1 & \ldots & a_{na} \\ b_0 & b_1 & \ldots & b_{nb} \end{pmatrix} \]

\( \text{na + k rows} \) \hfill (A.67)

Then

\[ \text{rank } \mathcal{J}(A, B) = na + nb + k - n \] \hfill (A.68)

where \( n \) is the number of common zeros to \( A(z) \) and \( B(z) \).

**Proof.** Introduce the polynomials \( \tilde{A}(z) \) of degree \( na + k \) and \( \tilde{B}(z) \) of degree \( nb + k \) by

\[ \tilde{A}(z) = z^k A(z) \quad \tilde{B}(z) = z^k B(z) \]

Clearly \( \tilde{A}(z) \) and \( \tilde{B}(z) \) have precisely \( n + k \) common zeros (\( k \) of them are located at \( z = 0 \)). Next note that

\[ \mathcal{J}(\tilde{A}, \tilde{B}) = (\mathcal{J}(A, B) \ 0) \]

where \( \mathcal{J}(\tilde{A}, \tilde{B}) \) has dimension \( (na + nb + 2k)((na + nb + 2k)) \) and \( 0 \) is a null matrix of dimension \( (na + nb + 2k)k \). Thus, from the lemma we get

\[ \text{rank } \mathcal{J}(A, B) = \text{rank } \mathcal{J}(\tilde{A}, \tilde{B}) = (na + nb + 2k) - (k + n) \]

\[ = na + nb + k - n \]

which proves (A.68).

---

**A.7 Kronecker products**

This section presents the definition and some properties of Kronecker products.

**Definition A.9**

Let \( A \) be an \( (m | n) \) matrix and \( B \) an \( (m | n) \) matrix. Then the Kronecker product \( A \otimes B \) is an \( (m \bar{m} | n \bar{n}) \) matrix defined in block form by

\[ A \otimes B = \begin{pmatrix} a_{11}B & \ldots & a_{1n}B \\ \vdots & & \vdots \\ a_{m1}B & \ldots & a_{mn}B \end{pmatrix} \] \hfill (A.69)

---

**Lemma A.31**

Assume that \( A, B, C \) and \( D \) are matrices of compatible dimensions. Then
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\[(A \otimes B)(C \otimes D) = AC \otimes BD\]  \hspace{1cm} (A.70)

\textit{Proof.} The \(ij\) block of the left-hand side is given by

\[
\begin{pmatrix}
    c_{i1} D \\
    \vdots \\
    c_{n1} D
\end{pmatrix}
\begin{pmatrix}
    a_{11} B & \ldots & a_{m1} B \\
    \vdots & \ddots & \vdots \\
    c_{1n} D & \ldots & c_{nn} D
\end{pmatrix} = 
\left( \sum_{k=1}^n a_{ik} c_{ki} \right) BD = (AC)_{ij} BD
\]

which clearly also is the \(ij\) block of the right-hand side in (A.70).

\[\square\]

\textbf{Lemma A.32}

Let \(A\) and \(B\) be nonsingular matrices. Then

\[(A \otimes B)^{-1} = A^{-1} \otimes B^{-1}\]  \hspace{1cm} (A.71)

\textit{Proof.} Lemma A.31 gives directly

\[(A \otimes B)(A^{-1} \otimes B^{-1}) = AA^{-1} \otimes BB^{-1} = I \otimes I = I\]

which proves (A.71).

\[\square\]

\textbf{Lemma A.33}

Let \(A\) and \(B\) be two matrices. Then

\[(A \otimes B)^T = A^T \otimes B^T\]  \hspace{1cm} (A.72)

\textit{Proof.} By Definition A.9,

\[
(A \otimes B)^T = 
\begin{pmatrix}
    (a_{11} B & \ldots & a_{1n} B)^T \\
    \vdots \\
    (a_{m1} B & \ldots & a_{mn} B)^T
\end{pmatrix}
= 
\begin{pmatrix}
    (a_{11} B)^T & \ldots & (a_{m1} B)^T \\
    \vdots \\
    (a_{1n} B)^T & \ldots & (a_{mn} B)^T
\end{pmatrix}
= A^T \otimes B^T
\]

\[\square\]

The following definition introduces the notation \(\text{vec}(A)\) for the vector obtained by stacking the columns of matrix \(A\).

\textbf{Definition A.10}

Let \(A\) be an \((m|n)\) matrix, and let \(a_i\) denote its \(i\)th column.

\[A = (a_1 \ldots a_n)\]
Then the \((mn|1)\) column vector \(\text{vec}(A)\) is defined as

\[
\text{vec}(A) = \begin{pmatrix}
a_1 \\
a_2 \\
\vdots \\
a_n
\end{pmatrix}
\]

\[\blacksquare\]

**Lemma A.34**

Let \(A\), \(B\) and \(C\) be matrices of compatible dimensions. Then

\[
\text{vec}(ABC) = (C^T \otimes A) \text{vec}(B)
\]  \(\text{(A.73)}\)

**Proof.** Let \(b_i\) denote the \(i\)th column of \(B\), \(c_i\) the \(i\)th column of \(C\), and \(c_{ij}\) the \(i, j\) element of \(C\). Then

\[
\text{vec}(ABC) = \text{vec}(ABC_1 \ ABc_2 \ \ldots \ ABc_n)
\]

\[
= \begin{pmatrix}
ABC_1 \\
\vdots \\
ABC_n
\end{pmatrix}
\]

Further,

\[
ABC_{c_j} = A(b_1 \ldots b_m)c_{mj} = \sum_{i=1}^m c_{ij}Ab_i
\]

\[
= (c_{1j}A \ldots c_{mj}A)\begin{pmatrix}b_1 \\
\vdots \\
b_m\end{pmatrix}
\]

\[
= [c_j^T \otimes A] \text{vec}(B)
\]

which proves (A.73).  \(\blacksquare\)

### A.8 An optimization result for positive definite matrices

The following result is useful in certain optimization problems which occur, for example, when designing optimal experimental conditions.

**Lemma A.35**

Let \(S\) be an \((n|n)\) positive definite matrix with unit diagonal elements \((S_{ii} = 1, \ i = 1, \ldots, \ n)\). Then

(i) \(\det S^{-1}\);
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(ii) \( [S^{-1}]_{ii}, i = 1, \ldots, n \)

(iii) \( \lambda_{\text{max}}(S^{-1}) \)

all achieve their minimum values if and only if \( S = I \).

Proof. (Cf. Goodwin and Payne, 1977)

(i) Since the function \( \log(\cdot) \) is monotonically increasing, the result is proved if it can be shown that

\[
\log \det S = \log \left( \prod_{i=1}^{n} \lambda_i \right) = \sum_{i=1}^{n} \log \lambda_i
\]

where \( \{\lambda_i\} \) are the eigenvalues of \( S \), achieves its maximum value for \( S = I \). Now, for all positive \( \lambda \),

\[
\log \lambda \leq \lambda - 1
\]

with equality if and only if \( \lambda = 1 \). Thus

\[
\log \det S \leq \text{tr } S - n = 0
\]

with equality if and only if \( \lambda_i = 1, i = 1, \ldots, n \), which proves the first assertion.

(ii) Partition \( S \) as

\[
S = \begin{pmatrix}
1 & \psi^T \\
\psi & S
\end{pmatrix}
\]

Then (cf. Lemma A.2)

\[
[S^{-1}]_{11} = (1 - \psi^T \bar{S}^{-1} \psi)^{-1}
\]

Thus

\[
[S^{-1}]_{ii} \geq 1
\]

with equality if and only if \( \psi = 0 \). By repeating the above reasoning for \( \bar{S} \), etc., one can prove that

\[
[S^{-1}]_{ii} \geq 1, \ i = 1, \ldots, n
\]

with equality if and only if \( S = I \).

(iii) It follows from (ii) that

\[
\text{tr } S^{-1} \geq n \text{ with equality if and only if } S = I
\]

But

\[
\lambda_{\text{max}}(S^{-1}) \geq \frac{\text{tr } S^{-1}}{n}
\]

Thus

\[
\lambda_{\text{max}}(S^{-1}) \geq 1
\]

with equality if and only if \( S = I \). \( \blacksquare \)
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SOME RESULTS FROM PROBABILITY THEORY AND STATISTICS

B.1 Convergence of stochastic variables

In this section some convergence concepts for stochastic variables are presented.

Definition B.1
Let \( \{x_n\} \) be an indexed sequence of stochastic variables. Let \( x^* \) be a stochastic variable. Then

- \( x_n \to x^* \) (as \( n \to \infty \)) with probability one (w.p. 1) if \( P(x_n \to x^*, \ n \to \infty) = 1 \).
- \( x_n \to x^* \) in mean square if \( E[x_n - x^*]^2 \to 0, \ n \to \infty \).
- \( x_n \to x^* \) in probability if for every \( \varepsilon > 0, P(|x_n - x^*| > \varepsilon) \to 0 \) as \( n \to \infty \).
- \( x_n \to x^* \) in distribution if \( f_{x_n}(x) \to f_{x^*}(x) \) where \( f_{x_n}(x) \), \( f_{x^*}(x) \) denote the probability density functions of \( x_n \) and \( x^* \), respectively. With some abuse of language it is often stated that \( x_n \to f_{x^*}(x) \) in distribution.

Remark. If \( f_{x^*}(x) \) is the Gaussian distribution \( \mathcal{N}(m, \ P) \) and \( x_n \to x^* \) in distribution it is said that \( x_n \) is asymptotically Gaussian distributed, denoted by

\[
x_n \xrightarrow{\text{dist}} \mathcal{N}(m, \ P)
\]

The following connections exist between these convergence concepts:

\[
x_n \to x^* \ \text{w.p. 1} \\
\not\Rightarrow \\
x_n \to x^* \ \text{in probability} \Rightarrow x_n \to x^* \ \text{in distribution} \\

x_n \to x^* \ \text{in mean square}
\]

There follow some ergodicity results. The following definition will be used.

Definition B.2
Let \( x(t) \) be a stationary stochastic process. It is said to be \textit{ergodic} with respect to its first- and second-order moments if
\[
\frac{1}{N} \sum_{t=1}^{N} x(t) \rightarrow Ex(t) \\
\frac{1}{N} \sum_{t=1}^{N} x(t + \tau)x(t) \rightarrow Ex(t + \tau)x(t)
\]

(B.1)

with probability one as \( N \rightarrow \infty \).

Ergodicity results are often used when analyzing identification methods. The reason is that many identification methods can be phrased in terms of the sample means and covariances of the data. When the number of data points tends to infinity it would then be very desirable for the analysis if one could substitute the limits by expectations as in (B.1). It will be shown that this is possible under weak assumptions. The following result is useful as a tool for establishing some ergodicity results.

**Lemma B.1**
Assume that \( x(t) \) is a discrete time stationary process with finite variance. If the covariance function \( r_x(\tau) \rightarrow 0 \) as \( |\tau| \rightarrow \infty \) then

\[
\frac{1}{N} \sum_{t=1}^{N} x(t) \rightarrow Ex(t) \quad (N \rightarrow \infty)
\]

(B.2)

with probability one and in mean square.

*Proof*. See, for example, Gnedenko (1963).

The following lemma provides the main result on ergodicity.

**Lemma B.2**
Let the stationary stochastic processes \( z_1(t) \) and \( z_2(t) \) be given by

\[
\begin{align*}
z_1(t) &= G(q^{-1})e_1(t) \\
z_2(t) &= H(q^{-1})e_2(t)
\end{align*}
\]

(B.3)

where

\[
G(q^{-1}) = \sum_{i=0}^{\infty} g_i q^{-i} \quad \sum_{i=0}^{\infty} g_i^2 < \infty
\]

(B.4)

\[
H(q^{-1}) = \sum_{i=0}^{\infty} h_i q^{-i} \quad \sum_{i=0}^{\infty} h_i^2 < \infty
\]

and

\[
e(t) = \begin{pmatrix} e_1(t) \\ e_2(t) \end{pmatrix}
\]
is zero mean white noise with covariance matrix
\[
Ee(t)e^T(t) = \begin{pmatrix}
\sigma_1^2 & \varrho \sigma_1 \sigma_2 \\
\varrho \sigma_1 \sigma_2 & \sigma_2^2
\end{pmatrix}
\]  
(B.5)
and finite fourth moment. Then
\[
\frac{1}{N} \sum_{t=1}^{N} z_1(t)z_2(t) \to Ez_1(t)z_2(t) = \varrho \sigma_1 \sigma_2 \sum_{i=0}^{\infty} g_i h_i
\]  
(B.6)
as \(N\) tends to infinity, both with probability one and in mean square.

**Proof.** Define
\[
x(t) = z_1(t)z_2(t)
\]Then \(x(t)\) is a stationary stochastic process with mean value
\[
Ex(t) = Ez_1(t)z_2(t) = \sum_{i=0}^{\infty} \sum_{j=0}^{\infty} Eg_i e_1(t - i) h_j e_2(t - j) = \varrho \sigma_1 \sigma_2 \sum_{i=0}^{\infty} g_i h_i
\]The convergence of the sum follows from Cauchy–Schwartz lemma since
\[
\left| \sum_{i=0}^{\infty} g_i h_i \right|^2 \leq \sum_{i=0}^{\infty} g_i^2 \sum_{i=0}^{\infty} h_i^2 < \infty
\]The idea now is, of course, to apply Lemma B.1. For this purpose one must find the covariance function \(r_x(\tau)\) of \(x(t)\) and verify that it tends to zero as \(\tau\) tends to infinity. Now
\[
r_x(\tau) = E[x(t + \tau) - Ex(t)][x(t) - Ex(t)]
\]
\[= E[x(t + \tau)x(t)] - [Ex(t)]^2
\]
\[= E \sum_{i=0}^{\infty} \sum_{j=0}^{\infty} \sum_{k=0}^{\infty} \sum_{l=0}^{\infty} g_i h_j g_k h_l e_1(t + \tau - i) e_2(t + \tau - j) e_1(t - k) e_2(t - l)
\]
\[- \left[ \varrho \sigma_1 \sigma_2 \sum_{i=0}^{\infty} g_i h_i \right]^2
\]However, since \(e(t)\) is white noise,
\[
E e_1(t + \tau - i) e_2(t + \tau - j) e_1(t - k) e_2(t - l)
\]
\[= \varrho^2 \sigma_1^2 \sigma_2^2 \delta_{i,j} \delta_{k,l} + \sigma_1^2 \sigma_2^2 \delta_{i,k+\tau} \delta_{j,l+\tau}
\]
\[+ \varrho^2 \sigma_1^2 \sigma_2^2 \delta_{i,l+\tau} \delta_{j,k+\tau} + [\mu - (2 \varrho^2 + 1) \sigma_1^2 \sigma_2^2] \delta_{i,j} \delta_{k,l} \delta_{i,k+\tau}
\]where \(\mu = Ee_1^2(t)e_2^2(t)\). Using these relations,
\[ r_x(\tau) = \sigma_1^2 \sigma_2^2 \left[ \sum_{k=0}^{\infty} g_k g_{k+\tau} \right] \left[ \sum_{l=0}^{\infty} h_l h_{l+\tau} \right] + \sigma_1^2 \sigma_2^2 \left[ \sum_{k=0}^{\infty} g_k h_{k+\tau} \right] \left[ \sum_{l=0}^{\infty} h_l g_{l+\tau} \right] + \left[ \mu - (2\varphi^2 + 1) \sigma_1^2 \sigma_2^2 \right] \sum_{i=0}^{\infty} g_i h_i g_{i+\tau} h_{i+\tau} \]

However, all the sums will tend to zero as \( \tau \to \infty \). This can be seen by invoking the Cauchy–Schwartz lemma again. Here

\[ \sum_{k=0}^{\infty} g_k g_{k+\tau} \leq \sum_{k=0}^{\infty} g_k^2 \sum_{j=0}^{\infty} g_j^2 = \sum_{k=0}^{\infty} g_k^2 \sum_{j=\tau}^{\infty} g_j^2 \to 0, \ \tau \to \infty \]

which proves that \( \Sigma_{k=0}^{\infty} g_k g_{k+\tau} \to 0 \) as \( \tau \) tends to infinity. In similar ways it can be proved that the remaining sums also tend to zero.

It has thus been established that \( r_x(\tau) \to 0, \ |\tau| \to \infty \). The result (B.6) follows from Lemma B.1.

The next result is a variant of the central limit theorem due to Ljung (1977c).

**Lemma B.3**

Consider

\[ X_N = \frac{1}{\sqrt{N}} \sum_{i=1}^{N} z(t) \]  
(B.7)

where \( z(t) \) is a (vector-valued) zero mean stationary process given by

\[ z(t) = \phi(t) v(t) \]  
(B.8)

In (B.8), \( \phi(t) \) is a matrix and \( v(t) \) a vector. The entries of \( \phi(t) \) and \( v(t) \) are stationary, possibly correlated, ARMA processes with zero means and underlying white noise sequences with finite fourth-order moments. The elements of \( \phi(t) \) may also contain a bounded deterministic term.

Assume that the limit

\[ P = \lim_{N \to \infty} E X_N X_N^T \]  
(B.9)

exists and is nonsingular. Then \( X_N \) is asymptotically Gaussian distributed,

\[ X_N \xrightarrow{\text{dist}} \mathcal{N}(0, P) \]  
(B.10)

**Proof.** See Ljung (1977c).

The following result on convergence in distribution will often be useful as a complement to the above lemma.
Lemma B.4
Let \( \{x_n\} \) be a sequence of random variables that converges in distribution to \( F(x) \). Let \( \{A_n\} \) be a sequence of random square matrices that converges in probability to a nonsingular matrix \( A \), and \( \{b_n\} \) a sequence of random vectors that converges in probability to \( b \). Define
\[
y_n = A_n x_n + b_n
\]
Then \( y_n \) converges in distribution to \( F(A^{-1}(y - b)) \).

Proof. The lemma is a trivial extension to the multivariable case of the scalar result, given for example by Chung (1968, p. 85) and Cramér (1946, p. 245).

The lemma can be specialized to the case when \( F(x) \) corresponds to a Gaussian distribution, as follows.

Corollary. Assume that \( x_n \) is asymptotically Gaussian distributed \( \mathcal{N}(0, P) \). Then \( y_n \) as given by (B.11) converges in distribution to \( \mathcal{N}(b, APA^T) \).

Proof. Let \( m = \dim x_n = \dim y_n \). The limiting distribution function of \( y_n \) is given by (cf. Lemma B.4 and Definition B.3 in the next section)
\[
G(y) = \int_{-\infty}^{y} \frac{1}{(2\pi)^{m/2}(\det(P))^{1/2}} \exp \left[-\frac{1}{2} x'^{T} P^{-1} x \right] \, dx'|_{x = A^{-1}(y - b)}
\]
\[
= \frac{1}{\det A} \int_{-\infty}^{y} \frac{1}{(2\pi)^{m/2}(\det(P))^{1/2}} \times \exp \left[-\frac{1}{2} \{A^{-1}(y' - b)^{T} P^{-1} A^{-1}(y' - b) \} \right] \, dy'
\]
\[
= \int_{-\infty}^{y} \frac{1}{(2\pi)^{m/2}(\det(APA^T))^{1/2}} \exp \left[-\frac{1}{2} (y' - b)^{T} (APA^T)^{-1} (y' - b) \right] \, dy'
\]
Thus \( G(y) \) is the distribution function of \( \mathcal{N}(b, APA^T) \).

In (B.11) the new sequence \( y_n \) is an affine transformation of \( x_n \). For rational functions there is another result that concerns convergence in probability. It is given in the following and is often referred to as Slutsky’s lemma.

Lemma B.5
Let \( \{x_n\} \) be a sequence of random vectors that converges in probability to a constant \( x \). Let \( f(\cdot) \) be a rational function and suppose that \( f(x) \) is finite. Then \( f(x_n) \) converges in probability to \( f(x) \).

Definition B.3
The \( n \)-dimensional stochastic variable \( x \) is said to be Gaussian (or equivalently normal) distributed, denoted \( x \sim \mathcal{N}(m, P) \), where \( m \) is a vector and \( P \) a positive definite matrix, if its probability density function is

\[
f(x) = \frac{1}{(2\pi)^{n/2}(\det P)^{1/2}} \exp \left[ -\frac{1}{2}(x - m)^T P^{-1}(x - m) \right]
\]  

(B.12)

The following lemma shows that the parameters \( m \) and \( P \) are the mean and the covariance matrix, respectively.

Lemma B.6
Assume that \( x \sim \mathcal{N}(m, P) \). Then

\[
E x = m \quad E(x - m)(x - m)^T = P
\]  

(B.13)

Proof. In the integrals below the variable substitution \( y = P^{-1/2}(x - m) \) is made.

\[
E x = \int_{\mathbb{R}^n} x f(x) \mathrm{d}x = \frac{1}{(2\pi)^{n/2}(\det P)^{1/2}} \int_{\mathbb{R}^n} [m + P^{1/2} y] \exp \left[ -\frac{1}{2} y^T y \right] (\det P)^{1/2} \mathrm{d}y
\]

\[
= m \frac{1}{(2\pi)^{n/2}} \int_{\mathbb{R}^n} \exp \left[ -\frac{1}{2} y^T y \right] \mathrm{d}y + \frac{1}{(2\pi)^{n/2}} P^{1/2} \int_{\mathbb{R}^n} y \exp \left[ -\frac{1}{2} y^T y \right] \mathrm{d}y = m
\]

The second integral above is zero by symmetry. (This can be seen by making the variable substitution \( y \to -y \).) Also

\[
E(x - m)(x - m)^T = \int_{\mathbb{R}^n} (x - m)(x - m)^T f(x) \mathrm{d}x
\]

\[
= \int_{\mathbb{R}^{1/2}} P^{1/2} y y^T P^{1/2} \frac{1}{(2\pi)^{n/2}} \exp \left[ -\frac{1}{2} y^T y \right] \mathrm{d}y \triangleq P^{1/2} Q P^{1/2}
\]

When \( k \neq l \) this gives

\[
Q_{kl} = \int_{\mathbb{R}^n} y_k y_l \frac{1}{(2\pi)^{n/2}} \exp \left[ -\frac{1}{2} y^T y \right] \mathrm{d}y
\]

\[
= \int_{\mathbb{R}} y_k \frac{1}{(2\pi)^{1/2}} \exp \left[ -\frac{1}{2} y_k^2 \right] \mathrm{d}y_k \int_{\mathbb{R}} y_l \frac{1}{(2\pi)^{1/2}} \exp \left[ -\frac{1}{2} y_l^2 \right] \mathrm{d}y_l
\]

\[
\left[ \prod_{j=1}^{n} \int_{\mathbb{R}} \frac{1}{(2\pi)^{1/2}} \exp \left[ -\frac{1}{2} y_j^2 \right] \mathrm{d}y_j \right] = 0
\]
while the diagonal elements of $Q$ are given by

$$Q_{kk} = \int_{\mathbb{R}^n} y_k^2 \frac{1}{(2\pi)^{n/2}} \exp \left[ -\frac{1}{2} y^T y \right] dy$$

$$= \int_{\mathbb{R}} y_k^2 \frac{1}{(2\pi)^{1/2}} \exp \left[ -\frac{1}{2} y_k^2 \right] dy_k \prod_{j=1, j\neq k}^{n} \int_{\mathbb{R}} \frac{1}{(2\pi)^{1/2}} \exp \left[ -\frac{1}{2} y_j^2 \right] dy_j$$

The first integral on the right-hand side gives the variance of a $\mathcal{N}(0, 1)$ distributed random variable, while the other integrands are precisely the pdf of a $\mathcal{N}(0, 1)$ distributed random variable. Hence $Q_{kk} = 1$, which implies $Q = I$, and the stated result (B.13) follows.

Remark. An alternative, and shorter proof, is given after Lemma B.10.

To prove that an affine transformation of Gaussian variables gives a Gaussian variable, it is convenient to use moment generating functions, which are defined in the following.

Definition B.4

If $x$ is a (vector-valued) stochastic variable its moment generating function is defined by

$$\varphi(z) = E[e^{z^T x}] = \int_{\mathbb{R}^n} e^{z^T x} f(x) \, dx \quad (B.14)$$

Remark 1. The moment generating function evaluated at $z = i\omega$ is the Fourier transform of the probability density function. From uniqueness results on Fourier transforms it follows that every probability density function has a unique moment generating function. Thus, if two random variables have the same moment generating function, they will also have the same probability density function.

Remark 2. The name ‘moment generating function’ is easy to explain for scalar processes. The expected value $E[x^k]$ is called the $k$th-order moment. By series expansion, (B.14) gives

$$\varphi(z) = E \left[ \sum_{k=0}^{\infty} \frac{z^k}{k!} x^k \right] = \sum_{k=0}^{\infty} \frac{z^k}{k!} E[x^k] \quad (B.15)$$

Thus

$$\frac{\partial^k \varphi(z)}{\partial z^k} \bigg|_{z=0} = E[x^k].$$

Remark 3. More general moments can conveniently be found by series expansion of $\varphi(z)$, similarly to (B.15). For example, assume $E[X_1 X_2^2]$ is sought. Set $z = (z_1 \ z_2)^T$. Then
\[
\varphi(z) = E \left[ \sum_{k=0}^{\infty} \frac{1}{k!} (z^T x)^k \right] \\
= E \left[ 1 + (z_1 x_1 + z_2 x_2) + \frac{1}{2!} (z_1 x_1 + z_2 x_2)^2 + \frac{1}{3!} (z_1 x_1 + z_2 x_2)^3 + \ldots \right]
\]

The term of current interest in the series expansion is \( E \left[ \frac{1}{3!} 3(z_1 x_1)(z_2 x_2)^2 \right] \)
\[
= \frac{1}{2} z_1 z_2^2 E(x_1 x_2^2). \quad \text{Hence the moment } E(x_1 x_2^2) \text{ can be found as twice the coefficient of } z_1 z_2^2 \text{ in the series expansion of } \varphi(z). \quad \text{As a further example, consider } E(x_1 x_2 x_3 x_4) \text{ and set } z = (z_1, z_2, z_3, z_4)^T. \quad \text{Then}
\]
\[
\varphi(z) = E \left[ \ldots + \frac{1}{4!} (z_1 x_1 + z_2 x_2 + z_3 x_3 + z_4 x_4)^4 + \ldots \right] \\
= \ldots + z_1 z_2 z_3 z_4 E(x_1 x_2 x_3 x_4) + \ldots
\]

Hence the moment \( E(x_1 x_2 x_3 x_4) \) can be calculated as the coefficient of \( z_1 z_2 z_3 z_4 \) in the series expansion of \( \varphi(z) \). \( \blacksquare \)

The following lemma gives the moment generating function for a Gaussian random variable.

**Lemma B.7**
Assume that \( x \sim \mathcal{N}(m, P) \). Then its moment generating function is
\[
\varphi(z) = \exp \left[ z^T m + \frac{1}{2} z^T P z \right] \quad (B.16)
\]

**Proof.** By direct calculation, using (B.12),
\[
\varphi(z) = \int \mathcal{R}^n \exp \left[ z^T x \right] f(x) \, dx \\
= \int \mathcal{R}^n \frac{1}{(2\pi)^{n/2} (\det P)^{1/2}} \exp \left[ -\frac{1}{2} (x - m - P z)^T P^{-1} (x - m - P z) \right] \, dx \\
\times \exp \left[ z^T m + \frac{1}{2} z^T P z \right] \\
= \exp \left[ z^T m + \frac{1}{2} z^T P z \right]
\]
since the integrand is the probability density function of \( \mathcal{N}(m + P z, P) \). \( \blacksquare \)

**Lemma B.8**
Assume that \( x \sim \mathcal{N}(m, P) \) and set \( y = Ax + b \) for constant \( A \) and \( b \) of appropriate dimensions. Then \( y \sim \mathcal{N}(Am + b, APA^T) \).
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Proof. This lemma is conveniently proved by using moment generating functions (mgfs). Let \( \phi_x(z_1) \) and \( \phi_y(z_2) \) be the mgfs associated with \( x \) and \( y \), respectively. Then

\[
\phi_y(z) = E[\exp(z^T(Ax + b))] = \exp[z^Tb]E[\exp((A^Tz)^T) x] \\
= \exp[z^Tb]\phi_x(A^Tz) \\
= \exp[z^Tb] \exp\left[z^TA m + \frac{1}{2} z^TAPA^T z \right] \\
= \exp\left[z^T(A m + b) + \frac{1}{2} z^T(APA^T) z \right]
\]

By the unique correspondence between mgfs and probability density functions, it follows from Lemma B.7 that \( y \sim \mathcal{N}(A m + b, APA^T) \).

Lemma B.9
Let the scalar random variables \( x_1, x_2, x_3, x_4 \) be jointly Gaussian with zero mean values. Then

\[
Ex_1x_2x_3x_4 = Ex_1x_2Ex_3x_4 + Ex_1x_3Ex_2x_4 + Ex_1x_4Ex_2x_3 
\]

(B.17a)

Proof. Let \( \mathcal{E}[f(z)] \) denote the coefficient of \( z_1z_2z_3z_4 \) in the series expansion of some function \( f(z) \). According to Remark 3 of Definition B.4, the moment \( Ex_1x_2x_3x_4 \) is \( \mathcal{E}[\phi(z)] \). Set \( P_{ij} = Ex_i x_j \). Then from Lemma B.7

\[
Ex_1x_2x_3x_4 = \mathcal{E}[\phi(z)] = \mathcal{E}\left[ \frac{1}{2!} \left( \frac{1}{2} z^T P z \right)^2 \right] \\
= \frac{1}{8} \mathcal{E}[z^T P zz^T P z] = P_{12}P_{34} + P_{13}P_{24} + P_{14}P_{23} \]

Corollary. Let \( x_1, x_2, x_3, x_4 \) be jointly Gaussian with mean values \( m_i = Ex_i \). Then

\[
Ex_1x_2x_3x_4 = Ex_1x_2Ex_3x_4 + Ex_1x_3Ex_2x_4 + Ex_1x_4Ex_2x_3 - 2m_1m_2m_3m_4 
\]

(B.17b)

Proof. Set \( y_i = x_i - m_i \) and \( P_{ij} = Ey_i y_j \). Since \( Ey_i = 0 \), it follows that \( Ey_i y_j y_k = 0 \). Hence

\[
Ex_1x_2x_3x_4 = E(y_1 + m_1)(y_2 + m_2)(y_3 + m_3)(y_4 + m_4) \\
= Ey_1y_2y_3y_4 + E[y_1m_2m_3m_4 + y_2m_1m_3m_4 + y_3m_1m_2m_4 + y_4m_1m_2m_3] \\
+ E[y_1y_2m_3m_4 + y_1y_3m_2m_4 + y_1y_4m_2m_3 + y_2y_3m_1m_4 + y_2y_4m_1m_3] \\
+ E[y_3y_4m_1m_2] + E[y_1y_2y_3m_4 + y_1y_2y_4m_3 + y_1y_3y_4m_2 + y_2y_3y_4m_1] \\
+ m_1m_2m_3m_4 \\
= (P_{12}P_{34} + P_{13}P_{24} + P_{14}P_{23}) + (P_{12}m_3m_4 + P_{13}m_2m_4 + P_{14}m_2m_3) \\
+ P_{23}m_1m_4 + P_{24}m_1m_3 + P_{34}m_1m_2) + m_1m_2m_3m_4
\[ = (P_{12} + m_1 m_2)(P_{34} + m_3 m_4) + (P_{13} + m_1 m_3)(P_{24} + m_2 m_4) + (P_{14} + m_1 m_4)(P_{23} + m_2 m_3) - 2m_1 m_2 m_3 m_4 \]

**Remark.** An extension of Lemma B.9 and its corollary to the case of complex matrix-valued Gaussian random variables \( \{x_i\}_{i=1}^n \) has been presented by Janssen and Stoica (1987).

**Lemma B.10**

Uncorrelated Gaussian random variables are independent.

**Proof.** Let \( x \) be a vector of uncorrelated Gaussian random variables. Then the covariance matrix \( P \) of \( x \) is a diagonal matrix. The probability density function of \( x \) will be (cf. (B.12))

\[
f(x) = \frac{1}{(2\pi)^{n/2} \prod_{i=1}^{n} P_{ii}^{1/2}} \exp \left[ -\frac{1}{2} \sum_{i=1}^{n} \frac{(x_i - m_i)^2}{P_{ii}} \right] = \prod_{i=1}^{n} \frac{1}{(2\pi P_{ii})^{1/2}} \exp \left[ -\frac{1}{2} \frac{(x_i - m_i)^2}{P_{ii}} \right] = \prod_{i=1}^{n} f_i(x_i)
\]

where \( f_i(x_i) \) is the probability density function for the variable \( x_i \). This proves the lemma.

**Remark 1.** Note that a different proof of the above lemma can be found in Section B.6 (see Corollary to Lemma B.17).

**Remark 2.** An alternative proof of Lemma B.6 can now be made as follows. Set \( y = P^{-1/2}(x - m) \). By Lemma B.8, \( y \sim \mathcal{N}(0, I) \). Hence by Lemma B.10, \( y_i \sim \mathcal{N}(0, 1) \) and different \( y_i: s \) are independent. Since \( E y_i = 0 \), \( \text{var}(y_i) = 1 \), it holds that \( Ey = 0 \), \( \text{cov}(y) = I \). Finally since \( x = m + P^{1/2}y \) it follows that \( Ex = m \), \( \text{cov}(x) = P \).

The next definition introduces the \( \chi^2 \) distribution.

**Definition B.5**

Let \( \{y_i\}_{i=1}^n \) be uncorrelated \( \mathcal{N}(0, 1) \) variables. Then \( x = \sum_{i=1}^{n} y_i^2 \) is said to be \( \chi^2 \) distributed with \( n \) degrees of freedom, written as \( x \sim \chi^2(n) \).

**Lemma B.11**

Let \( x \sim \chi^2(n) \). Then its probability density function is

\[
f(x) = ke^{-x/2}x^{(n/2-1)}
\]

where \( k \) is a normalizing constant.
Proof. Set $x = y^T y$ where $y \sim \mathcal{N}(0, I)$ is of dimension $n$. Then $f(x)$ can be calculated as follows

$$f(x) = \frac{d}{dx} P(y^T y \leq x) = \frac{d}{dx} \int_{y^T y \leq x} \frac{1}{(2\pi)^{n/2}} \exp \left[ -\frac{1}{2} y^T y \right] dy$$

$$= \frac{d}{dx} \int_{r \leq \sqrt{x}} \frac{1}{(2\pi)^{n/2}} \exp \left[ -\frac{1}{2} r^2 \right] r^{n-1} dr S_n$$

where $S_n$ is the area of the unit sphere in $\mathbb{R}^n$. Continuing the calculations,

$$f(x) = \frac{S_n}{(2\pi)^{n/2}} \frac{d}{dx} \int_0^{\sqrt{x}} \exp \left[ -\frac{1}{2} r^2 \right] r^{n-1} dr$$

$$= \frac{S_n}{(2\pi)^{n/2}} \frac{1}{2 \sqrt{x}} \exp \left[ -\frac{1}{2} x \right] x^{(n-1)/2}$$

This proves (B.18).

Lemma B.12
Let $x \sim \mathcal{N}(m, P)$ be of dimension $n$. Then

$$(x - m)^T P^{-1} (x - m) \sim \chi^2(n) \quad (B.19)$$

Proof. Set $z = P^{-1/2} (x - m)$. According to Lemma B.8, $z \sim \mathcal{N}(0, I)$. Furthermore, $(x - m)^T P^{-1} (x - m) = z^T z$ and (B.19) follows from Definition B.5.

Lemma B.13
Let $x$ be an $n$-dimensional Gaussian vector, $x \sim \mathcal{N}(0, I)$ and let $P$ be an $(n|n)$-dimensional idempotent matrix of rank $r$. Then $x^T P x$ is $\chi^2(r)$ distributed.

Proof. By Lemma A.28 one can write

$$P = U^T \Lambda U$$

with $U$ orthogonal and

$$\Lambda = \begin{pmatrix} I_r & 0 \\ 0 & 0 \end{pmatrix}$$

Now set $y = Ux$. Clearly $y \sim \mathcal{N}(0, I)$. Furthermore,

$$x^T P x = x^T U^T \Lambda U x = y^T \Lambda y = \sum_{i=1}^r y_i^2$$

and the lemma follows from the definition of the $\chi^2$ distribution.

The next definition introduces the $F$ distribution.
Definition B.6
Let \( x_1 \sim \chi^2(n_1) \), \( x_2 \sim \chi^2(n_2) \) be independent. Then \( \frac{x_1}{x_2} \) is said to be \( F \) distributed with \( n_1 \) and \( n_2 \) degrees of freedom, written as
\[
\frac{x_1}{n_1} \sim F(n_1, n_2)
\]

Lemma B.14
Let \( y \sim F(n_1, n_2) \). Then
\[
n_1 y \xrightarrow{\text{dist}} \chi^2(n_1) \quad \text{as } n_2 \to \infty
\]  

Proof. Set
\[
y = \frac{x_1}{n_1} \frac{n_2}{x_2}
\]
where \( x_1, x_2, n_1 \) and \( n_2 \) are as in Definition B.6. According to Lemma B.2, \( x_2/n_2 \to 1 \) as \( n_2 \to \infty \), with probability one. Hence, according to Lemma B.4, in the limit,
\[
n_1 y \xrightarrow{\text{dist}} x_1 \sim \chi^2(n_1).
\]

Remark. The consequence of (B.20) is that for large values of \( n_2 \), the \( F(n_1, n_2) \) distribution can be approximated with the \( \chi^2(n_1) \) distribution, normalized by \( n_1 \).

This section ends with some numerical values pertaining to the \( \chi^2 \) distribution. Define \( \chi^2_\alpha(n) \) by
\[
P(x > \chi^2_\alpha(n)) = \alpha \quad \text{where } x \sim \chi^2(n)
\]
This quantity is useful when testing statistical hypotheses (see Chapters 4, 11 and 12). Table B.1 gives some numerical values of \( \chi^2_\alpha(n) \) as a function of \( \alpha \) and \( n \).

As a rule of thumb one may approximately take
\[
\chi^2_{0.05}(n) \approx n + \sqrt{8n}
\]
It is not difficult to justify this approximation. According to the central limit theorem, the \( \chi^2 \) distributed random variable \( x \sum_{i=1}^n y_i^2 \) (see Definition B.5) is approximately (for large enough \( n \)) Gaussian distributed with mean
\[
Ex = \sum_{i=1}^n Ey_i^2 = n
\]
and variance
\[
E(x - n)^2 = E \sum_{i=1}^n \sum_{j=1}^n y_i^2 y_j^2 - n^2
\]
\[
= \sum_{i=1}^n \sum_{j=1}^n (Ey_i^2)(Ey_j^2) + \sum_{i=1}^n Ey_i^4 - n^2 = n(n - 1) + 3n - n^2 = 2n
\]
Thus for sufficiently large $n$

$$
\chi^2(n) \sim \mathcal{N}(n, 2n)
$$

from which the above approximation of $\chi^2_{0.05}(n)$ readily follows. Approximation formulas for $\chi^2_{\alpha}(n)$ for other values of $\alpha$ can be obtained similarly.

### B.3 Maximum a posteriori and maximum likelihood parameter estimates

Let $x$ denote the vector of observations of a stochastic variable and let $p(x, \theta)$ denote the probability density function (pdf) of $x$. The form of $p(x, \theta)$ is assumed to be known. The vector $\theta$ of unknown parameters, which completely describes the pdf, is to be estimated.

The maximum a posteriori (MAP) approach to $\theta$-estimation treats $\theta$ as a random vector while the sample of observations $x$ is considered to be given.

**Definition B.7**

The MAP estimate of $\theta$ is

$$
\hat{\theta}_{\text{MAP}} = \arg \max_{\theta} p(\theta|x)
$$  \hspace{1cm} (B.21)

The conditional pdf $p(\theta|x)$ is called the *a posteriori* pdf of $\theta$.  \hspace{1cm} \blacksquare
From Bayes rule,

\[ p(\theta|x) = \frac{p(x|\theta)p(\theta)}{p(x)} \]  \hspace{1cm} (B.22)

The conditional pdf \( p(x|\theta), \) with \( x \) fixed, is called the likelihood function. It can be interpreted as giving a measure of the plausibility of the data under different parameters. To evaluate \( p(\theta|x) \) we also need the ‘prior pdf’ of the parameters, \( p(\theta) \). While \( p(x|\theta) \) can be derived relatively easily for a variety of situations, the choice of \( p(\theta) \) is a controversial topic of the MAP approach to estimation (see e.g. Peterka, 1981, for a discussion). Finally, the pdf \( p(x) \) which also occurs in (B.22) may be evaluated as a marginal distribution

\[ p(x) = \int_{\mathcal{R}^\text{dim } \theta} p(x, \theta) \, d\theta \quad p(x, \theta) = p(x|\theta)p(\theta) \]

Note that while \( p(x) \) is needed to evaluate \( p(\theta|x) \), it is not necessary for determining \( \hat{\theta}_{\text{MAP}} \) (since only the numerator of (B.22) depends on \( \theta \)).

The maximum likelihood (ML) approach to \( \theta \)-estimation is conceptually different from the MAP approach. Now \( x \) is treated as a random variable and \( \theta \) as unknown but fixed parameters.

**Definition B.8**

The ML estimate of \( \theta \) is

\[ \hat{\theta}_{\text{ML}} = \arg \max_{\theta} p(x|\theta) \]  \hspace{1cm} (B.23)

Thus within the ML approach the value of \( \theta \) is chosen which makes the data most plausible as measured by the likelihood function. Note that in cases where the prior pdf has a small influence on the \textit{a posteriori} pdf, one may expect that \( \hat{\theta}_{\text{ML}} \) is close to \( \hat{\theta}_{\text{MAP}} \). In fact, for noninformative priors, i.e. for \( p(\theta) = \text{constant} \), it follows from (B.22) that \( \theta_{\text{ML}} = \hat{\theta}_{\text{MAP}} \).

**B.4 The Cramér–Rao lower bound**

There is a famous lower bound on the covariance matrix of unbiased estimates. This is known as the Cramér–Rao lower bound.

**Lemma B.15**

Let \( x \) be a stochastic vector-valued variable, the distribution of which depends on an unknown vector \( \theta \). Let \( L(x, \theta) \) denote the likelihood function, and let \( \hat{\theta} = \hat{\theta}(x) \) be an arbitrary unbiased estimate of \( \theta \) determined from \( x \). Then

\[ \text{cov}(\hat{\theta}) \geq \left[ E\left( \frac{\partial}{\partial \theta} \log L \right) \right]^{-1} = -\left[ E\frac{\partial^2 \log L}{\partial \theta^2} \right]^{-1} \]  \hspace{1cm} (B.24)
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Proof. As $L(x, \theta)$ is a probability density function,

$$1 = \int L(x, \theta)dx$$  \hspace{1cm} (B.25)

(integration over $\mathcal{R}^n$, $n = \dim x$). The assumption on unbiasedness can be written as

$$\theta = \int \hat{\theta}(x)L(x, \theta)dx$$  \hspace{1cm} (B.26)

Differentiation of (B.25) and (B.26) with respect to $\theta$ gives

$$0 = \int \frac{\partial L}{\partial \theta}(x, \theta)dx = \int \frac{\partial \log L(x, \theta)}{\partial \theta}L(x, \theta)dx = E \frac{\partial \log L(x, \theta)}{\partial \theta}$$  \hspace{1cm} (B.27)

$$I = \int \hat{\theta}(x) \frac{\partial L}{\partial \theta}(x, \theta)dx = \int \hat{\theta}(x) \frac{\partial \log L(x, \theta)}{\partial \theta}L(x, \theta)dx = E \hat{\theta}(x) \frac{\partial \log L(x, \theta)}{\partial \theta}$$

It follows in particular from these two expressions that

$$I = E[\hat{\theta}(x) - \theta] \frac{\partial \log L(x, \theta)}{\partial \theta}$$  \hspace{1cm} (B.28)

Now the matrix

$$E \left( \begin{array}{c} \hat{\theta}(x) - \theta \\ \frac{\partial \log L}{\partial \theta} \end{array} \right) \left( \begin{array}{c} \hat{\theta}(x) - \theta \\ \frac{\partial \log L}{\partial \theta} \end{array} \right)^T \frac{\partial \log L}{\partial \theta}$$

is by construction nonnegative definite. This implies that (see Lemma A.4)

$$E[\hat{\theta}(x) - \theta][\hat{\theta}(x) - \theta]^T \geq 0$$

$$\times \left\{ E \left[ \frac{\partial \log L}{\partial \theta} \right]^T \left[ \frac{\partial \log L}{\partial \theta} \right] \right\}^{-1} \left\{ E \left[ \frac{\partial \log L}{\partial \theta} \right] [\hat{\theta}(x) - \theta]^T \right\} \geq 0$$

which can be rewritten using (B.28) as

$$E[\hat{\theta}(x) - \theta][\hat{\theta}(x) - \theta]^T \geq \left[ E \left[ \frac{\partial \log L}{\partial \theta} \right]^T \frac{\partial \log L}{\partial \theta} \right]^{-1}$$

which is precisely the inequality in (B.24).

It remains to show the equality in (B.24). Differentiation of (B.27) gives

$$0 = \int \frac{\partial^2 \log L(x, \theta)}{\partial \theta^2} L(x, \theta)dx + \int \left( \frac{\partial \log L(x, \theta)}{\partial \theta} \right)^T \left( \frac{\partial \log L(x, \theta)}{\partial \theta} \right) L(x, \theta)dx$$

or

$$-E \frac{\partial^2 \log L}{\partial \theta^2} = E \left[ \frac{\partial \log L}{\partial \theta} \right]^T \left[ \frac{\partial \log L}{\partial \theta} \right]$$

which shows the equality in (B.24).
Remark 1. The matrix

\[ J = E \left[ \left( \frac{\partial}{\partial \theta} \log L \right)^T \left( \frac{\partial}{\partial \theta} \log L \right) \right] \]  

(B.29)

is called the *(Fisher) information matrix*. The inequality (B.24) can be written

\[ \text{cov}(\hat{\theta}) \geq J^{-1} \]

The right-hand side of (B.24) is called the *Cramér–Rao lower bound*.

Remark 2. If the estimate \( \hat{\theta} \) is biased, a similar result applies. Assume that

\[ E\hat{\theta} = \gamma(\theta) \]  

(B.30)

Then

\[ \text{cov}(\hat{\theta}) \geq \left[ \frac{\partial \gamma(\theta)}{\partial \theta} \right] J^{-1} \left[ \frac{\partial \gamma(\theta)}{\partial \theta} \right]^T \]  

(B.31)

The equality in (B.24) is still applicable. This result is easily obtained by generalizing the proof of Lemma B.15. When doing this it is necessary to substitute (B.26) by

\[ \gamma(\theta) = \int \hat{\theta}(x) L(x, \theta) dx \]

and (B.28) by

\[ \frac{\partial \gamma(\theta)}{\partial \theta} = E[\hat{\theta}(x) - \theta] \frac{\partial \log L(x, \theta)}{\partial \theta} \]

Remark 3. An estimate for which equality holds in (B.24) is said to be *(statistically) efficient*.

For illustration the following examples apply the lemma to some linear regression problems.

**Example B.1 Cramér–Rao lower bound for a linear regression with uncorrelated residuals**

Consider the linear regression equation given by

\[ Y = \Phi \theta + e \]  

(B.32)

where \( e \) is Gaussian distributed with zero mean and covariance matrix \( \lambda^2 I \). Let \( N \) be the dimension of \( Y \). Assume that \( \theta \) and \( \lambda^2 \) are unknown. The Cramér–Rao lower bound can be calculated for any unbiased estimates of these quantities.

In this case...
\[ L(Y, \theta, \lambda^2) = \frac{1}{(2\pi)^{N/2}(\det \lambda^2 I_N)^{1/2}} \exp \left[ -\frac{1}{2}(Y - \Phi \theta)^T(\lambda^2 I_N)^{-1}(Y - \Phi \theta) \right] \]

where \( I_N \) is the identity matrix of order \( N \). Hence

\[ \log L(Y, \theta, \lambda^2) = -\frac{1}{2\lambda^2}(Y - \Phi \theta)^T(Y - \Phi \theta) - \frac{N}{2} \log 2\pi - \frac{N}{2} \log \lambda^2 \]

and the following expressions are obtained for the derivatives:

\[ \frac{\partial}{\partial \theta} \log L(Y, \theta, \lambda^2) = \frac{1}{\lambda^2}(Y - \Phi \theta)^T \Phi \]

\[ \frac{\partial}{\partial \lambda^2} \log L(Y, \theta, \lambda^2) = \frac{1}{2\lambda^4}(Y - \Phi \theta)^T(Y - \Phi \theta) - \frac{N}{2\lambda^2} \]

\[ \frac{\partial^2}{\partial \theta^2} \log L(Y, \theta, \lambda^2) = -\frac{1}{\lambda^2} \Phi^T \Phi \]

\[ \frac{\partial}{\partial \theta} \frac{\partial}{\partial \lambda^2} \log L(Y, \theta, \lambda^2) = -\frac{1}{\lambda^4}(Y - \Phi \theta)^T \Phi \]

\[ \frac{\partial^2}{\partial (\lambda^2)^2} \log L(Y, \theta, \lambda^2) = -\frac{1}{\lambda^6}(Y - \Phi \theta)^T(Y - \Phi \theta) + \frac{N}{2\lambda^4} \]

Thus

\[ J = E \begin{pmatrix}
-\frac{\partial^2}{\partial \theta^2} \log L(Y, \theta, \lambda^2) & -\frac{\partial}{\partial \theta} \frac{\partial}{\partial \lambda^2} \log L(Y, \theta, \lambda^2) \\
-\frac{\partial}{\partial \theta} \frac{\partial}{\partial \lambda^2} \log L(Y, \theta, \lambda^2) & -\frac{\partial^2}{\partial (\lambda^2)^2} \log L(Y, \theta, \lambda^2)
\end{pmatrix} \]

\[ = \begin{pmatrix}
\frac{1}{\lambda^2} \Phi^T \Phi & 0 \\
0 & \frac{N}{2\lambda^4}
\end{pmatrix} \]

Therefore for all unbiased estimates,

\[ \text{cov}(\hat{\theta}) \geq \lambda^2 (\Phi^T \Phi)^{-1} \]

\[ \text{var}(\hat{\lambda}^2) \geq \frac{2\lambda^4}{N} \]

It can now be seen that the least squares estimate (4.7) is efficient. In fact, note from the above expression for \( \partial \log L/\partial \theta \) that under the stated assumptions the LS estimate of \( \theta \) coincides with the ML estimate.

Consider the unbiased estimate \( s^2 \) of \( \lambda^2 \) as introduced in Lemma 4.2,

\[ s^2 = \frac{e^T Pe}{N - n} \quad P = I - \Phi (\Phi^T \Phi)^{-1} \Phi^T \]
where \( n = \text{dim} \, \theta \). The variance of \( s^2 \) can be calculated as follows.

\[
\text{var}(s^2) = E[s^2 - \lambda^2]^2 = E[(s^2)^2] - \lambda^4
\]

Noting that \( e \) is Gaussian and \( P \) symmetric and idempotent,

\[
(N - n)^2 E(s^2)^2 = E \sum_{i=1}^{N} \sum_{j=1}^{N} \sum_{k=1}^{N} \sum_{l=1}^{N} e_i P_{ij} e_j e_k P_{kl} e_l
\]

\[
= \sum_{i} \sum_{j} \sum_{k} \sum_{l} P_{ij} P_{kl} [\delta_{ij} \delta_{kl} + \delta_{ik} \delta_{jl} + \delta_{il} \delta_{jk}] \lambda^4
\]

\[
= \left[ \sum_{i} P_{ii} \sum_{k} P_{kk} + 2 \sum_{i} \sum_{k} P_{ik} P_{ki} \right] \lambda^4
\]

\[
= [(\text{tr} \, P)^2 + 2 \text{ tr} \, P] \lambda^4
\]

Since by Example A.2 \( \text{tr} \, P = N - n \), it follows that

\[
\text{var}(s^2) = \frac{(N - n)^2 + 2(N - n)}{(N - n)^2} \lambda^4 - \lambda^4 = \frac{2\lambda^4}{N - n}
\]

This is slightly larger than the Cramér–Rao lower bound. The ratio is \([\lambda^4/(N - n)]/[\lambda^4/N] = N/(N - n)\), which becomes close to one for large \( N \). Thus the estimate \( s^2 \) is asymptotically efficient.

**Example B.2** Cramér–Rao lower bound for a linear regression with correlated residuals

Consider now the more general case of a linear regression equation with correlated errors,

\[
Y = \Phi \theta + e \quad e \sim \mathcal{N}(0, R) \text{ with } R \text{ known}
\]

The aim is to find the Cramér–Rao lower bound on the covariance matrix of any unbiased estimator of \( \theta \). Simple calculations give

\[
L(Y, \theta) = \frac{1}{(2\pi)^{N/2}(\det R)^{1/2}} \exp \left[ -\frac{1}{2} (Y - \Phi \theta)^T R^{-1} (Y - \Phi \theta) \right]
\]

\[
\log L(Y, \theta) = -\frac{1}{2} (Y - \Phi \theta)^T R^{-1} (Y - \Phi \theta) - \frac{N}{2} \log 2\pi - \frac{1}{2} \log(\det R)
\]

\[
\frac{\partial}{\partial \theta} \log L(Y, \theta) = (Y - \Phi \theta)^T R^{-1} \Phi
\]

\[
\frac{\partial^2}{\partial \theta^2} \log L(Y, \theta) = -\Phi^T R^{-1} \Phi
\]

Then (B.24) implies that for any unbiased estimate \( \hat{\theta} \)

\[
\text{cov}(\hat{\theta}) \geq (\Phi^T R^{-1} \Phi)^{-1}
\]

Thus the estimate given by (4.17), (4.18) is not only BLUE but also the best nonlinear unbiased estimate. The price paid for this much stronger result is that it is necessary to assume that the disturbance \( e \) is Gaussian distributed. It is interesting to note from the
expression above for $\partial \log L(Y, \theta)/\partial \theta$ that under the stated assumptions the ML estimate of $\theta$ is identical to the Markov estimate (4.17), (4.18).

## B.5 Minimum variance estimation

Let $x$ and $y$ be two random vectors which are jointly distributed. The minimum (conditional) variance estimate (MVE) of $x$ given that $y$ occurred is defined as follows. Let

$$Q(\hat{x}) \triangleq E[(x - \hat{x})(x - \hat{x})^T|y]$$

where $\hat{x}$ is some function of $y$. One can regard $Q(\hat{x})$ as a matrix-valued measure of the extent of fluctuations of $x$ around $\hat{x} = \hat{x}(y)$. The following lemma shows how to choose $\hat{x}$ so as to ‘minimize’ $Q(\hat{x})$.

**Lemma B.16**

Consider the criterion $Q(\hat{x})$ and let $\hat{x}$ denote the conditional mean

$$\hat{x} = E[x|y]$$

Then $\hat{x}$ is the MVE of $x$ in the sense that

$$Q(\hat{x}) \leq Q(\bar{x}) \quad \text{for all } \bar{x}$$

**Proof.** Since $E[\hat{x}|y] = \hat{x}$,

$$Q(\hat{x}) = E[x\hat{x}^T + \hat{x}\hat{x}^T - \hat{x}\hat{x}^T - xx^T|y] = E[xx^T|y] + \hat{x}\hat{x}^T - \hat{x}\hat{x}^T - \hat{x}\hat{x}^T$$

$$= (\bar{x} - \hat{x})(\bar{x} - \hat{x})^T + E[(x - \bar{x})(x - \bar{x})^T|y] = (\bar{x} - \hat{x})(\bar{x} - \hat{x})^T + Q(\bar{x}) \geq Q(\hat{x})$$

with equality if and only if $\hat{x} = \bar{x}$.

It follows from (B.36) that the conditional expectation $\hat{x}$ minimizes any scalar-valued monotonically nondecreasing function of $Q$, such as $\text{tr} \ Q$ or $\det \ Q$. Moreover, it can be shown that under certain conditions on the distribution $p(x|y)$, $\hat{x}$ minimizes many other loss functions of the form $E[f(x - \bar{x})|y]$, for some scalar-valued function $f(\cdot)$ (Meditch, 1969). There are also, however, ‘reasonable’ loss functions which are not minimized by $\hat{x}$. To illustrate this fact, let $\dim x = 1$ and define

$$\tilde{x} = \arg \min_{\tilde{x}} E[|x - \tilde{x}||y]$$

The loss function above can be written as

$$F(\tilde{x}) \triangleq E[|x - \tilde{x}||y] = \int_{-\infty}^{\infty} |x - \tilde{x}|p(x|y)dx$$

$$= \int_{-\infty}^{\tilde{x}} (\tilde{x} - x)p(x|y)dx + \int_{\tilde{x}}^{\infty} (x - \tilde{x})p(x|y)dx$$
Now recall the following formula for the derivative of integrals whose limits and integrand depend on some parameter $y$:

$$
\frac{d}{dy} \left\{ \int_{u(y)}^{v(y)} f(x, y) \, dx \right\} = \int_{u(y)}^{v(y)} \frac{\partial f(x, y)}{\partial y} \, dx + v'(y)f(v(y), y) - u'(y)f(u(y), y)
$$

which applies under weak conditions. Thus,

$$
F'(\bar{x}) = \int_{-\infty}^{\bar{x}} p(x | y) \, dx - \int_{\bar{x}}^{\infty} p(x | y) \, dx
$$

$$
F''(\bar{x}) = 2p(\bar{x} | y)
$$

from which it follows that $\bar{x}$ is uniquely defined by

$$
\int_{-\infty}^{\bar{x}} p(x | y) \, dx = \int_{\bar{x}}^{\infty} p(x | y) \, dx
$$

Thus, $\bar{x}$ is equal to the median of the conditional pdf $p(x | y)$. For nonsymmetric pdfs the median and the mean will in general differ.

## B.6 Conditional Gaussian distributions

The following lemma characterizes conditional distributions for jointly Gaussian random variables.

**Lemma B.17**

Let $x$ and $y$ be two random Gaussian vectors, with

$$
\begin{pmatrix}
  x \\
  y
\end{pmatrix} \sim \mathcal{N} \left( \begin{pmatrix} \bar{x} \\ \bar{y} \end{pmatrix}, R \right)
$$

where

$$
R = \begin{pmatrix}
  R_x & R_{xy} \\
  R_{yx} & R_y
\end{pmatrix} > 0
$$

Then the conditional distribution of $x$ given $y$, $p(x | y)$, is Gaussian with mean

$$
\bar{x} = E[x | y] = \bar{x} + R_{xy}R_y^{-1}(y - \bar{y})
$$

and covariance matrix

$$
\hat{P} = E[(x - \bar{x})(x - \bar{x})^\top | y] = R_x - R_{xy}R_y^{-1}R_{yx}
$$

**Proof.**
\[ p(x, y) = \frac{1}{(2\pi)^{(nx+ny)/2}(\det R)^{1/2}} \times \exp \left[ -\frac{1}{2}((x - \hat{x})^T(y - \hat{y})^T R^{-1}(x - \hat{x})^T(y - \hat{y})^T \right] \] (B.39)

Consider the readily verified identity
\[ \begin{pmatrix} I & R_{xy}R_y^{-1} \\ 0 & I \end{pmatrix} R \begin{pmatrix} I & 0 \\ -R_y^{-1}R_{yx} & I \end{pmatrix} = \begin{pmatrix} R_x - R_{xy}R_y^{-1}R_{yx} & 0 \\ 0 & R_y \end{pmatrix} \] (B.40)

It follows from (B.40) that
\[ \det R = \det R_y \det \hat{P} \] (B.41)

and that
\[ ((x - \hat{x})^T(y - \hat{y})^T R^{-1}(x - \hat{x})^T(y - \hat{y}) \]
\[ = ((x - \hat{x})^T(y - \hat{y})^T \begin{pmatrix} I & 0 \\ -R_y^{-1}R_{yx} & I \end{pmatrix} \begin{pmatrix} \hat{P}^{-1} & 0 \\ 0 & R_y^{-1} \end{pmatrix} \begin{pmatrix} x - \hat{x} \\ y - \hat{y} \end{pmatrix} \]
\[ = ((x - \hat{x})^T(y - \hat{y})^T \begin{pmatrix} \hat{P}^{-1} & 0 \\ 0 & R_y^{-1} \end{pmatrix} \begin{pmatrix} x - \hat{x} \\ y - \hat{y} \end{pmatrix} \] (B.42)

Note that here (B.37) has been used as a definition of \( \hat{x} \). Inserting (B.41) and (B.42) into (B.39) gives
\[ p(x, y) = \frac{1}{(2\pi)^{(ny/2)(\det R_y)^{1/2}}} \exp \left[ -\frac{1}{2}(y - \hat{y})^T R_y^{-1}(y - \hat{y}) \right] \]
\[ \times \frac{1}{(2\pi)^{(nx/2)(\det \hat{P})^{1/2}}} \exp \left[ -\frac{1}{2}(x - \hat{x})^T \hat{P}^{-1}(x - \hat{x}) \right] \] (B.43)

Since the first factor in (B.43) is recognized as \( p(y) \), it follows that the second must be \( p(x | y) \). However, this factor is easily recognized as \( \mathcal{N}(\hat{x}, \hat{P}) \). This observation concludes the proof.

**Corollary.** Uncorrelated Gaussian random vectors are independent.

**Proof.** Assume that \( x \) and \( y \) are uncorrelated. Then \( R_{xy} = 0 \). From the lemma \( \hat{x} = \hat{x}, \hat{P} = R_x \) and from (B.43) \( p(x, y) = p(y)p(x) \) which proves the independence.

It follows from (B.37) and Section B.5 that under the Gaussian hypothesis the MVE of \( x \) given that \( y \) has occurred, \( \hat{x} = E[x | y] \), is an affine function of \( y \). This is not necessarily true if \( x \) and \( y \) are not jointly Gaussian distributed. Thus, under the Gaussian hypothesis the linear MVE (or the BLUE; see Chapter 4) is identical to the general MVE. As a
simple illustration of this fact the results of Complement C4.2 will be derived again using
the formula for conditional expectation introduced above. For this purpose, reformulate
the problem of Complement C4.2 to include it in the class of problems considered above.
Let \( \theta \) and \( y \) be two random vectors related by
\[
\begin{align*}
\theta &= \tilde{\theta} + \varepsilon_1 \\
y &= \Phi \theta + \varepsilon_2
\end{align*}
\]
where \( \tilde{\theta} \) and \( \Phi \) are given, and where \( (\varepsilon_1^T \ \varepsilon_2^T)^T \) has zero mean and covariance matrix
given by
\[
\begin{pmatrix}
P & 0 \\
0 & S
\end{pmatrix}
\]
To determine the MVE \( \hat{\theta} = E[\theta|y] \) of \( \theta \), assume further that \( \theta \) and \( y \) are Gaussian
distributed. Thus
\[
\begin{pmatrix}
\theta \\
y
\end{pmatrix}
\sim \mathcal{N}\left(
\begin{pmatrix}
\tilde{\theta} \\
\Phi \tilde{\theta}
\end{pmatrix},
\begin{pmatrix}
P & P \Phi^T \\
\Phi P & \Phi P \Phi^T + S
\end{pmatrix}
\right)
\]
It follows from Lemma B.16 and (B.37) that the MVE of \( \theta \) is given by
\[
\hat{\theta} = E[\theta|y] = \tilde{\theta} + P \Phi^T (\Phi P \Phi^T + S)^{-1} (y - \Phi \tilde{\theta})
\]
and its covariance matrix by
\[
\hat{P} = P - P \Phi^T (S + \Phi P \Phi^T)^{-1} \Phi P
\]
These are precisely the results (C4.2.4), (C4.2.5) obtained using the BLUE theory.
As a further application of the fact that the BLUE and MVE coincide under the
Gaussian hypothesis, consider the following simple derivation of the expression of the
BLUE for linear combinations of unknown parameters. Let \( \theta \) denote the unknown
parameter vector (which is regarded as a random vector) and let \( Y \) denote the vector of
data from which information about \( \theta \) is to be obtained. The aim is to determine the
BLUE of \( A \theta \), where \( A \) is a constant matrix. Since for any distribution of data
\[
\text{MVE}(A \theta) = E[A \theta|Y] = AE[\theta|Y] = A \text{ MVE}(\theta)
\]
it follows immediately that
\[
\text{BLUE}(A \theta) = A \ \text{BLUE}(\theta) \quad (B.44)
\]
This property is used in the following section when deriving the Kalman–Bucy filter
equations.

### B.7 The Kalman–Bucy filter

Consider the following state space linear equations:
\[
x_{k+1} = A_k x_k + w_k \quad (B.45a)
\]
Section B.7

\[ y_k = C_k x_k + \nu_k \]  

(B.45b)

where \( A_k, C_k \) are (nonrandom) matrices of appropriate dimensions, and

\[ Ew_k w_p^T = Q_k \delta_{k,p} \]
\[ Ev_k v_p^T = R_k \delta_{k,p} \]
\[ Ew_k v_p^T = 0 \]  

(B.45c)

Let \( \hat{x}_k \) denote an estimate of \( x_k \), with

\[ E \hat{x}_k = x_k \]

\[ E(\hat{x}_k - x_k)(\hat{x}_k - x_k)^T = P_k \]

Furthermore, let \( \hat{x}_k \) depend linearly on the observations up to the time instant \( k - 1 \). Then, from (B.45c)

\[ E(\hat{x}_k - x_k) v_k^T = 0 \]

First consider the problem of determining the BLUE of \( x_k \) given the new measurement \( y_k \). Denote the BLUE by \( \bar{x}_k \). This problem is exactly of the type treated in Complement C4.2 and reanalyzed at the end of Section B.6. Thus, it follows for example from (C4.2.4), or (B.37) that \( \bar{x}_k \) is given by

\[ \bar{x}_k = \hat{x}_k + P_k C_k^T (R_k + C_k P_k C_k^T)^{-1} (y_k - C_k \hat{x}_k) \]

and its covariance is

\[ \bar{P}_k = P_k - P_k C_k^T (R_k + C_k P_k C_k^T)^{-1} C_k P_k \]

Next consider the problem of determining the BLUE of \( x_{k+1} \). Since \( w_k \) is uncorrelated with \( \{y_k, y_{k-1}, \ldots\} \) and, therefore, with \( (\bar{x}_k - x_k) \), it readily follows from (B.44) and the state equation (B.45a) that the BLUE of \( \bar{x}_{k+1} \) is given by

\[ \bar{x}_{k+1} = A_k \bar{x}_k \]

and the corresponding covariance matrix of the estimation errors by

\[ P_{k+1} = A_k \bar{P}_k A_k^T + Q_k \]

Thus, the BLUE \( \hat{x}_k \) of \( x_k \) and its covariance matrix \( P_k \) obey the following recursive equations, called the Kalman–Bucy filter:

\[ \hat{x}_{k+1} = A_k \hat{x}_k + A_k \Gamma_k (y_k - C_k \hat{x}_k) \]

\[ \Gamma_k = P_k C_k^T (R_k + C_k P_k C_k^T)^{-1} \]

\[ P_{k+1} = A_k (P_k - \Gamma_k C_k P_k) A_k^T + Q_k \]

Finally, recall from the discussion at the end of the previous section that under the Gaussian hypothesis the BLUE is identical to the general MVE.
B.8 Asymptotic covariance matrices for sample correlation and covariance estimates

Let \( y(t) \) be a zero-mean stationary process, \( r_k = Ey(t)y(t + k) \) and \( \varrho_k = r_k/r_0 \) denote its covariance and correlation at lag \( k \), respectively, and let

\[
\hat{r}_k = \frac{1}{N} \sum_{t=1}^{N-k} y(t)y(t + k) \quad (N = \text{number of data points})
\]

\[
\hat{\varrho}_k = \frac{\hat{r}_k}{\hat{r}_0}
\]

be sample estimators of \( r_k \) and \( \varrho_k \). Assume that \( r_k \) (and \( \varrho_k \)) converge exponentially to zero as \( k \to \infty \) (which is not a restrictive assumption once the stationarity of \( y(t) \) is accepted). Since many identification techniques (such as the related methods of correlation, least squares and instrumental variables) can be seen as maps \{sample covariances or correlations\} \to \{parameter estimates\}, it is important to know the properties of the sample estimators \{\hat{r}_k\} and \{\hat{\varrho}_k\} (in particular their accuracy).

This section will derive the asymptotic variances–covariances

\[
\sigma_{kp} \triangleq \lim_{N \to \infty} NE(\hat{r}_k - r_k)(\hat{r}_p - r_p) \quad 0 \leq k, p < \infty
\]

From \{\sigma_{kp}\} one can directly obtain the variances–covariances of the sample correlations

\[
s_{kp} \triangleq \lim_{N \to \infty} NE(\hat{\varrho}_k - \varrho_k)(\hat{\varrho}_p - \varrho_p) \quad 0 \leq k, p < \infty
\]

Indeed, since for large \( N \)

\[
\hat{\varrho}_k - \varrho_k = \frac{\hat{r}_k - r_k}{\hat{r}_0} - \frac{\hat{r}_k}{\hat{r}_0} \frac{r_k - r_k}{r_0} \approx \frac{\hat{r}_k}{\hat{r}_0} \frac{r_k - r_k}{r_0} - \varrho_k \frac{\hat{r}_0}{\hat{r}_0}
\]

it follows that

\[
s_{kp} = \frac{1}{\hat{r}_0^2} (\sigma_{kp} - \varrho_p \sigma_{k0} - \varrho_k \sigma_{0p} + \varrho_k \varrho_p \sigma_{00}) \tag{B.46}
\]

In the following paragraphs formulas will be derived for \( \sigma_{kp} \) and \( s_{kp} \), firstly under the hypothesis that \( y(t) \) is Gaussian distributed. Next the Gaussian hypothesis will be relaxed but \( y(t) \) will be restricted to the class of linear processes. The formula for \( \sigma_{kp} \) will change slightly, while the formula for \( s_{kp} \) will remain unchanged. For ARMA processes (which are special cases of linear processes) compact formulas will be given for \( \sigma_{kp} \) and \( s_{kp} \). Finally, some examples will show how the explicit expressions for \{\sigma_{kp}\} and \{s_{kp}\} can be used to assess the accuracy of \{\hat{r}_k, \hat{\varrho}_k\} (which may be quite poor in some cases) and also to establish the accuracy properties of some estimation methods based on \{\hat{r}_k\} or \{\hat{\varrho}_k\).

Gaussian processes

Under the Gaussian assumption it holds by Lemma B.9 that

\[
Ey(t)y(t + k)y(s)y(s + p) = r_k r_p + r_{t-s} r_{t-s+k-p} + r_{t-s-p} r_{t-s+k} \tag{B.47}
\]
Then, for $N$ much larger than $k$ and $p$,

$$NE(\mathbf{r}_k - r_k)(\mathbf{r}_p - r_p) \approx \frac{1}{N} \sum_{i=1}^{N-k} \sum_{s=1}^{N-p} E[y(t)y(t + k) - r_k][y(s)y(s + p) - r_p]$$

$$\approx \frac{1}{N} \sum_{i=1}^{N} \sum_{s=1}^{N} \left[ r_{i-s}r_{i-s+k-p} + r_{i-s-p}r_{i-s+k} \right]$$

$$= \frac{1}{N} \sum_{i=1}^{N} (N - |\tau|)(r_\tau r_{\tau+k-p} + r_{\tau-p}r_{\tau+k})$$

where the neglected terms tend to zero as $N \to \infty$. Since $r_\tau$ converges exponentially to zero as $\tau \to \infty$, it follows that the term in (B.48) which contains $|\tau|$ tends to zero as $N \to \infty$ (cf. the calculations in Appendix A8.1). Thus,

$$\sigma_{kp} = \sum_{\tau=-\infty}^{\infty} (r_\tau r_{\tau+k-p} + r_{\tau-p}r_{\tau+k})$$

(B.49)

Inserting (B.49) into (B.46) gives

$$s_{kp} = \sum_{\tau=-\infty}^{\infty} (\mathcal{Q}_\tau \mathcal{Q}_{\tau+k-p} + \mathcal{Q}_{\tau-p} \mathcal{Q}_{\tau+k} - 2\mathcal{Q}_k \mathcal{Q}_\tau \mathcal{Q}_{\tau-p}$$

$$- 2\mathcal{Q}_p \mathcal{Q}_\tau \mathcal{Q}_{\tau+k} + 2\mathcal{Q}_k \mathcal{Q}_p \mathcal{Q}_\tau^2)$$

(B.50)

The expressions (B.49) and (B.50) for $\sigma_{kp}$ and $s_{kp}$ are known as Bartlett’s formulas.

**Linear processes**

Let $y(t)$ be the linear process

$$y(t) = \sum_{k=0}^{\infty} h_k e(t - k)$$

(B.51a)

where $\{e(t)\}$ is a sequence of independent random variables with

$$Ee(t) = 0 \quad Ee(t)e(s) = \lambda^2 \delta_{t,s}$$

(B.51b)

Assume that $h_k$ converges exponentially to zero as $k \to \infty$. Since

$$r_k = \sum_{i=0}^{\infty} \sum_{j=0}^{\infty} h_i h_j E(e(t - i)e(t + k - j) = \lambda^2 \sum_{i=0}^{\infty} h_i h_{i+k}$$

(B.52)

the assumption on $\{h_k\}$ guarantees that $r_k$ converges exponentially to zero as $k \to \infty$. No assumption is made about the distribution of $y(t)$.

A key result in establishing (B.49) (and (B.50)) was the identity (B.47) for Gaussian random variables. For non-Gaussian variables, (B.47) does not necessarily hold. In the present case,
\[ \Delta \triangleq E(y(t)y(t+k)y(s)y(s+p)) \]

\[ = \sum_{i=0}^{\infty} \sum_{j=0}^{\infty} \sum_{l=0}^{\infty} \sum_{m=0}^{\infty} h_i h_j h_k h_m E(e(t-i)e(t+k-j)e(s-l)e(s+p-m)) \] (B.53)

It can be readily verified that

\[ E(e(t-i)e(t+k-j)e(s-l)e(s+p-m)) \]

\[ = \lambda^4 (\delta_{t,i-k}\delta_{l,m-p} + \delta_{t-i-s-j}\delta_{r+k-j,s+p-m} + \delta_{t-i,s+p-m}\delta_{r+k-j,s-l}) \] (B.54)

\[ + (\mu - 3\lambda^4)\delta_{t,i-k}\delta_{l,m-p}\delta_{r-i,s-l} \]

where \( \mu = Ee^4(t) \). Inserting (B.54) into (B.53),

\[ \Delta = r_k r_p + r_{t-s} r_{t-s+k-p} + r_{t-s-p} r_{t-s+k} + (\mu - 3\lambda^4)\gamma_{s,t} \] (B.55a)

where

\[ \gamma_{s,t} = \sum_{i=0}^{\infty} h_i h_{i+k} h_{s-t+i} h_{s-t+i+p} \] (B.55b)

and where \( h_k = 0 \) for \( k < 0 \) (by convention). Note that (B.55) reduces to (B.47) since for Gaussian variables \( \mu = 3\lambda^4 \). From (B.53)–(B.55) it follows similarly to (B.48), (B.49) that

\[ \sigma_{kp} = \sum_{\tau = -\infty}^{\infty} (r_\tau r_{\tau+k-p} + r_{\tau-p} r_{\tau+k}) \]

\[ + (\mu - 3\lambda^4) \lim_{N \to \infty} \frac{1}{N} \sum_{i=1}^{N} \sum_{s=1}^{N} \gamma_{s,t} \] (B.56)

Next note that

\[ \frac{1}{N} \sum_{i=1}^{N} \sum_{s=1}^{N} \gamma_{s,t} = \frac{1}{N} \sum_{\tau = -N}^{N} (N - |\tau|) \sum_{i=0}^{\infty} h_i h_{i+k} h_{\tau+i} h_{\tau+i+p} \] (B.57)

By assumption there exist constants \( 0 \leq c < \infty \) and \( 0 \leq \alpha < 1 \) such that

\[ |h_k| \leq c \alpha^k \quad \text{for } k \geq 0 \]

Thus

\[ \sum_{\tau = -\infty}^{\infty} |\tau| \sum_{i=0}^{\infty} |h_i h_{i+k} h_{\tau+i} h_{\tau+i+p}| \]

\[ = \sum_{\tau = -\infty}^{-\tau} |\tau| \sum_{i=-\tau}^{\infty} |h_i h_{i+k} h_{\tau+i} h_{\tau+i+p}| \]

\[ + \sum_{\tau = 1}^{\infty} |\tau| \sum_{i=0}^{\infty} |h_i h_{i+k} h_{\tau+i} h_{\tau+i+p}| \]
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\[ \leq \text{const} \left[ \sum_{\tau = -\infty}^{0} |\tau| \alpha^{-2\tau} + \sum_{\tau = 1}^{\infty} |\tau| \alpha^{2\tau} \right] \]

= \text{const} \sum_{\tau = -\infty}^{\infty} |\tau| \alpha^{2|\tau|} < \infty

which implies that the term in (B.57), which contains $|\tau|$, tends to zero as $N$ tends to infinity. It follows that

\[
\lim_{N \to \infty} \frac{1}{N} \sum_{i=1}^{N} \sum_{j=1}^{N} \gamma_{s,i} \gamma_{s,j} = \sum_{\tau = -\infty}^{\infty} \sum_{i=1}^{\infty} \sum_{j=1}^{\infty} h_i h_{i+k} h_{\tau+i} h_{\tau+i+p} = \sum_{i=1}^{\infty} \sum_{j=1}^{\infty} (h_i h_{i+k})(h_j h_{j+p}) = \frac{1}{\lambda^4} r_k r_p
\]

(B.58)

Inserting (B.58) into (B.56),

\[ \sigma_{kp} = \sum_{\tau = -\infty}^{\infty} (r_\tau r_{\tau+k-p} + r_{\tau-p} r_{\tau+k}) + (\mu/\lambda^4 - 3) r_k r_p \]

(B.59)

which ‘slightly’ differs from the formula (B.49) obtained under the Gaussian hypothesis.

Next observe that the second term in (B.59) has no effect in the formula (B.46) for $s_{kp}$. Indeed,

\[ r_k r_p - q_p r_k r_0 - q_k r_0 r_p + q_k q_p r_0^2 = 0 \]

Thus the formula (B.50) for $s_{kp}$ continues to hold in the case of possibly non-Gaussian linear processes.

ARMA processes

From the standpoint of applications, the expressions (B.49) or (B.59) for $\sigma_{kp}$ are not very convenient due to the infinite sums which in practical computations must be truncated. For ARMA processes a more compact formula for $\sigma_{kp}$ can be derived, which is more convenient than (B.59) for computations. Therefore, assume that $y(t)$ is an ARMA process given by (B.51), where

\[ \sum_{k=0}^{\infty} h_k q^{-k} = \frac{C(q^{-1})}{A(q^{-1})} \]

(B.60)

with $C(q^{-1})$ and $A(q^{-1})$ monic polynomials in $q^{-1}$. Define

\[ \beta_k = \beta_{-k} = \sum_{\tau = -\infty}^{\infty} r_\tau r_{\tau+k} \]

Using $\{\beta_k\}$ one can write (B.59) as

\[ \sigma_{kp} = \beta_{k-p} + \beta_{k+p} + (\mu/\lambda^4 - 3) r_k r_p \]

(B.61)
Next note that

\[
\sum_{k=-\infty}^{\infty} \beta_k z^{-k} = \sum_{\tau=-\infty}^{\infty} r_{\tau} \sum_{k=-\infty}^{\infty} r_{\tau+k} z^{-k} = \left( \sum_{\tau=-\infty}^{\infty} r_{\tau} z^\tau \right) \left( \sum_{p=-\infty}^{\infty} r_{p} z^{-p} \right) = (2\pi)^2 \phi^2(z)
\]

(B.62a)

where

\[
\phi(z) \triangleq \frac{1}{2\pi} \sum_{\tau=-\infty}^{\infty} r_{\tau} z^{-\tau} = \frac{\lambda^2 C(z) C(z^{-1})}{2\pi A(z)A(z^{-1})}
\]

(B.62b)

is the spectral density function of \(y(t)\). It follows from (B.62) that \(\{\beta_k\}\) are the covariances of the ARMA process

\[
x(t) = \lambda C^2(q^{-1}) A^2(q^{-1}) e(t)
\]

Thus, to compute \(\{\sigma_{kp}\}\) by (B.61) it is necessary to evaluate the covariances of the ARMA processes \(y(t)\) and \(x(t)\). Computation of ARMA covariances is a standard topic, and simple and efficient algorithms for doing this exist (see, for example, Complement C7.7). Note that no truncation or other kind of approximation is needed when using (B.61) to evaluate \(\{\sigma_{kp}\}\).

The following two examples illustrate the way in which the theory developed in this section may be useful.

**Example B.3 Variance of \(\hat{\tau}_k\) for a first-order AR process**

Let \(y(t)\) be a Gaussian first-order autoregression

\[
y(t) = \frac{1}{1 - aq^{-1}} e(t) \quad |a| < 1
\]

where to simplify the notation it is assumed that the variance of the white noise sequence \(\{e(t)\}\) is given by

\[
E e^2(t) = (1 - a^2)
\]

This in turn implies that the covariances of \(y(t)\) are simply given by

\[
r_k = a^{\left|k\right|} \quad k = 0, \pm 1, \ldots
\]

It is required to calculate the variance of \(\hat{\tau}_k\), which is given by (cf. (B.61))

\[
\sigma_{kk} = \beta_0 + \beta_{2k}
\]

Thus \(\{\beta_k\}\) must be evaluated. Now

\[
\beta_k = Ex(t) x(t + k) = \frac{(1 - a^2)^2}{2\pi i} \int \frac{z^k}{(1 - a z^{-1})^2(1 - az)^2} \frac{dz}{z}
\]

\[
= \frac{(1 - a^2)^2}{2\pi i} \int \frac{z^{k+1}}{(z - a)^2(1 - az)^2} dz
\]
\[
= (1 - a^2)^2 \frac{(k + 1)z^k(1 - az) + 2a z^{k+1}}{(1 - az)^3} \bigg|_{z=a}
\]
\[
= a^k (k + 1) - (k - 1)a^2
\]
\[
= a^k (k + \frac{1 + a^2}{1 - a^2})
\]
which gives
\[
\sigma_{kk} = (1 + a^{2k}) \frac{1 + a^2}{1 - a^2} + 2ka^{2k}
\]
It can be seen that for \(|a|\) close to 1, \(\sigma_{kk}\) may take very large values. This implies that the sample covariances will have quite a poor accuracy for borderline stationary autoregressions. ■

**Example B.4 Variance of \(\hat{\phi}_1\) for a first-order AR process**

Consider the same first-order autoregressive process as in the previous example. The least squares (or Yule–Walker) estimate of the parameter \(a\) (see, for example, Complement C8.1) is given by

\[
\hat{a} = \frac{\hat{r}_1}{\hat{r}_0} = \hat{\phi}_1
\]

The asymptotic normalized variance of \(\hat{a}\) follows from the general theory developed in Chapters 7 and 8. It is given by

\[
\text{var}(\hat{a}) = \frac{Ee^2(t)}{\hat{r}_0} = (1 - a^2)
\]

(B.63)

The above expression for \(\text{var}(\hat{a})\) will now be derived using the results of this section. From (B.46),

\[
\text{var}(\hat{a}) = \text{var}(\hat{\phi}_1) = (\sigma_{11} - 2\phi_1\sigma_{10} + \phi_1^2\sigma_{00})/\hat{r}_0^2
\]

(B.64)

where (see Example B.3)

\[
\hat{r}_0 = 1 \quad \phi_1 = a
\]

\[
\sigma_{00} = 2\phi_0 = 2\frac{1 + a^2}{1 - a^2}
\]

\[
\sigma_{11} = \frac{1 + 4a^2 - a^4}{1 - a^2}
\]

(B.65)

\[
\sigma_{10} = 2\phi_1 = 2a \left( 1 + \frac{1 + a^2}{1 - a^2} \right) = \frac{4a}{1 - a^2}
\]

Inserting the expressions (B.65) into (B.64),

\[
\text{var}(\hat{a}) = \frac{1 + 4a^2 - a^4 - 8a^2 + 2a^2(1 + a^2)}{1 - a^2} = 1 - a^2
\]
which agrees with (B.63). It is interesting to note that while the estimates \( \hat{r}_0 \) and \( \hat{r}_1 \) have poor accuracy for \( |a| \) close to 1, the estimate \( \hat{a} \) obtained from \( \hat{r}_0 \) and \( \hat{r}_1 \) has quite a good accuracy. The reason is that the estimates \( \hat{r}_0 \) and \( \hat{r}_1 \) become highly correlated when \( |a| \to 1 \).

### B.9 Accuracy of Monte Carlo analysis

For many parametric identification methods the parameter estimates are asymptotically Gaussian distributed. In the text such a property was established for prediction error methods (see (7.59)), and for instrumental variable methods (see (8.29)). In this section it will be shown how the mean and the covariance matrix of a Gaussian distribution can be estimated and what accuracy these estimates will have.

Assume that \( m \) simulation runs have been made, for the same experimental condition, the same number of samples, but \( m \) independent realizations of the noise sequence. The resulting parameter estimates will be denoted by \( \hat{\theta}^i \), \( i = 1, \ldots, m \). According to the discussion above it can be assumed that \( \hat{\theta}^i \) are independent and Gaussian distributed:

\[
\hat{\theta}^i \sim \mathcal{N}(\theta_0, \frac{P}{mN}) \quad i = 1, \ldots, m
\]

(B.66)

where \( N \) denotes the number of samples. Natural estimates of \( \theta_0 \) and \( P \) can be formed as

\[
\hat{\theta} = \frac{1}{m} \sum_{i=1}^{m} \hat{\theta}^i
\]

(B.67a)

\[
\hat{P} = \alpha_m \sum_{i=1}^{m} N(\hat{\theta}^i - \hat{\theta})(\hat{\theta}^i - \hat{\theta})^T
\]

(B.67b)

The estimate \( \hat{\theta} \) is precisely the arithmetic mean. In (B.67b) \( \alpha_m \) is a scale factor, which typically is taken as \( 1/m \) or \( 1/(m - 1) \).

According to (B.66) it follows directly that

\[
\hat{\theta} \sim \mathcal{N}\left(\theta_0, \frac{P}{mN}\right)
\]

(B.68)

which also shows the mean and the covariance matrix of the estimate \( \hat{\theta} \).

The analysis of \( \hat{P} \) requires longer calculations. The mean value of \( \hat{P} \) is straightforward to find:

\[
E\hat{P} = \alpha_m N \sum_{i=1}^{m} E[\hat{\theta}^i\hat{\theta}^iT - \hat{\theta}^i\hat{\theta}^T - \hat{\theta}\hat{\theta}^T + \hat{\theta}\hat{\theta}^T]
\]

\[
= \alpha_m N \sum_{i=1}^{m} (\theta_0\theta_0^T + P/N) - \alpha_m N \sum_{i=1}^{m} E\hat{\theta}^i \frac{1}{m} \sum_{j=1}^{m} \hat{\theta}^j\hat{\theta}^jT
\]

\[- \alpha_m N \sum_{i=1}^{m} E \frac{1}{m} \sum_{j=1}^{m} \hat{\theta}^i\hat{\theta}^jT + \alpha_m NmE\hat{\theta}\hat{\theta}^T
\]
\[ \begin{align*}
\alpha &= \alpha_m N \mu \left( \theta_0^T + \frac{P}{N} \right) - \alpha_m \frac{N}{m} \sum_{i=1}^{m} \left( \hat{\theta}^T + \sum_{j \neq i}^{m} \hat{\theta}^T \right) \\
&\quad - \alpha_m \frac{N}{m} \sum_{i=1}^{m} E \left( \hat{\theta}^T + \sum_{j \neq i}^{m} \hat{\theta}^T \right) \hat{\theta}^T + \alpha_m N \mu \left( \theta_0^T + \frac{P}{N} \right) \\
&\quad = \alpha_m m \left( \mu \theta_0^T + \frac{P}{m} \right) - 2 \alpha_m N \mu \left( \theta_0^T + \frac{P}{N} + (m-1) \theta_0^T \right) \\
&\quad + \alpha_m m \left( \mu \theta_0^T + \frac{P}{m} \right)
\end{align*} \]

which gives

\[ E \hat{P} = \alpha_m (m - 1) P \] (B.69)

The estimate \( \hat{P} \) is hence unbiased if \( \alpha_m \) is chosen as

\[ \alpha_m = \frac{1}{m - 1} \] (B.70)

which is a classical result when estimating an unknown variance.

The mean square error of \( \hat{P} \) will be derived using Lemma B.9. This mean square error will be analyzed componentwise. For this purpose the following expression will be calculated:

\[ E[\hat{P}_{ij} - P_{ij}][\hat{P}_{kl} - P_{kl}] = E \hat{P}_{ij} \hat{P}_{kl} + P_{ij} P_{kl} \left( 1 - 2 \alpha_m (m - 1) \right) \] (B.71)

In particular, the choice \( k = i, l = j \) will give the mean square error of the element \( \hat{P}_{ij} \). To evaluate (B.71) one obviously has to determine \( E \hat{P}_{ij} \hat{P}_{kl} \). From the definition (B.67b) and Lemma B.9,

\[ \begin{align*}
E \hat{P}_{ij} \hat{P}_{kl} &= \alpha_m^2 N^2 \sum_{\mu=1}^{N} \sum_{\nu=1}^{N} (\hat{\theta}_{ij}^\mu - \tilde{\theta}_j)(\hat{\theta}_{ij}^\nu - \tilde{\theta}_j)(\hat{\theta}_{ik}^\mu - \tilde{\theta}_k)(\hat{\theta}_{ik}^\nu - \tilde{\theta}_i) \\
&= \alpha_m^2 N^2 \sum_{\mu=1}^{N} \sum_{\nu=1}^{N} \left[ E(\hat{\theta}_{ij}^\mu - \tilde{\theta}_j)(\hat{\theta}_{ij}^\nu - \tilde{\theta}_j) \right] \left[ E(\hat{\theta}_{ik}^\mu - \tilde{\theta}_k)(\hat{\theta}_{ik}^\nu - \tilde{\theta}_i) \right] \\
&\quad + \left[ E(\hat{\theta}_{ij}^\mu - \tilde{\theta}_j)(\hat{\theta}_{ik}^\mu - \tilde{\theta}_k) \right] \left[ E(\hat{\theta}_{ij}^\nu - \tilde{\theta}_j)(\hat{\theta}_{ik}^\nu - \tilde{\theta}_i) \right] \\
&\quad + \left[ E(\hat{\theta}_{ij}^\mu - \tilde{\theta}_j)(\hat{\theta}_{ik}^\nu - \tilde{\theta}_i) \right] \left[ E(\hat{\theta}_{ij}^\nu - \tilde{\theta}_j)(\hat{\theta}_{ik}^\mu - \tilde{\theta}_k) \right] \\
\end{align*} \] (B.72)

To proceed, first perform the following evaluation:

\[ E(\hat{\theta}_{ij}^\mu - \tilde{\theta}_j)(\hat{\theta}_{ij}^\nu - \tilde{\theta}_j) = E\hat{\theta}_{ij}^\mu \hat{\theta}_{ij}^\nu - E\hat{\theta}_{ij}^\mu \hat{\theta}_{ij}^\nu - E\hat{\theta}_{ij}^\mu \hat{\theta}_{ij}^\nu + E\hat{\theta}_{ij} \hat{\theta}_{ij} \]

\[ = \delta_{\mu\nu}(\theta_{0,i} \theta_{0,j} + P_{ij}/N) + (1 - \delta_{\mu\nu})\theta_{0,i} \theta_{0,j} \\
\quad - E\hat{\theta}_{ij}^\nu \frac{1}{m} \sum_{k=1}^{m} \hat{\theta}_{kj}^k - \frac{1}{m} E \sum_{k=1}^{m} \hat{\theta}_{kj}^k \hat{\theta}_{ij}^\nu \\
\quad + (\theta_{0,i} \theta_{0,j} + P_{ij}/(Nm)) \]
\[ \theta_{0,i} \theta_{0,j} + \delta_{uv} P_{ij}/N - \frac{1}{m} E \left[ \hat{\theta}_i^u \left( \sum_{k=1}^{m} \hat{\theta}_k^u \right) \right] \]
\[ - \frac{1}{m} E \left[ \left( \sum_{k \neq v} \hat{\theta}_k^v \right) \right] \hat{\theta}_j^v + (\theta_{0,i} \theta_{0,j} + P_{ij}/Nm) \]
\[ = \theta_{0,i} \theta_{0,j} + \delta_{uv} P_{ij}/N \]
\[ - \frac{2}{m} \left[ (\theta_{0,i} \theta_{0,j} + P_{ij}/N) + (m - 1) \theta_{0,i} \theta_{0,j} \right] \]
\[ + (\theta_{0,i} \theta_{0,j} + P_{ij}/Nm) \]
\[ = \left( P_{ij}/N \right) \left( \delta_{uv} - 1/m \right) \quad (B.73) \]

Now insert (B.73) into (B.72) to get

\[ E[\hat{P}_{ij} - P_{ij}] = \alpha_m^2 \sum_{\mu=1}^{m} \sum_{\nu=1}^{m} \left\{ P_{ij}(1 - 1/m) P_{kl}(1 - 1/m) \right. \]
\[ + P_{ik}(\delta_{uv} - 1/m) P_{jl}(\delta_{uv} - 1/m) + P_{il}(\delta_{uv} - 1/m) P_{jk}(\delta_{uv} - 1/m) \right\} \]
\[ = \alpha_m^2 P_{ij} P_{kl}(m - 1)^2 \]
\[ + \alpha_m^2 (P_{ik} P_{jl} + P_{il} P_{jk}) \sum_{\mu=1}^{m} \sum_{\nu=1}^{m} \left( \delta_{uv}^2 - \frac{2}{m} \delta_{uv} + \frac{1}{m^2} \right) \]
\[ = \alpha_m^2 P_{ij} P_{kl}(m - 1)^2 + \alpha_m^2 (P_{ik} P_{jl} + P_{il} P_{jk})(m - 1) \quad (B.74) \]

Inserting this result into (B.71) gives

\[ E[\hat{P}_{ij} - P_{ij}] [\hat{P}_{kl} - P_{kl}] \]
\[ = P_{ij} P_{kl}(1 - \alpha_m(m - 1))^2 + (P_{ik} P_{jl} + P_{il} P_{jk})\alpha_m^2(m - 1) \quad (B.75) \]

From (B.75) the following specialized results are obtained:

\[ E[\hat{P}_{ij} - P_{ij}]^2 = P_{ij}^2 \left[ (1 - \alpha_m(m - 1))^2 + \alpha_m^2(m - 1) \right] \]
\[ + P_{il} P_{jl} \alpha_m^2(m - 1) \quad (B.76a) \]
\[ E[\hat{P}_{ii} - P_{ii}]^2 = P_{ii}^2 \left[ (1 - \alpha_m(m - 1))^2 + 2\alpha_m^2(m - 1) \right] \quad (B.76b) \]

The relative precision of \( \hat{P}_{ii} \) is hence given by

\[ \beta \triangleq \frac{E[\hat{P}_{ii} - P_{ii}]^2}{P_{ii}^2} = (1 - \alpha_m(m - 1))^2 + 2\alpha_m^2(m - 1) \quad (B.77) \]

The particular choice \( \alpha_m = 1/(m - 1) \) (see (B.70)) gives

\[ \beta = \frac{2}{m - 1} \quad (B.78) \]
The minimum value of $\beta$ with respect to $\alpha_m$,

$$\beta_{\text{min}} = \min_{\alpha_m} \beta = \frac{2}{m + 1} \quad (\text{B.79a})$$

is obtained for

$$\alpha_m = \frac{1}{m + 1} \quad (\text{B.79b})$$

For large values of $m$ the difference between (B.78) and (B.79a) is only marginal.

If $m$ is large it is to be expected that approximately (cf. the central limit theorem)

$$\frac{\hat{P}_{ii} - P_{ii}}{P_{ii}} \sim \mathcal{N}(0, \beta) \quad (\text{B.80})$$

In particular, it is found for the choice $\alpha_m = 1/m$ that with 95 percent probability

$$\left| \frac{\hat{P}_{ii} - P_{ii}}{P_{ii}} \right| \leq 1.96 \sqrt{\beta} \approx \frac{1.96 \sqrt{2}}{\sqrt{m}} \approx 2.77$$

Note that the exact distribution of $\hat{P}$ for finite $m$ is Wishart (cf. Rao, 1973). Such a distribution can be seen as an extension of the $\chi^2$ distribution to the multivariable case.

**Bibliographical notes**

For general results in probability theory, see Cramér (1946), Chung (1968), and for statistical inference, Kendall and Stuart (1961), Rao (1973), and Lindgren (1976). Lemma B.2 is adapted from Söderström (1975b). See also Hannan (1970) and Ljung (1985) for further results on ergodicity (also called strong laws of large numbers) and for a thorough treatment of the central limit theorems.

Peterka (1981) presents a maximum a posteriori (or Bayesian) approach to identification and system parameter estimation.

The books Åström (1970), Anderson and Moore (1979), Meditch (1969) contain deep studies of stochastic dynamic systems. In particular, results such as those presented in Sections B.5–B.7 are discussed in detail. Original work on the Kalman filter appeared in Kalman (1960) and Kalman and Bucy (1961).

For the original derivation of the results on the asymptotic variances of sample covariances, see Bartlett (1946, 1966). For a further reading on this topic, consult Anderson (1971), Box and Jenkins (1976), Brillinger (1981) and Hannan (1970).
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2.1 \[ \text{mse}(\hat{\theta}_1) = \frac{N + 1}{N^2} < \text{mse}(\hat{\theta}_2) = \frac{3}{N} \]

2.2 \[ \text{var}(\hat{a}) = \frac{6\lambda^2}{N(N + 1)(2N + 1)} \approx \frac{3\lambda^2}{N^3} \]

2.3 \[ E\hat{\theta} = \mu \quad \text{var}(\hat{\mu}) = \frac{\sigma}{N} \]

\[ E\hat{\sigma}_1 = \frac{N - 1}{N} \sigma \quad E\hat{\sigma}_2 = \sigma \]

\[ \text{var}(\hat{\sigma}_1) = 2\frac{N - 1}{N^2} \sigma^2 \quad \text{mse}(\hat{\sigma}_1) = \frac{2N - 1}{N^2} \sigma^2 \]

\[ \text{var}(\hat{\sigma}_2) = \text{mse}(\hat{\sigma}_2) = \frac{2}{N - 1} \sigma^2 > \text{mse}(\hat{\sigma}_1) \]

2.7 \textit{Hint.} Show that \( V''(\theta) \) is positive definite.

3.4 \[ r_y(k) = \frac{\lambda^2}{1 - a^2}(-a)^k \]

3.8 \[ \text{var} [\hat{u}(k)] = \frac{1}{N} \frac{b^2}{1 - a^2} [1 + (2k - 3)(1 - a^2)a^{2k-2}]k \geq 1 \]

3.9 \textit{Hint.} Show that

\[ U_N(\omega) = \begin{cases} \frac{Na}{2i} & \omega = \hat{\omega} \\ 0 & \omega = 2\pi j/N, \ j \neq n \end{cases} \]

3.10 \textit{Hint.} Show that

\[ \hat{H}(e^{i\omega}) \approx \frac{1}{a} Y_N(\omega)[1 - e^{-i\omega}], \ U(\omega) = \frac{a}{1 - e^{-i\omega}} \]

4.1 (a) Case (i) \[ \hat{a} = \frac{1}{N(N - 1)}[2(2N + 1)S_0 - 6S_1] \]

\[ \hat{b} = \frac{6}{N(N - 1)(N + 1)}[-(N + 1)S_0 + 2S_1] \]

Case (ii) \[ \hat{a} = \frac{1}{2N + 1}S_0 \]

\[ \hat{b} = \frac{3}{N(N + 1)(2N + 1)}S_1 \]
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(b) Case (i) \[ \hat{b} = \frac{6}{N(N + 1)(2N + 1)} \left[ -\frac{N + 1}{2} S_0 + S_1 \right] \]

Case (ii) \[ \hat{b} = \frac{3}{N(N + 1)(2N + 1)} S_1 \]

(c) \[ \text{var}[s(1)] = \text{var}[s(N)] = \frac{2\lambda^2(2N - 1)}{N(N + 1)} \]

\[ \text{var}[s(t)] \text{ is minimized for } t = (N + 1)/2; \text{ var}[s((N + 1)/2)] = \frac{\lambda^2}{N} \]

(d) \[ \varphi = -\left( \frac{3(N + 1)}{2(2N + 1)} \right)^{1/2} \approx -\frac{\sqrt{3}}{2} \]

(e) \[ N = 3: (\hat{\theta} - \theta)^T \begin{pmatrix} 3 & 6 \\ 6 & 14 \end{pmatrix} (\hat{\theta} - \theta) \leq 0.2 \]

\[ N = 8: (\hat{\theta} - \theta)^T \begin{pmatrix} 8 & 36 \\ 36 & 204 \end{pmatrix} (\hat{\theta} - \theta) \leq 0.2 \]

4.2 In \( M_1 \) \[ \text{var}(\hat{b}) = \frac{12}{N(N^2 - 1)} \]

In \( M_2 \) \[ \text{var}(\hat{b}) = \frac{2}{(N - 1)^2} \]

4.4 \[ \hat{\theta} = (\Phi^T \Phi)^{-1} \Phi^T y \quad \hat{y}_2 = \Phi \hat{\theta} \]

Hint. First write

\[ Y - \Phi \theta = \begin{pmatrix} y_1 \\ 0 \end{pmatrix} - \begin{pmatrix} \Phi_1 & 0 \\ \Phi_2 & -I \end{pmatrix} \begin{pmatrix} \theta \\ y_2 \end{pmatrix} \]

4.5 Hint. Use \( \sum_{t=1}^{N} t^k = O(N^{k+1}/(k + 1)), N \text{ large} \)

4.6 Hint. \( \Phi^T \Phi = \frac{N}{2} I \quad \hat{\theta} = \frac{2}{N} \sum_{t=1}^{N} \varphi(t) y(t) \)

4.7 The set of minimum points = the set of solutions to the normal equations. This set is given by

\[ \left( \sum_{t=1}^{N} y(t)/N - \alpha \right) \alpha \text{ an arbitrary parameter} \]

The pseudoinverse of \( \Phi \) is

\[ \Phi^+ = \frac{1}{2N} \begin{pmatrix} 1 & \ldots & 1 \\ 1 & \ldots & 1 \end{pmatrix} \]

Minimum norm solution = \[ \frac{1}{2N} \sum_{t=1}^{N} y(t) \begin{pmatrix} 1 \\ 1 \end{pmatrix} \]

4.8 \( |u(t)| = \beta, t = 1, \ldots, N \)

4.9 \[ x_1 = B(B^T B)^{-1} d \quad x_2 = x_1 \]

\[ x_3 = B(\delta I + B^T B)^{-1} d \rightarrow x_1 \quad \text{as } \delta \rightarrow 0 \]

4.10 Hint. Take \( F = (\Phi^T R^{-1} \Phi)^{-1} \Phi^T \Phi \)
4.12 Hint. Show that \( NP_{LS} = \sum_{\tau=-N}^{N} r(\tau) - \frac{1}{N} \sum_{\tau=-N}^{N} |\tau|r(\tau) \)
and that \( \left( \frac{1}{N} \sum_{\tau=-N}^{N} r(\tau) \right) \Phi^T R^{-1} \Phi \to 1 \) as \( N \to \infty \).

5.2 Hint. Use the result (A3.1.10) with \( H(q^{-1}) = 1 - 2 \cos \omega q^{-1} + q^{-2} \).

5.3 Hint. \( C_p = \sum_{j=1}^{2} \frac{a_j^2}{4} (\delta_{k_j, p} + \delta_{M-k_j, p}) \)

5.4 \( |q_1| \leq 1, 2q_1^2 - 1 \leq q_2 \leq 1 \)

5.5 The contour of the area for an MA(2) process is given by the curves
\[
q_1 + q_2 = -\frac{1}{2} \]
\[
q_1 - q_2 = \frac{1}{2} \]
\[
q_2^2 = 4q_2(1 - 2q_2) \]
For an AR(2) process: \( |q_1| \leq 1, 2q_1^2 - 1 \leq q_2 \leq 1 \)

5.6 (a) \( r(\tau) = a^2 (1 - 2a)^{|\tau|} \)
   
   Hint. Use the relation \( Eu = E[E(u|y)] \)
   
   (b) \( \phi(\omega) = \frac{a^2}{2\pi} \frac{1 - (1 - 2a)^2}{1 + (1 - 2a)^2 - 2(1 - 2a) \cos \omega} \)

5.7 (a) \( r(\tau) = 1 - \frac{2\tau}{n}, \tau = 0, \ldots, n - 1; r(\tau) = -r(\tau - n) \)
(c) \( u(t) \) is pe of order \( n \).

5.8 Hint. Let \( y(t) = C(q^{-1})e(t) \) and set \( \beta_j = |c_j| \) and first show
\[
|r_k| \leq \sum_{j=0}^{n-k} \beta_j \beta_{j+k} \]
\[
\sum_{k=1}^{n} |r_k| \leq \frac{1}{2} (\beta_0 \ldots \beta_n) \begin{pmatrix} 0 & 1 & \cdots & 1 \\ 1 & & \ddots & \vdots \\ \vdots & \ddots & 1 & \vdots \\ 1 & \cdots & 1 & 0 \end{pmatrix} \begin{pmatrix} \beta_0 \\ \vdots \\ \vdots \\ \beta_n \end{pmatrix} \]

Use the result \( x^T Q x \leq \lambda_{\text{max}}(Q) x^T x \) which holds for a symmetric matrix \( Q \). When \( Q \) has the structure \( Q = ee^T - I \), where \( e = [1 \ldots 1] \), its eigenvalues can be calculated exactly by using Corollary 1 of Lemma A.5.

5.9 Hint. Use Lemma A.1 to invert the \( (M|M) \) matrix \( R_u \).

6.1 The boundary of the area is given by the lines:
\[
a_2 = 1 \quad -2 \leq a_1 \leq 2 \\
a_2 = -1 - a_1 \quad -2 \leq a_1 \leq 0 \\
a_2 = -1 + a_1 \quad 0 \leq a_1 \leq 2 
\]

6.2 \( y(t) - 0.8y(t-1) = e(t) - 0.5e(t-1) \quad Ee^2(t) = 0.8 \)

6.3 \( \phi_2(\omega) = \frac{5\pi}{1.25 - \cos \omega} \)
6.4 $B^T = C = (1 \ 0 \ldots 0), x(t) = (y(t) \ldots y(t+1-n))^T$

6.5 (a) $A_k, B_k$ coprime, $\min(na - na_k, nb - nb_k) = 0, nc \geq nc_k$.
(b) Many examples can be constructed where $\min(na - na_k, nb - nb_k) > 0, nc \geq nc_k$.

6.6 (a) The sign of $a_{12}$ cannot be determined.
(b) No single parameter can be determined, only the combinations $ba_{12}, a_{11} + a_{22}, a_{11}a_{22} - a_{12}^2$.
(c) All parameters can be uniquely determined.

6.7 $G(q^{-1}; K) = \frac{K^{-1}q^{-1}}{1 - q^{-1}}$, $H(q^{-1}; K) = \frac{1 + (2 - \sqrt{3})q^{-1}}{(1 - q^{-1})^2}$

$\Lambda(K) = K^2 r^2 (2 + \sqrt{3})/6$

**Hint.** Intermediate results are

$$R_1 = rh \left( \frac{K^2 h^2/3}{K h/2} \right)$$

$$P = rh \left( \begin{pmatrix} K^2 h^2/3 + 1/v_0 & K h/(2 + 1/v_0) \\ K h/(2 + 1/v_0) & 1 + 1/v_0 \end{pmatrix} \right)$$

7.1 $\dot{y}(t+1|t) = \frac{0.5}{1 + 0.5q^{-1}}y(t)$

$E[\dot{y}(t+1|t) - y(t+1)]^2 = 4$

**Hint.** Compute $\phi_s(\omega)$ and make a spectral factorization to get the model $y(t) = v(t) + 0.5v(t-1), E(v(t)v(s)) = 4d_{ss}$.

7.3 (b) $(1 - q^{-1})y(t) = (1 - aq^{-1})e(t)$

7.4 $\frac{\partial e(t, \theta)}{\partial b_i} = -\frac{D(q^{-1})}{C(q^{-1})F(q^{-1})}u(t - i)$

$\frac{\partial e(t, \theta)}{\partial c_i} = -\frac{1}{C(q^{-1})}e(t - i)$

$\frac{\partial e(t, \theta)}{\partial d_i} = \frac{1}{D(q^{-1})}e(t - i)$

$\frac{\partial e(t, \theta)}{\partial f_i} = \frac{D(q^{-1})B(q^{-1})}{C(q^{-1})F(q^{-1})}u(t - i)$

7.7 (a) **Hint.** Show that $V(x^{(k+1)}) - V(x^{(k)}) = -a\eta x^T S x + O(\epsilon^2)$ with $g_k = V'(x^{(k)})^T$.

7.8 **Hint.** Show first that $\det(Q + \Delta Q) - \det Q = \text{tr}[(\det Q)Q^{-1}\Delta Q] + O(||\Delta Q||^2)$

7.9 $L_1(q^{-1}; \theta) = C(\theta)c I - A(\theta) + K(\theta)C(\theta)^{-1}K(\theta)$

$L_2(q^{-1}; \theta) = C(\theta)c I - A(\theta) + K(\theta)C(\theta)^{-1}B(\theta)$

**Hint for (b).** Use Example 6.5.

7.10 $\frac{\partial^2 V}{\partial \theta_i \partial \theta_j} = 2 \sum_{r=1}^{N} \frac{\partial e(t, \theta)}{\partial \theta_i} \frac{\partial e(t, \theta)}{\partial \theta_j} + 2 \sum_{r=1}^{n} e(t, \theta) \frac{\partial^2 e(t, \theta)}{\partial \theta_i \partial \theta_j}$

$\frac{\partial e(t, \theta)}{\partial a_i} = \frac{1}{C(q^{-1})}y(t - i)$

$\frac{\partial e(t, \theta)}{\partial b_i} = \frac{-1}{C(q^{-1})}u(t - i)$

$\frac{\partial e(t, \theta)}{\partial c_i} = \frac{-1}{C(q^{-1})}e(t - i, \theta)$

$\frac{\partial^2 e(t, \theta)}{\partial a_i \partial a_j} = 0$

$\frac{\partial^2 e(t, \theta)}{\partial a_i \partial b_j} = 0$

$\frac{\partial^2 e(t, \theta)}{\partial b_i \partial b_j} = 0$
\[ \frac{\partial^2 \varepsilon(t, \theta)}{\partial a_i \partial c_j} = \frac{-1}{C^2(q^{-1})} y(t - i - j) \quad \frac{\partial^2 \varepsilon(t, \theta)}{\partial b_i \partial c_j} = \frac{1}{C^2(q^{-1})} u(t - i - j) \]

\[ \frac{\partial^2 \varepsilon(t, \theta)}{\partial c_i \partial c_j} = \frac{2}{C^2(q^{-1})} \varepsilon(t - i - j, \theta) \]

7.11 \[ \dot{y}(t + k) = \frac{(-a)^{k-1}(c - a)}{1 + cq^{-1}} y(t) \]

where \(|c| < 1\) is uniquely given by
\[ \lambda^2(1 + cz)(1 + cz^{-1}) = \lambda_x^2 + \lambda_z^2(1 + az)(1 + az^{-1}) \]

If the processes are not Gaussian this is still the best linear predictor (in the mean square sense).

7.12 Hint. Show that \( \hat{\theta} - \theta_0 \approx \left[ E \psi^T(t, \theta_0) \psi(t, \theta_0) \right]^{-1} \left( \frac{1}{N} \sum_{t=1}^{N} \psi(t, \theta_0) \varepsilon(t, \theta_0) \right) \)

7.13 The asymptotic criteria minimized by the LS and OE methods are:
\[ V_{LS} = \int_{-\pi}^{\pi} |A(e^{j\omega})|^2 \left| G(e^{j\omega}) - \frac{B(e^{j\omega})}{A(e^{j\omega})} \right|^2 \phi_a(\omega) d\omega \]
\[ + \int_{-\pi}^{\pi} |A(e^{j\omega})|^2 \phi_c(\omega) d\omega \]
\[ V_{OE} = \int_{-\pi}^{\pi} \left| G(e^{j\omega}) - \frac{B(e^{j\omega})}{A(e^{j\omega})} \right|^2 \phi_a(\omega) d\omega + \text{constant} \]

7.14 (a) \( NP_1 = \begin{pmatrix} 1 - a_0^2 & 0 \\ 0 & \frac{\lambda_x^2}{\sigma^2(1 + a_0^2)} \end{pmatrix} \)
\[ NP_2 = \begin{pmatrix} 1 - a_0^2 & b_0(1 - a_0^2) \\ 0 & \frac{\lambda_z^2/\sigma^2}{b_0(1 - a_0^2)} \end{pmatrix} \]
(b) \( \text{Hint. Use the fact that} \begin{pmatrix} F^T P_2^{-1} F & F^T QF \\ F^T QF & F^T QP_2 QF \end{pmatrix} \equiv 0 \)

and Lemma A.3

7.17 (a) Hint. As an intermediate step, show that
\[ \frac{1}{N} \sum_{t=-N}^{N} |\tau| r_t r_{t+k} \rightarrow 0 \text{ as } N \rightarrow \infty. \]

(b) \( a^* = a, \ P = 1 - a^2 \)

7.18 (a) Apply a PEM to the model structure given in part (b). Alternatively, note that \( y(t) \) is an ARMA process, \( A_0(q^{-1})y(t) = C_0(q^{-1})w(t) \), for some \( C_0 \), and use a PEM for ARMA estimation.

(b) Let \( C(q^{-1}) \) and \( \lambda_n^2 \) with \( C \) stable be uniquely determined from \( \theta \) by
\[ C(z)C(z^{-1})\lambda_n^2 = A(z)A(z^{-1})\lambda_x^2 + \lambda_z^2 \]

Then \( \varepsilon(t, \theta) = [A(q^{-1})/C(q^{-1})]y(t) \). Now the vector \( (a_1 \ldots a_n) \eta \beta \lambda_x^2 \beta \lambda_z^2 \) and \( \theta \) give the same \( V(\theta) \) for all \( \beta \). Remedy: Set \( \lambda_z^2 = 1 \) during the optimization and compute the correct \( \beta \)-value from min \( V(\theta) \). As an alternative set \( \hat{\theta} = (a_1 \ldots a_n p^2), p^2 = \lambda_x^2/\lambda_z^2 \) and \( \hat{\theta} = (\hat{\theta}, \lambda_x^2) \). Minimize \( V \) w.r.t. \( \hat{\theta} \) and set \( \hat{\lambda}_x^2 = \text{min} \ V/N \), giving \( \hat{\theta} \). Finally \( \theta \) can be computed by a 1-to-1 transformation form \( \hat{\theta} \).
7.20 Hint. Set $P(q^{-1}) = \begin{pmatrix} \hat{A}(q^{-1}) & \hat{B}(q^{-1}) \\ \hat{A}(q^{-1}) & \hat{B}(q^{-1}) \end{pmatrix}$, $x(t) = \begin{pmatrix} y(t) \\ u(t) \end{pmatrix}$, and consider the problem of $E\|P(q^{-1})x(t)\|^2 = \text{min}$. Show that $\hat{A} = \hat{A}$, $\hat{B} = \hat{B}$, $\hat{A} = I$, $\hat{B} = 0$.

7.22 Hint. The stationary solutions to (i) must satisfy

$$E \left[ A(q^{-1}) \begin{pmatrix} 1 \\ A(q^{-1}) \end{pmatrix} y(t) \right] - B(q^{-1}) \begin{pmatrix} 1 \\ A(q^{-1}) \end{pmatrix} u(t) \right]$$

$$\times \begin{pmatrix} 1 \\ A(q^{-1}) \end{pmatrix} y(t - i)$$

$$\begin{pmatrix} 1 \\ A(q^{-1}) \end{pmatrix} u(t - i) \right) = 0 \quad i = 1, \ldots, n$$

8.2 For the extended IV estimate the weighting matrix changes from $Q$ to $T^TQT$.

8.3 (a) $R = \begin{pmatrix} 0 & 1 & 0 \\ -b_1 & 0 & 1 \\ -(b_2 - ab_1) & 0 & 0 \end{pmatrix}$

(b) $R$ is singular $\iff ab_1 = b_2 \iff 1 + az, b_1z + b_2z^2$ are not coprime. When $ab_1 = b_2$, $R$ will be singular for all inputs. If $b_2 \neq ab_1$ the matrix $R$ is nonsingular for pe inputs.

8.4 $nt \geq nb$, with $nt = nb$ being preferable.

8.6 $\hat{\theta}_{LS} = \begin{pmatrix} -\sigma^2/(2\sigma^2 + \lambda^2) \\ 1 \end{pmatrix}$ which corresponds to a stable model

$\hat{\theta}_{IV} = \begin{pmatrix} -1 \\ 1 \end{pmatrix}$ which corresponds to a model with pole on the stability boundary

8.7 $P_{IV} = \frac{\lambda^2}{b^2\sigma^2} \begin{pmatrix} 1 + c^2 & -bc \\ -bc & b^2(1 + c^2) \end{pmatrix}$

8.8 (a) $P_{IV}^{opt} = \frac{\lambda^2}{b^2\sigma^2} \begin{pmatrix} (1 - a^2)(1 - ac) & -bc(1 - a^2)(1 - ac) \\ -bc(1 - a^2)(1 - ac) & b^2(1 - a^2c^2) \end{pmatrix}$

(c) Hint. $P = \frac{\lambda^2(c - a)^2(1 - a^2) + \lambda^2(c - a)^2}{b^2\sigma^2[b^2\sigma^2 + \lambda^2(c - a)^2]} \begin{pmatrix} 1 - ac \\ -bc \end{pmatrix}(1 - ac - bc)$

8.9 Hint. Show that $\mathcal{N}(EZ(t)Z^T(t)) \subseteq \mathcal{N}(R^T)$, and that this implies rank $R \leq \text{rank} EZ(t)Z^T(t)$.

8.11 Set $r_k = E[y(t) y(t - k)]$ and $\hat{r}_k = E[C(q^{-1})y(t)][C(q^{-1})y(t - k)]$. Then

$$P_1 = \frac{\hat{r}_0}{r_1} \quad P_2 = \frac{1 + a^2}{r_1^2(1 + a^2)^2}$$

we have $P_1 < P_2$ for example if $ac < 0$.

9.2 $\text{var}(\hat{b}) = \left[ \sum_{i=1}^{N} \frac{\lambda^2(N-i)u_i^2(t)}{\sum_{i=1}^{N} \lambda^2(N-i)u_i^2(t)} \right]^2$

9.3 (a) $V(t) = \frac{(\hat{\theta}_0 - \theta_0)^2 + \lambda^2 \theta_0^2}{(1 + P_0t)^2}$
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9.4  (a)  \[ P^{-1}(t) = \lambda P^{-1}(t-1) + \varphi(t)\tilde{q}(t) \]
\[ [P^{-1}(t)\dot{\theta}(t)] = \lambda [P^{-1}(t-1)\dot{\theta}(t-1)] + \varphi(t)y(t) \]
\[ \dot{\theta}(t) = \left[ \lambda' P^{-1}(0) + \sum_{s=1}^{t} \lambda^{t-s} \varphi(s)y(s) \right]^{-1} \left[ \lambda' P^{-1}(0)\dot{\theta}(0) + \sum_{s=1}^{t} \lambda^{t-s} \varphi(s)y(s) \right] \]

9.6  (b)  The set \( D_\delta \) is given by
\[-1 < c_1 + c_2 < 1, \quad -1 < c_1 - c_2 < 1 \]

9.12  (a)  Hint.  First show the following.  Let \( h \) be an arbitrary vector and let \( \phi(\omega) \) be the spectral density of \( h^T B^T \varphi(t) \).  Then
\[ h^T \tilde{M} h = \int_{-\pi}^{\pi} \text{Re} \frac{1}{C(e^{i\omega})} \phi(\omega) d\omega \geq 0. \]

(b)  The contour of the set \( D_\delta \) is given by
\[ c_1 + c_2 = -1, \quad c_2 = -1 + c_1, \quad 8(c_2 - 0.5)^2 = 2 - c_1^2 \]

9.13  \[ L(\theta_0) = \frac{1 - a^2}{(c - a)} \begin{pmatrix} \frac{a}{1 - a^2} & \frac{-c}{1 - ac} \\ \frac{c}{1 - a^2} & \frac{a + ac^2 - 2c}{(1 - a^2)(1 - ac)} \end{pmatrix} \]
with eigenvalues \( \lambda_1 = -1 \), \( \lambda_2 = -\frac{1}{1 - ac} \).

9.15  \( \delta(t) = \text{sign}[\psi^T(t)r(t)] \) where
\[ \psi^T(t + 1) = (u(t) \quad \psi^T(t)), \quad P(t) = \begin{pmatrix} \phi(t) & r^T(t) \\ r(t) & R(t) \end{pmatrix} \]

Hint.  Use Corollary 1 of Lemma A.7.

9.16  Hint.  \( \sigma_N = \frac{1}{N^2\delta^2}[\dot{\theta}(0) - \theta]^2 + \frac{\lambda^2}{N^{2\delta}} \sum_{k=1}^{N} k^{2\delta - 2} \)

10.1  (a)  \( \bar{N} \text{ var}(\dot{\theta}) = \lambda^2 \frac{(1 - a^2 - 2abf)}{\sigma^2(b^2\sigma^2 + \lambda^2)} + \frac{f^2\lambda^2}{\sigma^2} \)
\( \bar{N} \text{ var}(\dot{\theta}) = \frac{\lambda^2}{\sigma^2} \)

(b)  \( N \text{ var}(\dot{\theta}) = \frac{\lambda^2(1 - a^2)}{b^2(b^2\sigma^2 + \lambda^2)} \)

10.2  (a)  \( \text{var}(\dot{b}) = \frac{\lambda^2(1 - b^2k^2)}{\sigma^2 + k^2\lambda^2} \)

(b)  \( \ddot{a} = bk, \quad \ddot{b} = b \).  Solving these equation with LS will give \( \ddot{b}_2 \) and with a weighted LS will give \( \ddot{b}_3 \).
(c)  \( \text{var}(\dot{b}_1) = \frac{\lambda^2}{\sigma^2} > \text{var}(\dot{b}) \)
\[ \text{var}(\dot{b}_2) = \frac{\lambda^2}{(1 + k^2)^2} \left[ \frac{k^2(1 - b^2k^2)}{b^2\sigma^2 + \lambda^2} + \frac{1}{\sigma^2} \right] > \text{var}(\dot{b}) \]
\[ \text{var}(\dot{b}_3) = \text{var}(\dot{b}) \]

10.3  The system is identifiable in case (c) but not in cases (a), (b).

10.4  \( \tilde{g} = \frac{\sigma_x^2}{\sigma_x^2 + \sigma_c^2} g \)
10.5 (a) \textit{Hint.} The identifiability identity can be written
\[ AB_0 + BC_0 - A_0B = B_0C \]
(b) \( a = \frac{b}{b_0}(a_0 - c_0) \). It implies minimum variance control and \( Ey^2(t) = \lambda^2 \).
\textit{Hint.} Evaluate (9.55b).

10.6 \( A = \frac{\lambda}{b} [2\delta(1 + a^2) + 2a^2]^{1/2} \)
\[ \omega = \arccos \left[ \frac{a}{\delta(1 - a^2) - a^2} \right] \]

10.7 (a) \textit{Hint.} The information matrix is nonnegative definite.
(b) \textit{Hint.} Choose the regulator gains \( k_1 \) and \( k_2 \) such that \( a + bk_1 = -a - bk_2 \).

10.8 (b) \textit{Hint.} The signal \( \frac{1}{1 + aq^{-1}}u(t) \) can be taken as an AR(1) process with appropriate parameters.

11.3 \( EW_N = \lambda^2 + \frac{\lambda^2}{N} \left[ 2 + (\sigma^2 - 1) \frac{2b^2\sigma^2 + \lambda^2}{b^2\sigma^2 + \lambda^2} \right] \)

11.4 \( Ey^2(t) = \lambda^2 + \lambda^2 \frac{(c_0 - a_0 + b_0k)^2}{1 - (a_0 - b_0k)^2} \)
\( k = \frac{a - c}{b} \)

\( Ey^2(t) \geq \lambda^2 \) with equality for all models satisfying \( (a - c)b_0 = (a_0 - c_0)b \)

11.5 (b) \textit{Hint.} For a first-order model
\[ W_N = \lambda^2(1 + a_0^2) + \frac{\lambda^2(a_0^2 - a^2)^2}{1 - a_0^2} \]

For a second-order model
\[ W_N = \lambda^2(1 + a_0^2) + \frac{\lambda^2}{1 - a_0^2} [(a_0^2 - a_1^2 + a_2^2)^2 - 2a_0(a_0^2 - a_1^2 + a_2(-a_1a_2))] \]

11.6 (a) \( E\varepsilon^2(t) = 2\lambda \left[ 1 + c^{2n+2} \frac{1 - c^2}{1 - c^{2n+2}} \right] \)
(b) Case I: 5\%, 1.19\%, 0.29\%.  Case II: 50\%, 33.3\%, 25\%

11.7 (a) \( N \text{ var}(\bar{a}) = 1 - a^2 \), \( N \text{ var}(\hat{\alpha}_1) = 1. \)
(b) \textit{Hint.} Use Lemma A.2.
(c) \textit{Hint.} Choose the assessment criterion
\[ W_{\alpha\beta}(\theta) = \frac{N}{\lambda^2}(\alpha^T 0)(\theta - \theta_0)(\theta - \theta_0)^T(\alpha^T 0) \]
with \( \alpha \) being an arbitrary vector.

11.8 (a) \[ P_1 = \begin{pmatrix} \frac{1}{\lambda^2 + b^2\sigma^2} & 0 \\ 0 & \frac{1}{\sigma^2} \end{pmatrix}, \quad P_2 = \frac{1}{\sigma^2} \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix} \]
(b) \( A_{\alpha_1} = \lambda^2 + \frac{\lambda^2}{N} \left[ \frac{\lambda^2 + s^2b^2}{\lambda^2 + \sigma^2b^2} + \frac{s^2}{\sigma^2} \right] \)
\( A_{\alpha_2} = \lambda^2 + \frac{\lambda^2}{N} \frac{3s^2}{\sigma^2} \)
11.9 \[ E_y = m \quad \text{var}(y) = 2m + 4 \sum_{j=1}^{m} (m - j) \frac{r^2_j(j)}{r^2_j(0)} \]

The test quantity (11.18) has mean \( m \) and variance \( 2m \).

11.10 \textbf{Hint.} Use
\[ \frac{\partial^2 W_N}{\partial \theta^2} \bigg|_{\theta = \theta_0} = 2(\det \Lambda) E \psi(t) \Lambda^{-1} \psi^T(t) \]

See (A7.1.4) and Problem 7.80.

12.1 \[ y(t) = \frac{b}{1 + a} \left[ 1 - (-a)^t \right] \]

12.3 (a) \[ \begin{pmatrix} \hat{a} \\ \hat{b} \end{pmatrix} = \begin{pmatrix} a_0 \\ b_0 \end{pmatrix} + \frac{(1 + a_0)m_y - b_0m_u}{b_0\sigma^2 + \lambda^2 \left( \sigma^2 + m_u^2 \right) + m_u^2\sigma^2} \begin{pmatrix} -\sigma^2m_y \\ b_0\sigma^2 + \lambda^2 \end{pmatrix} \]

are consistent \( \iff m_y = \frac{b_0}{1 + a_0} m_u \).

\( b_0/(1 + a_0) \) is the static gain.

(b) \( \hat{a} = a_0, \hat{b} = b_0, \hat{c} = (1 + a_0)m_y - b_0m_u \)

12.4 Set \( r = (b^2\sigma^2 + \lambda^2)/(1 - a^2) \)

(a) \[ P = \frac{\lambda^2}{\sigma^2r} \begin{pmatrix} \sigma^2 & 0 & \sigma^2m \\ 0 & r & 0 \\ \sigma^2m & 0 & \sigma^2(m^2 + r) \end{pmatrix} \]

(b) \[ P = \begin{pmatrix} \lambda^2/r & 0 \\ 0 & \lambda^2/\sigma^2 \end{pmatrix} \]

(c) \[ \begin{pmatrix} \hat{a} \\ \hat{b} \end{pmatrix} = \begin{pmatrix} a \\ b \end{pmatrix} + \frac{\lambda^2(1 - a)}{b^2\sigma^2(3 + a) + 4\lambda^2} \begin{pmatrix} 2 \\ -b \end{pmatrix} \]

(d) \[ P = \frac{\lambda^2}{b^2\sigma^2} \begin{pmatrix} 2 & -b \\ -b & 2b^2 \end{pmatrix} \]

(e) \[ P_{(a)} < P_{(d)} \]

12.6 \[ \text{var}[y^{(1)}(t) - y^{(2)}(t)] = a^{2t} \left[ \frac{\lambda^2}{1 - a^2} + \text{var}(x(0)) \right] \]

12.7 (a) \( N \var(\hat{a} - \bar{c}) = 1 - a^2\bar{c}^2; \quad N(\hat{a} - \bar{c})^2/(1 - \hat{a}^2\bar{c}^2) \overset{\text{dist}}{\sim} \chi^2(1) \)

(b) F-test; whiteness test for \( \hat{r}_y(t) \)

(c) \( 10^4 \)

12.10 \[ \frac{\partial V}{\partial x(1)} = 2 \sum_{t=1}^{N} e(t, \theta') \frac{\partial e(t, \theta')}{\partial x(1)} \]

where \( \frac{\partial e(t, \theta')}{\partial x(1)} \) can be recursively computed as
\[ \frac{\partial e(t, \theta')}{\partial x(1)} = \frac{\partial e(t - 1, \theta')}{\partial x(1)} F(\theta), \quad \frac{\partial e(1, \theta')}{\partial x(1)} = C \]

12.11 \[ \hat{x}(1) = \frac{1 - c^2}{1 - c^2N} \sum_{t=1}^{N} (-c)^{t-1} \sum_{s=1}^{t} (-c)^{t-s} y(s) \]

\[ W = \frac{1 - c^2}{1 - c^2N} \lambda^2 \rightarrow 0, \quad \text{as} \ N \rightarrow \infty \]
12.12 $\mathcal{X}_1$ gives

$$N \text{ var}(\hat{S}) = \frac{\lambda^2}{(1 + a_0)^3} \left[ S^2 \frac{1 - a_0^2}{b_0^2 \sigma^2} + \frac{1}{\sigma^2} \right] = 1050$$

$\mathcal{X}_2$ gives

$$N \text{ var}(\hat{S}) = \frac{\lambda^2}{\sigma^2} \frac{1}{(1 + a_0)^3} = 100$$

The variance is always smaller for $\mathcal{X}_2$.

12.14 $\text{var}(\hat{\alpha}) = \frac{\alpha^2 e^{2\alpha h} - 1}{N \ (\alpha h)^2}$

Case (a): $\text{var}(\hat{\alpha})$ is minimal for $h_0 = 0.797/\alpha$

12.15 (a) $a = -e^{-\alpha h}$, $b = \frac{\beta}{\alpha} (1 - e^{-\alpha h})$

(b) $\hat{a} = -e^{-\alpha h}$, $\hat{b} = \frac{\beta}{\alpha - \gamma} (e^{-\gamma h} - e^{-\alpha h}) \to b$ when $\gamma \to 0$
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SUBJECT INDEX

Accuracy: of closed loop systems, 401; of correlation analysis, 58; of instrumental variable estimates, 268; of Monte Carlo analysis, 576; of noise variance estimate, 224; of prediction error estimate, 205 adaptive systems; 120, 320
Akaike’s information criterion (AIC), 442, 445, 446 aliasing, 473
a posteriori probability density function, 559
approximate ML, 333
approximation for RPEM, 329
approximation models, 7, 21, 28, 204, 228
ARARX model, 154, 169
ARMA covariance evaluation, 251
ARMAX model, 149, 162, 192, 196, 213, 215, 222, 282, 331, 333, 346, 409, 416, 433, 478, 482, 489, 490, 494
assessement criterion, 438, 464
asymptotic distribution, 205, 240, 268, 285, 424, 427, 428, 441, 458, 461, 547, 550
asymptotic variances, 203
asymptotically best consistent estimate, 91
autocorrelation test, 423, 457
autoregressive (AR) model, 127, 151, 199, 223, 253, 289, 310, 361, 373, 446, 574, 575
autoregressive integrated moving average (ARIMA) model, 461, 479, 481
autoregressive moving average (ARMA) model, 97, 103, 122, 125, 151, 177, 207, 215, 229, 247, 249, 257, 288, 355, 493, 573
backward prediction, 312, 368
balance equation, 4
Bartlett’s formula, 571
basic assumptions, 202, 264, 383
Bayes estimation, 560
best linear unbiased estimate (BLUE) 67, 82, 83, 88, 567, 569
bias, 18, 562
binary polynomial, 140
BLUE for singular residual covariance, 88
BLUE under linear constraints, 83
canonical parametrization, 155, 156
central limit theorem, 550
changes of sign test, 428
chi-two (X²) distribution, 556
Cholesky factorization, 259, 292, 314, 516
clock period, 113
closed loop operation, 25, 381, 453, 499
comparison of model structures, 440
computational aspects, 74, 86, 181, 211, 231, 274, 277, 292, 298, 310, 350
computer packages, 501
condition number, 135, 534
conditional expectation, 565
conditional Gaussian distribution, 566
conditional mean, 565
conditional probability density function, 559
consistency, 19, 121, 186, 203, 221, 265, 266, 449, 506
consistent structure selection rules, 449
constraint for optimal experiment design, 402
continuous time models, 7, 158
controlled autoregressive integrated moving average (CARIMA, ARIMA) model, 479
controlled autoregressive (ARX) model, 151, 185, 207, 233, 373, 452, 459
controller form state-space equation, 492
covariance analysis, 345, 346
convergence in distribution, 547, 551
convergence in mean square, 547, 548, 549
convergence in probability, 547, 551
convergence with probability one, 547, 548, 549
correlation analysis, 12, 42, 58
correlation coefficient, 78
covariance function, 55, 100, 143, 424
covariance matching property, 317
covariance matrix, 65, 135, 205, 226, 240, 270, 285, 303, 305, 514, 552, 570; positive definiteness, 295, 316
criteria with complexity terms, 442, 444
criterion: for optimal experiment, 401; for parameter estimation, 190, 228, 328, 373; with complexity term for model validation, 442, 444
cross-checking, 500
cross-correlation test, 426, 457
cross-covariance function, 57, 426
cross-spectral density, 57
cross-validation, 500
dead time, 33, 489
decaying transients, 504
delta operator, 477
determinant ratio test, 437
diagonal form model, 155, 165
difference operator, 477
differential equation, 343
direct identification, 389
direct sum, 518
discrete Fourier transform (DFT), 43, 45, 102, 130
distributed parameter system 7
drift, 180, 474, 481, 507
drifting disturbance, 180, 474, 481, 507
dynamic system, 1
Empirical transfer function estimate, 45
equation error, 62
equation error method, 186
ergodic process, 102, 120, 547
errors in variables, 257
estimation of mean values, 479
effect of mean function, 199, 249
experimental condition, 9, 28, 29, 401, 468
exponential smoothing, 217
extended least squares (ELS), 333

F distribution, 74, 558
F-test, 74, 441, 444
fast LS lattice/ladder algorithms, 361, 373
fault detection, 320
feedback, 25, 28, 381, 500
filtered prediction error, 473
final prediction error (FPE), 443, 445, 446
finite impulse response (FIR), 43, 151
finite state system, 138
Fisher information matrix, 210, 562
forgetting factor, 324, 340, 349, 374
Fourier harmonic decomposition, 80
Fourier transform, 43
frequency analysis, 37
frequency domain aspects, 7, 469, 470
frequency resolution, 47
full polynomial form model, 154, 165, 182, 233, 264, 277, 373

Gain sequence for recursive algorithm, 342
Gauss–Newton algorithm, 213, 217, 218
Gaussian process, 570
general linear model, 148, 188, 194, 388
generalized least squares method, 198, 236, 432
generic consistence, 266, 271
guiding interpretation: Householder transformation, 527; least squares estimate, 64
Given’s transformation, 527
global convergence, 352
global minimum points, 434
Gohberg–Heinig–Semencul formula, 256
gradient computation, 213, 217

Hammerstein model, 160
hierarchical model structures, 441, 462, 464
Householder transformation, 527
hypothesis testing, 74, 423, 441

identifiability, 19, 167, 204, 381, 388, 395, 396, 416
identification-method, 9, 29, 493
IDPAC, 429, 501
improved frequency analysis, 39
impulse response, 23, 32, 54
indirect GLS method, 238
indirect identification, 395, 407
indirect prediction error method, 220, 408
information matrix, 210, 410, 433, 562
initial estimates for iterative schemes, 214
initial values:
  for computation of prediction errors, 490, 505;
  for recursive algorithms, 326, 335
innovation, 158, 397
input–output covariance matrix, 133, 183
input signal, 28, 96, 468
input signal amplitude, 469

instrumental product moment matrix, 437
instrumental variable method: asymptotic distribution, 268, 285
  basic IV method, 261;
  closed loop operation, 386;
  comparison with PEM, 276, 286;
  computational aspects, 274, 277;
  consistency, 265;
  description, 260;
  extended IV method, 262, 305, 358;
  generic consistence, 266, 271;
  min-max optimal IV method, 303;
  model structure determination, 437;
  multistep algorithm, 276;
  optimal IV method, 272, 286;
  optimally weighted extended IV method, 305;
  recursive algorithms, 327, 358;
  underparametrized models, 269
instruments, 262
integrated models, 481
inverse covariance function, 291
inverse Yule–Walker equations, 291
irreducible polynomial, 140

joint input–output identification, 396, 412, 500
Kalman(-Bucy) filter, 176, 325, 568
Kalman gain, 157, 217
Kronecker product, 131, 233, 466, 542

lag window, 46
lattice filter, 314, 361, 373
lattice structure, 313
least mean squares (LMS), 349
least squares method, 12, 60, 184, 191, 233, 261, 321, 361, 373, 427, 452
Lebesgue measure, 266
Levinson–Durbin algorithm (LDA), 254, 292, 298, 310
likelihood function, 198, 560
linear difference equations, 133, 152
linear filtering, 55
linear in the parameters model, 148
linear process, 571
linear regression, 28, 60, 185, 207, 233, 373, 452, 562, 564
linear systems of equations, 518, 520, 534
linear transformation of IV, 281
linearity, 499
local convergence, 344, 354, 355
local minima, 244, 247, 493
loss function, 14, 62, 189, 228, 324, 328, 496
low-pass filtering, 112
Lyapunov equation, 128
Lyapunov function, 175, 346

Markov estimate, 67, 79, 82, 90
mathematical modelling, 4
MATLAB, 501
matrices: Cholesky factorization, 259, 292, 314, 516;
  condition number, 135, 534;
  determinant, 514;
  eigenvalues, 348;
matrices: Cholesky factorization (continued) 
generalized inverse, 520; 
Hankel matrix, 181; 
idempotent matrix, 463, 467, 537, 557; 
inversion lemma, 323, 330, 511; 
Kronecker product, 131, 233, 466, 542; 
Moore-Penrose generalized inverse, 520; 
norm, 532; 
null space, 518; 
orthogonal complement, 518; 
orthogonal matrix, 522, 527, 528, 533, 539; 
orthogonal projector, 522, 538; 
orthogonal triangularization, 75, 278, 527; 
QR method, 75, 527; 
partitioned matrix, 511; 
pseudoidentity, 63, 89, 518, 520, 524; 
rang, 518, 538; 
rank, 512, 537, 541; 
singular values, 518, 524, 533; 
Sylvester matrix, 134, 246, 249, 307, 540; 
Toeplitz matrix, 181, 250, 294, 298; 
trace, 66; 
unitary matrix, 131; 
vanderMond matrix, 131; 
vectorization operator, 543 
matrix fraction description (MFD), 182 
matrix inversion lemma, 323, 330, 511 
maximum posteriori estimation, 559 
maximum length PRBS, 138, 143 
maximum likelihood (ML) estimation, 198, 249, 256, 496, 559 
mean value, 479 
minimum variance estimation, 565, 567 
minimum variance regulator, 404, 409, 418 
model, 3, 146 
model approximation, 7, 28 
model dimension determination, 71 
model order, 71, 148, 152, 422 
model output, 15, 423 
model parametrization, 146 
model structure, 9, 29, 146, 148, 188, 260, 275, 278, 482 
model structure determination, 422, 440, 482 
model validation, 29, 422, 499 
model verification, 499 
modeling, 1, 146 
modified spectral analysis, 385 
modulo-two addition 137 
moment generating function, 553 
Monte Carlo analysis, 269, 446, 576 
moving average (MA) model, 127, 151, 258, 291, 494 
multistep optimal IVM, 276 
multistep prediction, 229, 453 
multivariable system, 154, 155, 165, 226, 228, 264, 277, 373, 384 
nested model structures, 87, 278 
Newton-Raphson algorithm, 212, 217, 218; for spectral factorization, 181 
noise-free part of regressor vector, 265 
noisy input data, 258, 281 
nonlinear models, 7 
nonlinear regression, 91 
nonparametric methods, 10, 28, 32 
nonparametric models, 9 
nonstationary process, 180, 473, 479, 481, 506 
nonzero mean data, 473, 503 
normal equations, 75, 79 
nul hypothesis, 423 
numerical accuracy, 532 
on-line robustification, 498 
open loop operation, 264, 403 
optimal accuracy, 209 
optimal experimental condition, 401, 411, 471, 544 
optimal IV method, 272 
optimal loss function, 497 
optimal prediction, 192, 216, 229 
optimization algorithms, 212 
ordinary differential equation approach, 343 
optimal projection, 64, 522, 538 
optimal triangularization, 75, 278, 527 
oscillator, 34 
outliers, 495, 497 
output error method, 198, 239, 409 
output error model structure, 153 
overdetermined linear equations, 62, 262, 278 
overparametrization, 162, 433, 459 
parameter identification, 167, 204, 388, 416 
parameter vector, 9, 14, 60, 148 
parametric method, 28 
parametric models, 9 
Parseval's formula, 52 
parsimony principle, 85, 161, 438, 464 
partial correlation coefficient, 313 
periodic signals, 129 
periodogram, 45 
persistent excitation, 28, 117, 133, 202, 264, 383, 434, 469 
pole-zero cancellation, 433 
polynomial trend, 60, 77, 78, 479 
polynomial trend model determination, 79 
portmanteau statistics, 461 
polynomial realness condition, 348, 352, 355 
practical aspects, 348, 468 
precomputations, 473 
prediction, 21, 192, 229 
prediction error, 22, 188, 362 
prediction error method: 
asymptotic distribution, 205, 240; 
basis for parsimony principle, 464; 
closed loop operation, 387, 416; 
comparison with IV, 276, 286; 
computational aspects, 211; 
description, 188; 
direct algorithm, 220; 
optimal accuracy, 209; 
recursive algorithm, 328, 345; 
relation to LS, GLS and OE methods, 198, 233, 236, 239; 
relation to ML method, 198; 
statistical efficiency, 209; 
underparametrized models, 209
prediction error variance, 439
predictor, 188
prefiltering, 262, 472
probability density function, 198, 547, 559
probability of level change, 115
product moment matrix, 437
program package, 501
pseudocanonical parametrization, 155, 265
pseudolinear regression (PLR), 333, 334, 346, 352, 355
pseudo random binary sequence (PRBS), 15, 97, 102, 109, 111, 124, 137
quasilinearization, 217
QR method, 75, 527
random walk, 180, 505
random wave, 127
rank test, 437
rational approximation of weighted sequences, 245
rational spectral density, 173
real-time identification, 324, 354
reciprocal polynomial, 151
recursive extended instrumental variables, 358
recursive identification, 29, 77, 320
recursive instrumental variables (RIV), 327, 334
recursive least squares (RLS), 321, 334, 358, 498
recursive prediction error method (RPEM), 328, 343, 345, 353, 354
reflection coefficient, 302, 313, 318, 366, 378
regressor, 60
regularization, 81
relaxation algorithm, 236
residual, 62, 423, 429
Riccati equation, 157, 174, 177, 196
robust RLS algorithm, 498
robustness, 495
root-N consistent estimate, 91
Rouché’s theorem, 295
sample correlation, 570
sample covariance matrix, 270, 570
sampling, 158, 472, 507, 508
sampling interval, 473, 507, 508
Schrödinger procedure, 298
search direction, 349
sensitivity: to noise, 41;
to rounding errors, 76, 532
shift between different regulators, 382, 388
shift register, 137
significance level for hypothesis testing, 74, 425, 445
single input single output (SISO) model, 147, 152
singular residual covariance, 88
singular value decomposition, 518, 522, 533
sinusoidal signal, 98, 104, 124, 125, 126
sliding window RLS, 354
Slutzky’s lemma, 551
software, 500
spectral analysis, 43, 383
spectral characteristics, 100, 129
spectral density, 55, 102, 117, 123, 383
spectral factorization, 98, 149, 157, 172, 229, 478
square root algorithm, 350
square wave, 127
stability of estimated AR models, 295, 316
stability of LS models, 224
state space model, 157, 166, 174, 178, 179, 196, 568
statistical efficiency, 210, 562
Stearns’ conjecture, 247
Steiglitz-McBride method, 225
step function, 19, 97, 121
step length, 342
step response, 11, 32, 469
stochastic approximation, 349, 356
stochastic differential equation, 158, 507
stochastic gradient algorithm, 349, 356
strictly positive real condition, 348, 352, 355
structural index, 156, 161, 422
system, 9, 28
system identifiability, 167, 388
system identification, 4, 5
test on covariance functions, 457
theoretical analysis, 17, 186, 202, 264, 334
time delays, 33, 489
time invariance, 500
transient analysis, 10, 32
trend, 60, 77, 78, 79, 479
truncated weighted function, 61
unbiased estimate, 18, 65, 67, 560
underparametrization, 162, 209, 269
unimodality, 244, 247, 494
uniqueness properties, 161, 182, 183
updating linear regression models, 86
updating the prediction error function, 353
Weierstrass theorem, 173
weighted least squares, 262, 373, 324, 498
weighting function, 12, 42, 61, 128, 411, 245, 247, 284
weighting matrix, 262, 278
white noise, 10, 65, 109, 148, 187, 423
Whittle–Wiggins–Robinson algorithm, 310
Whittle’s formula, 223
Wiener–Hopf equation, 42
Wiener process, 158
Yule–Walker equations, 288, 298, 311, 575