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#### Abstract

The paper gives a survey of errors-in-variables methods in system identification. Background and motivation are given, and examples illustrate why the identification problem can be difficult. Under general weak assumptions, the systems are not identifiable, but can be parameterized using one degree of freedom. Examples where identifiability is achieved under additional assumptions are also provided. A number of approaches for parameter estimation of errors-in-variables models are presented. The underlying assumptions and principles for each approach are highlighted.
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## 1. INTRODUCTION

Many different solutions have been presented for system identification of linear dynamic systems from noise-corrupted output measurements see, for example, Ljung (1999), Söderström and Stoica (1989). On the other hand, estimation of the parameters for linear dynamic systems where also the input is affected by noise is recognized as a more difficult problem. Representations where errors or measurement noises are present on both inputs and outputs are usually called "errors-invariables" (EIV) models. They play an important role when the purpose is determination of the physical laws that describe the process, rather than the prediction of its future behavior.

When searching on the internet for 'errors-invariables' Google gives more than 80000 hits. Various publication data bases such as Science Citation Index or Elsevier Science Direct give a few hundred different references each on the subject. The area is therefore quite extensive. The vast majority of papers are written from an application perspective, and can deal with biomedicine, chemistry, chemical engineering, earth sciences, econometrics, managements, mechanical engineer-
ing, finance, ecology, geoscience, image systems, time series analysis, etc. Most of the papers published in the automatic control journals and conference proceedings focus on methodology. So do also some of the many papers in various statistical journals. In case of static systems, errors-in-variables representations are closely related to other well-known topics such as latent variables models and factor models, Fuller (1987), Van Schuppen (1989), Scherrer and Deistler (1998).
Errors-in-variables models can be motivated in several situations. One such case is the modeling of the dynamics between the noise-free input and noise-free output. The reason can be to have a better understanding of the underlying relations, rather than to make a good prediction from noisy data. This is the 'classical' motivation used in econometrics and some other areas. In some applications, perhaps typically so in non-technical areas such as biology, economics, environment, it may be useful to regard the identification experiment as designed by somebody else, and the modeler has to work with given recorded input and output data. Another situation is when a highdimensional data vector is to be approximated by a small number of factors, which is the standard
when the user lacks enough information to classify
the available signals into inputs and outputs, and prefer to use a 'symmetric' system model. This is closely connected to the behavioral approach to modeling, Willems (1986), Heij et al. (1997), Markovsky et al. (2005), Markovsky et al. (2006b). We will return to the issue when EIV problems occur in Section 2.

With reference to these systems, the assumptions (prejudices) which lie behind the identification procedure have been thoroughly analyzed in Kalman (1982a), Kalman (1982b) with particular attention to the Frisch scheme, Frisch (1934). This scheme assumes that each variable is affected by an unknown amount of additive noise and each noise component is independent of every other noise component and of every variable. As a consequence, in this case the solution is constituted by a whole family of models compatible with the set of noisy data, unlike other traditional approaches where the solution is characterized by a single model. Kalman's work relates to the static, mainly multivariable case. He uses the term 'prejudice' for non-errors-in-variables approaches of modelling dynamic systems.
There is also a rich literature dealing with the EIV problem for the static case, which falls outside the scope of this paper. Some classical work on EIV include Adcock (1877), Adcock (1878), Frisch (1934), Koopmans (1937), Reiersøl (1950) and others. Extensive analysis is given in Anderson (1984). The topic is also well treated from different points of view in the books Cheng and Ness (1999), Fuller (1987). The Frisch scheme, Frisch (1934), has been analyzed (for the static case) in Guidorzi (1991), Beghelli and Soverini (1992) and Guidorzi (1995). Other works deal with 'errors-in-variables filtering'. This refers to filtering problems, where both input and output measurements are contaminated by noise. This topic is treated, for example, in Guidorzi et al. (2003), Markovsky et al. (2002).
The paper is organized as follows. The problem is described in the next section. Identifiability is discussed from different points of view in Sections 35 . The Cramér-Rao bound for unbiased estimators is discussed in Section 6, and basic notations can be found in Section 8. A general characterization of approaches is given in Sections 7 and 9-15. Some concluding remarks appear in Section 16.

## 2. THE ERRORS-IN-VARIABLES PROBLEM FOR DYNAMIC SYSTEMS

As a typical model example, consider the linear single-input single-output (SISO) system depicted in Figure 1 with noise-corrupted input and output measurements. The paper is mainly
mentioned when extensions to multi-input multioutput (MIMO) systems are possible and straightforward.


Fig. 1. The basic setup for a dynamic errors-invariables problem.

The noise-free input is denoted by $u_{o}(t)$ and the undisturbed output by $y_{o}(t)$. We assume that the observations are corrupted by additive measurement noises $\tilde{u}(t)$ and $\tilde{y}(t)$. The available signals are in discrete time and of the form

$$
\begin{align*}
& u(t)=u_{o}(t)+\tilde{u}(t)  \tag{1}\\
& y(t)=y_{o}(t)+\tilde{y}(t)
\end{align*}
$$

The general problem is to determine the system characteristics, such as the system transfer function.
In order to proceed, some further assumptions must be introduced. To some degree they can be made more or less restrictive. In the coming subsections we therefore introduce a number of assumptions, that are partly alternative ones. Then it will be discussed what assumptions that are necessary for different results.

Concerning the system, the following assumption will be imposed.

AS1. The system is single-input single-output (SISO), linear and asymptotically stable.
In many, but not all, cases we also use
AS2. The system is causal, so $y_{o}(t)$ depends on $u_{o}(s)$ for $s \leq t$, but not on future values of $u_{o}(\cdot)$.

In most cases $t$ will denote time, and then it is most natural to require the system to be causal as in AS2. However, the estimation techniques can also be applied if $t$ has the meaning, say, of a spatial variable, and the model describes some cross-directional property of a material. For such cases, non-causal models make perfect sense. Also in the case of a 'symmetric' approach, assumption AS2 can be dispensed with. In this case, rather than using the causality between $u_{o}(t)$ and $y_{o}(t)$ implied by Figure 1, write the measured data as

$$
\begin{equation*}
z(t)=z_{o}(t)+\tilde{z}_{o}(t), \quad z_{o}(t)=\binom{y_{o}(t)}{u_{o}(t)} \tag{2}
\end{equation*}
$$

The noise-free data, $z_{o}(t)$ is assumed to fulfil a relation
where $H\left(q^{-1}\right)$ is an asymptotically stable filter. However, we do not require that $y_{o}(t)$ can be solved as a function of past values of the noisefree input $u_{o}(s), s \leq t$, using (3).

Next introduce assumptions on the noise and the noise-free input.

AN1. The noise sequences $\tilde{u}(t), \tilde{y}(t)$ are stationary processes, with zero mean values and spectra $\phi_{\tilde{u}}(\omega)$ and $\phi_{\tilde{y}}(\omega)$, respectively. Further, $\tilde{u}(t)$ and $\tilde{y}(t)$ are mutually uncorrelated. [In a few cases to be specified later, the noise sequences are allowed to be cross-correlated.]

AI1. The true input $u_{o}(t)$ is a stationary process of zero mean, with spectral density $\phi_{u_{o}}(\omega)$. The input $u_{o}(t)$ is assumed to be persistently exciting of a suitable order, which means that $\phi_{u_{o}}(\omega)>0$ for a sufficient number of frequencies. Further, $u_{o}(t)$ is uncorrelated with the measurement noise sources $\tilde{u}(t)$ and $\tilde{y}(t)$.
The assumption of zero mean is a weak one, and rather made for convenience. A situation where $u_{o}(t)$ and $y_{o}(t)$ have nonzero means is in fact easier from an identifiability point of view, as the static gain of the system can then be determined separately.

Introduce also an assumption about the experimental condition.

AE1. The data comes from one (single) experiment, where AN1 and AI1 apply.
When do errors-in-variables problems occur? Consider the following extension of Figure 1.


Fig. 2. The basic setup, including input generation.

One option is to assume one experiment only, and that $u_{o}(t)$ cannot be affected by the user. The experiment is 'arranged' by nature, or the considered system is just a part of a larger system and excited at some other point. Possibly the true input $u_{o}(t)$ can be modeled as a stationary stochastic process with rational spectrum, i.e. as an ARMA process. This means that in Figure 2, $\mathcal{F}$ is a finite order, unknown linear filter, and $v(t)$
for this option assumption AE1 applies.
Another option is to assume that the signal $v(t)$ is fully accessible to the user, but that the filter $\mathcal{F}$ is an unknown and possibly nonlinear filter, so that $u_{o}(t)$ can neither be chosen freely, nor computed. Nevertheless, in such scenarios it is possible to make repeated experiments with the same $v(t)$, and hence with the same $u_{o}(t)$. In such cases the assumption AE2b applies, see Section 5 for further details.

A further situation is the one depicted in Figure 3.


Fig. 3. A false errors-in-variables problem.
Here $u(t)$ is the designed input but $\tilde{u}(t)$ is added (due to distortions or other unavoidable reasons) before the input reach the system as $u_{o}(t)$. It is important to realize that this is not an EIV problem. Note for example that in contrast to the situation in Figure 1.

- The dynamics between $u_{o}(t)$ and $y_{o}(t)$ is the same as between $u(t)$ and $y_{o}(t)$ (hence the presence of $\tilde{u}(t)$ is not so problematic here as in Figure 1.
- $\tilde{u}(t)$ effects also the output measurements $y(t)$.
For the situation in Figure 3, it is appropriate to regard $\tilde{u}(t)$ as a form of process disturbance. The total effect of $\tilde{u}(t)$ and $\tilde{y}(t)$ can be modelled as a single autocorrelated disturbance on the output side.


## 3. IDENTIFIABILITY ASPECTS

Introduce the following assumptions.
AN2. The measurement noises are Gaussian distributed.

AI2. The noise-free input is Gaussian distributed.

Under the assumptions AN2 and AI2 only (first and) second order moments carry information about the distribution, and higher-order moments do not bring further information. We may alternatively say that the study for the time being is limited to infer information from second-order statistics.

It turns out that in such cases, without introducing more explicit assumptions, it is not possible
order. Consider the left hand side of (9). All zeros

As an illustration of the identifiability difficulties, consider the following situation. Let the measurement noises be auto-correlated, with spectral densities $\phi_{\tilde{u}}, \phi_{\tilde{y}}$, respectively. The system is assumed to have a transfer function $G$. Denote the observations as

$$
\begin{equation*}
z(t)=\binom{y(t)}{u(t)} \tag{4}
\end{equation*}
$$

Their spectrum is

$$
\phi_{z}=\left(\begin{array}{cc}
G G^{*} & G  \tag{5}\\
G^{*} & 1
\end{array}\right) \phi_{u_{o}}+\left(\begin{array}{cc}
\phi_{\tilde{y}} & 0 \\
0 & \phi_{\tilde{u}}
\end{array}\right)
$$

The variables in (5) are all functions of the angular frequency $\omega$. For briefness use the symbols

$$
\begin{equation*}
G=G\left(\mathrm{e}^{\mathrm{i} \omega}\right), \quad G^{*}=\left[G\left(\mathrm{e}^{\mathrm{i} \omega}\right)\right]^{*}=G^{\top}\left(\mathrm{e}^{-\mathrm{i} \omega}\right) \tag{6}
\end{equation*}
$$

in (5) and in what follows. To be more explicit, let the estimates of the aforementioned variables be denoted by $\hat{G}, \hat{\phi}_{u_{o}}, \hat{\phi}_{\tilde{u}}, \hat{\phi}_{\tilde{y}}$. The equations determining the estimates are

$$
\phi_{z}=\left(\begin{array}{cc}
\hat{G} \hat{G}^{*} & \hat{G}  \tag{7}\\
\hat{G}^{*} & 1
\end{array}\right) \hat{\phi}_{u_{o}}+\left(\begin{array}{cc}
\hat{\phi}_{\tilde{y}} & 0 \\
0 & \hat{\phi}_{\tilde{u}}
\end{array}\right) .
$$

Note that based on (5) and (7), for each frequency there are 3 equations with 4 unknowns. There is hence one degree of freedom (for each frequency) in the solution.
The relations are easily extended to the MIMO case, where (5) and (7) are replaced by

$$
\begin{align*}
& \binom{G}{I} \phi_{u_{o}}\left(G^{*} I\right)+\left(\begin{array}{cc}
\phi_{\tilde{y}} & 0 \\
0 & \phi_{\tilde{u}}
\end{array}\right) \\
= & \binom{\hat{G}}{I} \hat{\phi}_{u_{o}}\left(\hat{G}^{*} I\right)+\left(\begin{array}{cc}
\hat{\phi}_{\tilde{y}} & 0 \\
0 & \hat{\phi}_{\tilde{u}}
\end{array}\right) . \tag{8}
\end{align*}
$$

When the system has $n_{u}$ inputs and $n_{y}$ outputs, it turns out that equation (8) has $n_{u}\left(n_{u}+1\right) / 2$ degrees-of-freedom (the number of unknowns minus the number of equations). For $n_{u}=1$ this leads to one degree of freedom as already seen above.

Now introduce the following assumptions.
AS3. The system transfer function has no zeros mirrored in the unit circle, that is, if $G\left(z_{1}\right)=0$, then $G\left(z_{1}^{-1}\right) \neq 0$.
AS4. If the system is noncausal, then $G$ has no poles mirrored in the unit circle, that is, $p_{1}$ and $p_{1}^{-1}$ cannot both be poles of $G(z)$.
Under the assumptions of AS2 and AS3, or AS3 and AS4, the solution to (5) and (7) can be written with a scalar, frequency independent degree of freedom. In fact, under the stated assumptions, the non-diagonal elements of (5), (7) give

$$
\begin{equation*}
G \phi_{u_{o}}=\hat{G} \hat{\phi}_{u_{o}} \tag{9}
\end{equation*}
$$

and poles of the factor $\phi_{u_{o}}(\omega)$ appears in mirrored pairs. Due to Assumptions AS1 and AS3 no poles or zeros of $G$ appear in mirrored pairs. Therefore, all mirrored zeros and poles must be attributed to the factor $\phi_{u_{o}}$. Considering only models that satisfy Assumptions AS1 and AS3, one can then conclude

$$
\begin{equation*}
\hat{G}\left(\mathrm{e}^{\mathrm{i} \omega}\right)=G\left(\mathrm{e}^{\mathrm{i} \omega}\right) \frac{1}{\alpha}, \tag{10}
\end{equation*}
$$

where $\alpha$ is a constant. Proceeding further leads to

$$
\begin{align*}
& \hat{\phi}_{\tilde{u}}(\omega)=\phi_{\tilde{u}}(\omega)+\phi_{u_{o}}(\omega)(1-\alpha)  \tag{11}\\
& \hat{\phi}_{\tilde{y}}(\omega)=\phi_{\tilde{y}}(\omega)+\left|G\left(\mathrm{e}^{\mathrm{i} \omega}\right)\right|^{2} \phi_{u_{o}}(\omega)\left(1-\frac{1}{\alpha}\right) \tag{.12}
\end{align*}
$$

The parameter $\alpha$ is bounded as

$$
\begin{align*}
& \alpha \leq \alpha^{*} \triangleq \inf _{\omega} \frac{\phi_{u_{o}}(\omega)+\phi_{\tilde{u}}(\omega)}{\phi_{u_{o}}(\omega)}  \tag{13}\\
& \alpha \geq \alpha_{*} \triangleq \sup _{\omega} \frac{\left|G\left(\mathrm{e}^{\mathrm{i} \omega}\right)\right|^{2} \phi_{u_{o}}(\omega)}{\phi_{\tilde{y}}(\omega)+\left|G\left(\mathrm{e}^{\mathrm{i} \omega}\right)\right|^{2} \phi_{u_{o}}(\omega)} . \tag{14}
\end{align*}
$$

Introduce the frequency specific signal-to-noise ratios, $S_{u}(\omega)$ and $S_{y}(\omega)$ on the input and output sides, respectively as

$$
\begin{equation*}
S_{u}(\omega)=\frac{\phi_{u_{o}}(\omega)}{\phi_{\tilde{u}}(\omega)}, \quad S_{y}(\omega)=\frac{\phi_{y_{o}}(\omega)}{\phi_{\tilde{y}}(\omega)} . \tag{15}
\end{equation*}
$$

Then

$$
\begin{equation*}
\alpha^{*}=\inf _{\omega} \frac{S_{u}(\omega)+1}{S_{u}(\omega)} \geq 1 \tag{16}
\end{equation*}
$$

If $S_{u}(\omega)$ for some frequency is (very) large, then it follows that the upper bound $\alpha^{*}$ is (very) close to 1. Similarly,

$$
\begin{equation*}
\alpha_{*}=\sup _{\omega} \frac{S_{y}(\omega)}{1+S_{y}(\omega)} \leq 1 \tag{17}
\end{equation*}
$$

If $S_{y}(\omega)$ is (very) large, possibly for some other frequency, then the lower bound $\alpha_{*}$ is (very) close to 1. Hence, if $S_{u}$ and $S_{y}$ are large for some frequencies, then the possible interval $\left[\alpha_{*}, \alpha^{*}\right]$ for $\alpha$ becomes small.

The one degree of freedom solution (10)-(12) with the bounds (13), (14) can be derived using an explicit spectral factorization of the spectra, see Agüero et al. (2005), Agüero (2005), Agüero and Goodwin (2006) for details.

A more detailed identifiability analysis is carried out in Anderson (1985), Deistler (1986), Deistler and Anderson (1989). In general, there are $n_{z}+1$ degrees of freedom for characterizing the class of systems that match a given spectrum of the measured signals. Here $n_{z}$ is the number of nonminimum phase zeros. Identifiability of multivariable systems is treated in Green and Anderson (1986). An identifiability analysis covering also noncausal systems can be found in Anderson and
scription of all observationally equivalent systems is given in Scherrer and Deistler (1998). In the analysis leading to (10), we have $n_{z}=0$ due to Assumption AS3, and the solution set hence has one degree of freedom as already seen.
To summarize so far, there is a fundamental lack of identifiability in the errors-in-variables problem, as long as only quite general assumptions are imposed. There are different possibilities for how to reflect about the situation.
(1) One possibility is to 'accept' the status, and not make any further assumptions. Instead of looking for a unique estimate, one has to deal with the whole set of estimates (10) where the constant $\alpha$ is bounded as in (13), (14). This choice is in the spirit set membership estimation, Milanese and Vicino (1991), where one characterizes the set of all possible models. In Agüero et al. (2005), the specific choice

$$
\begin{equation*}
\hat{\alpha}=\left(\alpha_{*}+\alpha^{*}\right) / 2 \tag{18}
\end{equation*}
$$

is presented. It minimizes the $H^{\infty}$ norm of the estimation error $\hat{G}\left(e^{i \omega}\right)-G\left(e^{i \omega}\right)$.
(2) Another option is to modify at least one of the assumptions AN2, AI2 on Gaussian distributed data. When the data are not Gaussian distributed, higher order statistics can be employed to gain additional information about the system. This option was discussed in Deistler (1986) and used in Tugnait (1992). Using higher order statistics tends to be time-consuming and may not lead to accurate estimates.
(3) A third option is to impose more detailed models for the measurement noises and for the noise-free input $u_{o}(t)$. Typically, $\tilde{u}(t), \tilde{y}(t)$ and $u_{o}(t)$ are then modeled as ARMA processes of specified orders. Then the decomposition of the spectrum $\phi_{z}(\omega)$ in (7) into one part depending on the noise-free input and a second part due to the measurement noise may have a unique solution in some cases. More details about this option are presented in Section 4.
(4) A fourth option applies if more than one experiment can be used. This happens in some applications, say when the user can control the signal $v(t)$ in Figure 2. It is then needed that the noise-free input spectrum $\phi_{u_{o}}(\omega)$ differs between the different experiments, while the measurement noise properties remain the same. Another possibility is that the noise-free input $u_{o}(t)$ is (well) correlated between experiments, but the measurement noises $\tilde{y}(t), \tilde{u}(t)$ are uncorrelated between experiments. For details, see Section 5.
to mention. It may not be trivial to define an appropriate (discrete-time) transfer function that describes the behavior between discrete-time data of $u_{o}(t)$ and $y_{o}(t)$. Most physical systems operate in continuous-time. In case the inter-sample behaviour is known, one can determine a corresponding discrete-time model description. However, here when the noise-free input signal $u_{o}(t)$ is not measurable, it is not obvious how to model this signal.

One approach is to formulate the whole errors-invariables problem using continuous-time models. Some initial examinations using this idea are given by Söderström et al. (2006), Mahata and Garnier (2005), Sagara et al. (1991).

A second approach has been pointed out by Pintelon and Schoukens (2005). Let the system have a continuous-time transfer function $G_{\mathrm{c}}$ and assume that $v(t)$ in Figure 2 is a zero order hold signal. Under this assumption one can sample exactly the system from $v(t)$ to $y_{o}(t)$ as well as the system from $v(t)$ to $u_{o}(t)$, leading to the discrete-time models of the form

$$
\begin{align*}
& y_{o}(t)=\frac{B_{y}\left(q^{-1}\right)}{A_{F}\left(q^{-1}\right) A_{S}\left(q^{-1}\right)} v(t)  \tag{19}\\
& u_{o}(t)=\frac{B_{u}\left(q^{-1}\right)}{A_{F}\left(q^{-1}\right)} v(t) \tag{20}
\end{align*}
$$

Combining (19) and (20) gives a sampled, discretetime model of the system with

$$
\begin{equation*}
G_{\mathrm{d}}\left(q^{-1}\right)=\frac{B_{y}\left(q^{-1}\right)}{A_{S}\left(q^{-1}\right) B_{u}\left(q^{-1}\right)} \tag{21}
\end{equation*}
$$

Hence, under the assumption of $v(t)$ being a zero order hold signal, there is a unique discretetime transfer function $G_{\mathrm{d}}$ describing how $y_{o}(t)$ and $u_{o}(t)$ are related. Note though, that the transfer function $G_{\mathrm{d}}\left(q^{-1}\right)$ has higher order than the continuous-time system $G_{\mathrm{c}}(s)$, contains no sampling delay, and depends also on the unknown filter $\mathcal{F}$.

Another attempt is to regard the noise-free signal $z_{o}(t)$ as a stationary process. Note that in continuous-time the spectrum of $z_{o}(t)$ is

$$
\begin{equation*}
\phi_{z_{o}}^{(\mathrm{c})}=\binom{G_{\mathrm{c}}}{I} \phi_{\tilde{u}}\left(G_{\mathrm{c}}^{*} I\right), \tag{22}
\end{equation*}
$$

which apparently has rank equal to one.. According to Poisson's summation formula, the sampled data spectrum of the signal is

$$
\begin{equation*}
\phi_{z_{o}}^{(\mathrm{d})}\left(e^{1 \omega h}\right)=\sum_{j=-\infty}^{\infty} \phi_{z_{o}}^{(\mathrm{c})}\left(\omega+j \frac{2 \pi}{h}\right) \tag{23}
\end{equation*}
$$

where $h$ is the sampling interval. Due to the folding effects caused by all terms with $j \neq 0$ in (23), $\phi_{z_{o}}^{(\mathrm{d})}$ will get rank 2 and there is no no causal discrete-time transfer function $G_{\mathrm{d}}\left(q^{-1}\right)$ such that

$$
\begin{align*}
C\left(q^{-1}\right) & =1+c_{1} q^{-1}+\cdots+c_{n c} q^{-n c},  \tag{27}\\
D\left(q^{-1}\right) & =1+d_{1} q^{-1}+\cdots+d_{n d} q^{-n d}, \\
\operatorname{Ee}(t) e(s) & =\lambda_{e} \delta_{t, s} .
\end{align*}
$$

## 4. IDENTIFIABILITY ANALYSIS: PARAMETRIC MODELS

It is important to realize that the errors $\tilde{u}(t)$ and $\tilde{y}(t)$ can have several causes. One possible cause is pure measurement errors. It seems often realistic to assume such errors to be uncorrelated in time, and therefore relevant to model as white noise processes. However, the output error $\tilde{y}(t)$ must also accommodate effects of process disturbances and modeling errors. Both these types of contributions are typically autocorrelated in time. Therefore, it is natural to model the output error as an ARMA process.

As an ARMA process is a general model for describing a stationary, or quasistationary, process with a rational spectra, Ljung (1999), such a model may also be postulated for describing the noise-free input $u_{o}(t)$.

Assuming the maximum lags to be fixed and finite, we hence now have a parametric problem. The system is modeled as a finite order one. In the most general form it is also assumed that the noise-free input $u_{o}(t)$ as well as the input noise $\tilde{u}(t)$ and output noise $\tilde{y}(t)$ are ARMA processes. The total model is described in Figure 4.


Fig. 4. Modeling a finite order system, with $u_{o}(t), \tilde{u}(t)$ and $\tilde{y}(t)$ as ARMA processes.

More specifically, let the system transfer function be described as

$$
\begin{gather*}
G\left(q^{-1}\right)=\frac{B\left(q^{-1}\right)}{A\left(q^{-1}\right)}  \tag{25}\\
A\left(q^{-1}\right)=1+a_{1} q^{-1}+\cdots+a_{n a} q^{-n a} \\
B\left(q^{-1}\right)=b_{1}+\cdots+b_{n b} q^{-n b+1} \tag{26}
\end{gather*}
$$

As described in the end of Section 3, it is reasonable to assume that $G\left(q^{-1}\right)$ has no internal delay, but a direct term ( $b_{1}$ in this case). Further, in Figure 4, the noise-free input signal is the ARMA process

The output noise model is

$$
\begin{align*}
H\left(q^{-1}\right) \tilde{y}(t) & =F\left(q^{-1}\right) e_{y}(t), \\
F\left(q^{-1}\right) & =1+f_{1} q^{-1}+\cdots+f_{n f} q^{-n f}, \\
H\left(q^{-1}\right) & =1+h_{1} q^{-1}+\cdots+h_{n h} q^{-n h},  \tag{28}\\
E e_{y}(t) e_{y}(s) & =\lambda_{y} \delta_{t, s}
\end{align*}
$$

and the input noise model is

$$
\begin{align*}
M\left(q^{-1}\right) \tilde{u}(t) & =K\left(q^{-1}\right) e_{u}(t), \\
K\left(q^{-1}\right) & =1+k_{1} q^{-1}+\cdots+k_{n k} q^{-n k}, \\
M\left(q^{-1}\right) & =1+m_{1} q^{-1}+\cdots+m_{n m} q^{-n m}, \\
E e_{u}(t) e_{u}(s) & =\lambda_{u} \delta_{t, s} . \tag{29}
\end{align*}
$$

The parameter vector to be estimated is

$$
\begin{align*}
\theta= & \left(a_{1} \ldots a_{n a} b_{1} \ldots b_{n b} c_{1} \ldots c_{n c},\right. \\
& d_{1} \ldots d_{n d}, f_{1} \ldots f_{n f}, h_{1} \ldots h_{n h},  \tag{30}\\
& \left.k_{1} \ldots k_{n k}, m_{1} \ldots m_{n m}, \lambda_{e} \lambda_{y} \lambda_{u}\right)^{\top} .
\end{align*}
$$

The identifiability problem will then be whether or not the parameter vector $\theta$ can be uniquely recovered from the spectrum $\phi_{z}(\omega)$, (5), of the measured input-output data. Assuming for simplicity that the polynomial degrees are known, and using - to denote the estimated quantities, the equations determining the identifiability properties will be

$$
\begin{align*}
\frac{\hat{B} \hat{B}^{*}}{\hat{A} \hat{A}^{*}} \frac{\hat{C} \hat{C}^{*}}{\hat{D} \hat{D}^{*}} \hat{\lambda}_{e}+\hat{\phi}_{\tilde{y}} & \equiv \frac{B B^{*}}{A A^{*}} \frac{C C^{*}}{D D^{*}} \lambda_{e}+\phi_{\tilde{y}}  \tag{31}\\
\frac{\hat{B}}{\hat{A}} \hat{C} \hat{C}^{*} \hat{D}^{\hat{D}} \hat{D}^{*} & \equiv \frac{B}{A} \frac{C C^{*}}{D D^{*}} \lambda_{e}  \tag{32}\\
\frac{\hat{C} \hat{C}^{*}}{\hat{D} \hat{D}^{*}} \hat{\lambda}_{e}+\hat{\phi}_{\tilde{u}} & \equiv \frac{C C^{*}}{D D^{*}} \lambda_{e}+\phi_{\tilde{u}} \tag{33}
\end{align*}
$$

The identities in (31)-(33) are to hold for all frequencies. Trivially, the true value of the parameter vector will satisfy the identities. The system is identifiable if there is no other value of the parameter vector that satisfies the identities.

We will consider some different scenarios, describing different special cases.
AN3a. Both $\tilde{y}(t)$ and $\tilde{u}(t)$ are ARMA processes, as in (28) and (29).

AN3b. The output noise $\tilde{y}(t)$ is an ARMA process, while the input noise $\tilde{u}(t)$ is white. This means that $n k=n m=0$ in (29).

AN3c. Both $\tilde{y}(t)$ and $\tilde{u}(t)$ are white noise sequences. This means that $n f=n h=0$ in (28) and $n k=n m=0$ in (29).

Of the assumptions AN3a, AN3b, AN3c, obviously AN3a is most general and AN3c is most restrictive. In practice, the output noise $\tilde{y}(t)$ should model not only sensor noise but also effects of process disturbances. As this does not apply for

AN3b is a fairly realistic one.
The parametric identifiability problem has been dealt with by several authors. An extensive analysis with various previous results as special cases are given in Agüero (2005), Agüero and Goodwin (2006). In the frequency domain an essential assumption for identifiability is that the noisy input-output signals $u(t), y(t)$ have a rational spectrum, Castaldi and Soverini (1996). In this case the identifiability of the EIV system is ensured even if the orders of the processes are not $a$ priori known, provided that no zero/pole cancellation occurs between the transfer function $G\left(q^{-1}\right)$ and the ARMA model of the noise-free input $u_{0}(t)$, and all the ARMA processes involved in the EIV representation do not share common poles.
Other results are more specific for various special cases. For example, identifiability under the noise assumption AN3c is investigated in Castaldi and Soverini (1996), Söderström (2003), Stoica and Nehorai (1987). The situation of the output noise being an ARMA process and the input noise being white, Assumption AN3b, is treated in Söderström (1980), Solo (1986). The case of $\tilde{y}(t)$ being a general stochastic process is dealt with by Hsiao (1977). The more general case AN3a where both $\tilde{u}(t)$ and $\tilde{y}(t)$ are ARMA processes, is coped with in Agüero (2005), Agüero and Goodwin (2006), Nowak (1985), Nowak (1993), Castaldi and Soverini (1996), Anderson and Deistler (1984). Generalization to the multivariate case is considered in Nowak (1992).

In order to give some insight, a simple case is presented first before the most general result is given.

Example 4.1. Assume that Assumption AN3b applies and further that

$$
\begin{equation*}
n d>n c \tag{34}
\end{equation*}
$$

holds. In this case, it is not difficult to find out that the system is (uniquely) identifiable. Note that here $\phi_{\tilde{u}}=\lambda_{u}$. As the polynomials $C$ and $D$, as well as the estimates $\hat{C}$ and $\hat{D}$ have all zeros inside the unit circle, it follows by considering the denominators in (33) that $\hat{D}=D$. Further, (33) then implies

$$
\hat{C} \hat{C}^{*} \hat{\lambda}_{e}+D D^{*} \hat{\lambda}_{u} \equiv C C^{*} \lambda_{e}+D D^{*} \lambda_{u}
$$

The terms here consist of sums over $\mathrm{e}^{\mathrm{i} k \omega}$, with $k$ ranging from $-n d$ to $n d$. Examining the specific terms with $k=n d$ and invoking (34) it follows that $\hat{\lambda}_{u}=\lambda_{u}$. Then spectral factorization, see, e.g., Söderström (2002), gives $\hat{C}=C, \hat{\lambda}_{e}=\lambda_{e}$. Hence the spectrum of the measured input can be uniquely decomposed in the effect of the input noise and the spectra of the noise-free input. It
while (31) finally gives $\hat{\phi}_{\tilde{y}}=\phi_{\tilde{y}}$.
In the above example, the degree condition (34) is crucial. When this is not fulfilled the analysis becomes a bit more complicated, and one cannot use the identifiability equations just one by one as in Example 4.1.

It is possible to extend the identifiability analysis though. The most general result known is due to Agüero (2005), Agüero and Goodwin (2006), and runs as follows.

Result 4.1. Let the noise-free input be an ARMA process as in (27), the output noise an ARMA process as in (28) and the input noise an ARMA process as (29). Assume that

- $B(z)$ has no zero that is mirrored in the unit circle (that is, it is not allowed to be also a zero of $B\left(z^{-1}\right)$ ),
- $B(z)$ has not a zero that is also a zero of $D\left(z^{-1}\right)$,
- $A(z)$ has not a zero that is also a zero of $C(z)$.

Then the system is identifiable, if any of the following additional assumptions holds:
(1) There exists at least one zero of $D(z)$ that is not a zero of $M(z)$.
(2) There exists at least one zero of $A(z)$ that is not a zero of $H(z)$.
(3) There exists at least on zero of $D(z)$ that is not a zero of $H(z)$.
(4) The polynomial degrees satisfy

$$
\begin{equation*}
n m-n k>n d-n c . \tag{35}
\end{equation*}
$$

(5) The polynomial degrees satisfy

$$
\begin{equation*}
n h-n f>(n d-n c)+(n a-n b) \tag{36}
\end{equation*}
$$

Note that the expressions in the inequalities (35) and (36) are expressed in terms of the pole excess of various filters.

## 5. IDENTIFIABILITY: USE OF MULTIPLE EXPERIMENTS

There is in general a fundamental lack of identifiability for EIV systems, unless some additional assumption or condition is added. Here two cases are considered. Both are discussed in the literature, where data are available from two or more experiments, and these experiments have some features to exploit.

Should the unperturbed input signal, $u_{o}(t)$, be the same in all experiments, and the experiments of equal length, then concatenating the measurements will indeed produce periodic data.
which the noise-free input has different character. Such a situation is treated in Markovsky et al. (2006a), although it is there described as that $u_{o}(t)$ changes character at some point of time in a single experiment.
Now impose the following assumption.
AE2a. There are more than one experiment. The spectrum of the noise-free input is different in the different experiments, while the measurement noise properties remain the same.

It is straightforward to show that the system is identifiable under Assumption AE2a.

Example 5.2. Another scenario with more than one experiment where the system becomes identifiable is based on the following assumptions.
AE2b. There is more than one experiment. The measurement noises $\tilde{u}(t), \tilde{y}(t)$ are uncorrelated between different experiments. The true noise-free input $u_{o}(t)$ is correlated between the experiments.

Such a situation may occur when making repeated experiments for determining some system properties as explained in Schoukens et al. (1997), Pintelon and Schoukens (2001). The system is then a mechanical setup for determining material properties from wave propagation experiments. The noise-free input signal $u_{o}(t)$ is in this case the applied force to the test structure. The user has access to a command signal $v(t)$, cf Figure 2, that through a shaker $\mathcal{F}$ produces the force $u_{o}(t)$. However, the shaker is an electromechanical device with unknown dynamics, and its movement is also influenced by the movement in the system. The filter $\mathcal{F}$ may therefore not only be unknown but also nonlinear. By choosing the command signal $v(t)$ as periodic, it is possible to ensure that also the true input $u_{o}(t)$ is periodic.

## 6. CRAMÉR-RAO BOUNDS ON PARAMETER ESTIMATES

To assess the statistical efficiency of a parametric estimator, it is imperative to know the CramérRao lower bound (CRLB). This bound gives a lower bound for the covariance matrix of the parameter estimates,

$$
\begin{gather*}
\operatorname{cov}\left(\hat{\theta}-\theta_{o}\right) \geq \mathrm{CRLB}=J^{-1},  \tag{37}\\
J=E\left(\frac{\partial \log L(\theta)}{\partial \theta}\right)^{\top}\left(\frac{\partial \log L(\theta)}{\partial \theta}\right), \tag{38}
\end{gather*}
$$

where $L(\theta)$ is the likelihood function. The matrix $J$ is the Fisher information matrix, Söderström and Stoica (1989). The computation of the CRLB would also delineate the set of poorly identifiable systems, as such systems should lead to a large
estimator. When applied in a system identification context, the considered estimates are consistent but in general not unbiased. Then (37) applies asymptotically for large data sets, i.e. when $N \rightarrow$ $\infty$.
Computing the CRLB for the errors-in-variables problem, one essential aspect is that the noisefree input signal must be parameterized in some way, see also Section 4. Assuming that the data are Gaussian distributed (Assumptions AN2 and AI2), there are at least two ways of computing the asymptotic CRLB, see Karlsson et al. (2000) and Söderström (2006) for details. Note in particular, that the CRLB is equal to the matrix $P_{\text {ML }}$ given in (123), see Section 14.

## 7. CLASSIFICATION OF ESTIMATORS BASED ON DATA COMPRESSION

Estimation methods can be classified and organized in different ways. It may be useful to group methods together, based on an initial data compression step. After a first 'pre-processing' of the data, some reduced information is set up and used for the final computation of the parameter estimates. In case the condensed information is really a sufficient statistics, one would even be able to achieve statistical efficiency in the final step. Also when this is not the case, such an estimation scheme can still be useful, for example due to low computational complexity.

The two steps of the estimators, with an initial data compression, are illustrated in the Figure 5 below.


Fig. 5. Classification of the data compression prior to the estimation step.

The different groups of methods that will be discussed in the sections to follow, differ in the way the data compression is carried out. The following cases will be treated.
a) Using a covariance matrix. This case includes instrumental variables, (Section 9), bias-eliminating least squares, (Section 10), the Frisch scheme, (Section 11), total least squares, (Section 12). In all these cases the condensed information is a small set of estimated covariance elements $\left\{\hat{r}_{u}(\tau)\right\},\left\{\hat{r}_{y u}(\tau)\right\}$ and $\left\{\hat{r}_{y}(\tau)\right\}$.
quency domain data, (Section 13). As compared to case a), we basically have a large set of estimated covariance elements here.
c) Using the original time-series data. This case includes the use of prediction error and maximum likelihood techniques, (Section 14). No data compression takes place.

## 8. BASIC SETUP AND NOTATIONS

In this section several general notations to be used in what follows are introduced.
Assume that the system is of finite order, and can be described by a linear difference equation:
AS5. The system is described as

$$
\begin{equation*}
A\left(q^{-1}\right) y_{o}(t)=B\left(q^{-1}\right) u_{o}(t), \tag{39}
\end{equation*}
$$

where

$$
\begin{align*}
& A\left(q^{-1}\right)=1+a_{1} q^{-1}+\cdots+a_{n a} q^{-n a} \\
& B\left(q^{-1}\right)=b_{1}+\cdots+b_{n b} q^{-n b+1} \tag{40}
\end{align*}
$$

Introduce the parameter vector

$$
\begin{equation*}
\theta=\left(a_{1} \ldots a_{n a} b_{1} \ldots b_{n b}\right)^{\top} \triangleq\left(a^{\top} b^{\top}\right)^{\top}, \tag{41}
\end{equation*}
$$

and the extended parameter vector

$$
\begin{equation*}
\bar{\theta}=\binom{1}{\theta} . \tag{42}
\end{equation*}
$$

Similarly introduce the regressor vector

$$
\begin{array}{r}
\varphi(t)=(-y(t-1) \ldots-y(t-n a) \\
u(t) \ldots u(t-n b+1))^{\top} . \tag{43}
\end{array}
$$

Then the system can be written as a linear regression

$$
\begin{equation*}
y(t)=\varphi^{\top}(t) \theta+\varepsilon(t) \tag{44}
\end{equation*}
$$

where the noise effects are collected in the term

$$
\begin{equation*}
\varepsilon(t)=A\left(q^{-1}\right) \tilde{y}(t)-B\left(q^{-1}\right) \tilde{u}(t) . \tag{45}
\end{equation*}
$$

Introduce further the extended regressor vector

$$
\begin{align*}
& \bar{\varphi}(t)=(-y(t) \ldots-y(t-n a) \\
&u(t) \ldots u(t-n b+1))^{\top} \\
&=\left(-y(t) \varphi^{\top}(t)\right)^{\top} . \tag{46}
\end{align*}
$$

Further, use the conventions:

- $\theta_{o}$ denotes the true parameter vector, and $\hat{\theta}$ denotes its estimate.
- $\varphi_{o}(t)$ denotes the noise-free part of the regressor vector.
- $\tilde{\varphi}(t)$ denotes the noise-contribution to the regressor vector.
Using the above notations, and the system description (39) it follows that

$$
\begin{align*}
\bar{\varphi}_{o}^{\top}(t) \bar{\theta}_{o} & =\left(-y_{o}(t) \quad \varphi_{o}^{\top}(t)\right)\binom{1}{\theta_{o}}  \tag{47}\\
& =-A\left(q^{-1}\right) y_{o}(t)+B\left(q^{-1}\right) u_{o}(t)=0 . \tag{48}
\end{align*}
$$

$$
\begin{equation*}
R_{\varphi}=E\left[\varphi(t) \varphi^{\top}(t)\right] \tag{49}
\end{equation*}
$$

and their estimates from finite data as

$$
\begin{equation*}
\hat{R}_{\varphi}=\frac{1}{N} \sum_{t=1}^{N} \varphi(t) \varphi^{\top}(t) . \tag{50}
\end{equation*}
$$

Similarly, let $r_{\varphi y}$ and $\hat{r}_{\varphi y}$ denote the true and estimated, respectively, covariance between $\varphi(t)$ and $y(t)$.

## 9. INSTRUMENTAL VARIABLE-BASED METHODS

Instrumental variable (IV) methods are often used as computationally simple estimators that replace least squares estimators to avoid biased estimates. The IV estimates are frequently used in EIV problems, for example in econometric applications. The IV estimator tracks its roots to Reiers $\varnothing 1$ (1941), Reiersøl (1950). For a general treatment see Söderström and Stoica (1983).
The underlying model is the linear regression (44), (45). Assume that there exist a vector $z(t)$ such that

- $z(t)$ is uncorrelated with the noise term $\varepsilon(t)$,
- $z(t)$ is well correlated with the regressor $\varphi(t)$.

Then the IV estimate can be defined as

$$
\begin{equation*}
\hat{\theta}_{\mathrm{IV}}=\left(\frac{1}{N} \sum_{t=1}^{N} z(t) \varphi^{\top}(t)\right)^{-1}\left(\frac{1}{N} \sum_{t=1}^{N} z(t) y(t)\right) \tag{51}
\end{equation*}
$$

To make the treatment more general, proceed a little differently in what follows. Introduce a vector $z(t)$ of dimension $n a+n b$ or larger, satisfying

$$
\begin{equation*}
E\left[z(t) \tilde{\bar{\varphi}}^{\top}(t)\right]=0 . \tag{52}
\end{equation*}
$$

Now write, using (48) and (52),

$$
\begin{equation*}
E\left[z(t) \bar{\varphi}^{\top}(t)\right] \bar{\theta}_{o}=E\left[z(t)\left(\bar{\varphi}_{o}^{\top}(t)+\tilde{\bar{\varphi}}^{\top}(t)\right)\right] \bar{\theta}_{o}=0 \tag{53}
\end{equation*}
$$

which we write for short as

$$
\begin{equation*}
R_{z} \bar{\varphi} \bar{\theta}_{o}=0 . \tag{54}
\end{equation*}
$$

The matrix in (54) can easily be estimated from the data as

$$
\begin{equation*}
\hat{R}_{z \bar{\varphi}}=\frac{1}{N} \sum_{t=1}^{N} z(t) \bar{\varphi}^{\top}(t), \tag{55}
\end{equation*}
$$

and due to the relation (54) one can derive several estimators from the approximate relation

$$
\begin{equation*}
\hat{R}_{z \bar{\varphi}}^{\overline{\bar{\theta}}} \approx 0 . \tag{56}
\end{equation*}
$$

One possible approach for defining the estimate, leading to an instrumental variable (IV) estimator
(1989)) is to partition the matrix in (56) as

$$
\begin{equation*}
\left(\hat{r}_{z y} \hat{R}_{z \varphi}\right)\binom{1}{\hat{\theta}}=\hat{r}_{z y}+\hat{R}_{z \varphi} \hat{\theta} \approx 0 \tag{57}
\end{equation*}
$$

In case $\operatorname{dim} z(t)=n a+n b$, the relation (57) gives a linear system of equations with an exact solution, namely the basic IV estimator (51).
When the vector $z(t)$ has higher dimension, (57) gives an overdetermined system, and has in general no exact solution. A weighted least squares estimator may be taken, which gives the extended IV estimator, see Söderström and Stoica (1983),

$$
\begin{equation*}
\hat{\theta}_{\mathrm{EIV}}=-\left(\hat{R}_{z \varphi}^{\top} W \hat{R}_{z \varphi}\right)^{-1}\left(\hat{R}_{z \varphi}^{\top} W \hat{r}_{z y}\right) \tag{58}
\end{equation*}
$$

where $W$ is a positive definite weighting matrix.
An alternative approach for exploiting (56) is to solve it in a total least squares (TLS) sense, Van Huffel and Vandewalle (1991), see also Section 12. When $\operatorname{dim} z(t)>n a+n b$ holds, the IV and TLS estimators are not identical. It was shown experimentally in Van Huffel and Vandewalle (1989) that they have very similar behavior, and in Söderström and Mahata (2002) that they can have the same asymptotic covariance matrix in the following sense. It holds that for large $N$

$$
\begin{gather*}
\sqrt{N}\left(\hat{\theta}_{\mathrm{IV}}-\theta_{o}\right) \xrightarrow{N \rightarrow \infty} \mathcal{N}\left(0, P_{\mathrm{IV}}\right),  \tag{59}\\
\sqrt{N}\left(\hat{\theta}_{\mathrm{TLS}}-\theta_{o}\right) \xrightarrow{N \rightarrow \infty} \mathcal{N}\left(0, P_{\mathrm{TLS}}\right), \tag{60}
\end{gather*}
$$

where

$$
\begin{align*}
P_{\mathrm{IV}} & =\sigma S^{\top}(W) \operatorname{cov}\left(L\left(q^{-1}\right) z(t)\right) S(W)  \tag{61}\\
P_{\mathrm{TLS}} & =\sigma S^{\top}(I) \operatorname{cov}\left(L\left(q^{-1}\right) z(t)\right) S(I)  \tag{62}\\
S(W) & =W R_{z \varphi}\left(R_{z \varphi}^{\top} W R_{z \varphi}\right)^{-1} \tag{63}
\end{align*}
$$

and where $\sigma$ and the filter $L\left(q^{-1}\right)$ are given by the spectral factorization
$\sigma L(z) L^{*}(z)=A(z) A^{*}(z) \phi_{\tilde{y}}(z)+B(z) B^{*}(z) \phi_{\tilde{u}}(z)$.
The covariance matrix $P_{\mathrm{IV}}$, (61) apparently depends on the weighting matrix $W . P_{\text {IV }}$ is minimized with the choice

$$
\begin{equation*}
W=\left(\operatorname{cov}\left(L\left(q^{-1}\right) z(t)\right)\right)^{-1} . \tag{65}
\end{equation*}
$$

Remark 1. One of the principal advantages of the IV method is its applicability under fairly general noise conditions, AN3b. It is inexpensive from a computational point of view.

Remark 2. However, a poor accuracy of the parameter estimates is obtained: $P_{\mathrm{IV}}$ is often much larger than the the Cramér-Rao lower bound.

Remark 3. The matrix $R_{z \bar{\varphi}}$ has to be full rank for the IV based estimates to exist. This is a persistence-of-excitation like condition to be satisfied by the noise-free input signal.
rithms employing state space models are proposed in Chou and Verhaegen (1997). Their method is based on the noise assumption AN3b ( $\tilde{u}(t)$ white, $\tilde{y}(t)$ ARMA), but allows the noise terms to be correlated. These algorithms can be applied to multivariable systems operating in open or closed loop, where one has to account for the process noise also.

Remark 5. The main idea of the IV technique has been subsequently developed and generalized in several ways, e.g. by combining it with a weighted subspace fitting approach Stoica et al. (1995a). The noise assumption AN3b applies (and can be somewhat weakened: one can let $\tilde{u}(t)$ be an MA process, that is also finitely correlated with $\tilde{y}(t)$.) This combined instrumental variable weighted subspace fitting has a much improved statistical performance.

## 10. BIAS-COMPENSATION APPROACHES

In this section, consider the case when the system is modeled as the linear regression, cf AS5, written as

$$
\begin{equation*}
y(t)=\varphi^{\top}(t) \theta+\varepsilon(t) \tag{66}
\end{equation*}
$$

Here, the regressor $\varphi(t)$ is defined in (43) and the parameter vector $\theta$ in (41). The term $\varepsilon(t)$ is the equation error.

The least squares (LS) estimate of $\theta$ using the model (66) is

$$
\begin{equation*}
\hat{\theta}_{\mathrm{LS}}=\hat{R}_{\varphi}^{-1} \hat{r}_{\varphi y} \rightarrow R_{\varphi}^{-1} r_{\varphi y}, \quad N \rightarrow \infty . \tag{67}
\end{equation*}
$$

Assume for simplicity that the measurement noises $\tilde{u}(t)$ and $\tilde{y}(t)$ are white, AN3c. Then it holds that

$$
\begin{equation*}
R_{\varphi}=R_{\varphi_{o}}+R_{\tilde{\varphi}}, \quad r_{\varphi y}=r_{\varphi_{o} y_{o}}=R_{\varphi_{o}} \theta_{o} \tag{68}
\end{equation*}
$$

Using (67)-(68) gives (for $N \rightarrow \infty$ )

$$
\begin{equation*}
R_{\varphi} \hat{\theta}_{\mathrm{LS}}=\left[R_{\varphi}-R_{\tilde{\varphi}}\right] \theta \tag{69}
\end{equation*}
$$

and $\hat{\theta}_{\mathrm{LS}}$ is biased due to the term $R_{\tilde{\varphi}}$. The principle for bias-compensated least squares (BCLS) is to adjust the least squares estimate for this effect. The adjusted estimate will be

$$
\begin{equation*}
\hat{\theta}_{\mathrm{BCLS}}=\left[\hat{R}_{\varphi}-\hat{R}_{\tilde{\varphi}}\right]^{-1} \hat{r}_{\varphi y}, \tag{70}
\end{equation*}
$$

where the noise term $\hat{R}_{\tilde{\varphi}}$ has to be estimated in some way.

Under Assumption AN3c the matrix $R_{\tilde{\varphi}}$ becomes

$$
R_{\tilde{\varphi}}=\left(\begin{array}{cc}
\lambda_{y} I_{n a} & \mathbf{0}  \tag{71}\\
0 & \lambda_{u} I_{n b}
\end{array}\right)
$$

and contains two different parameters to be determined. An exception is the case when the ratio $\lambda_{y} / \lambda_{u}$ is known. For such a case one single scaling
cation algorithms for this (considerably simpler!) case of EIV problem have been proposed by Koopmans (1937), Guidorzi (1981), Levin (1964), Aoki and Yue (1970), Eising et al. (1983), Fernando and Nicholson (1985). A further analysis of such 'one degree of freedom' bias-compensating schemes has shown that they can be interpreted as a form of weighted instrumental variable methods, Stoica et al. (1995b), Söderström et al. (1999), Garnier et al. (2000), Gilson and Van den Hof (2001).

When $\tilde{y}(t)$ and $\tilde{u}(t)$ both are white but with unknown variances, the modified normal equations (70) must be complemented with (at least) two more equations to determine also the two unknown noise variances $\lambda_{y}$ and $\lambda_{u}$. This can in fact be done in several ways. Here, we present an approach by Zheng (1998).
One such relation can be derived from the minimal value of the least squares criterion. One can show that

$$
\begin{align*}
V_{\mathrm{LS}} & =\min _{\theta} E\left[y(t)-\varphi^{T}(t) \theta\right]^{2} \\
& =\lambda_{y}+\theta_{0}^{T} R_{\tilde{\varphi}} \hat{\theta}_{\mathrm{LS}} \tag{72}
\end{align*}
$$

Note that (72) can be seen as a linear equation in $\lambda_{y}$ and $\lambda_{u}$.
To get a second relation for $\lambda_{y}$ and $\lambda_{u}$, an extended model structure is considered, $c f$. the Frisch scheme in Section 11. For this purpose introduce extended versions of $\varphi(t), \theta$ and $\theta_{0}$ as
$\bar{\varphi}(t)=\binom{\varphi(t)}{\underline{\varphi}(t)}, \quad \bar{\theta}=\binom{\theta}{\underline{\theta}}, \quad \bar{\theta}_{0}=\binom{\theta_{0}}{0}$,
which are used in this section, rather than the previous conventions (42) and (46).

The model extension can, for example, mean that an additional $A$ parameter is appended:

$$
\begin{equation*}
\underline{\varphi}(t)=-y(t-n a-1), \quad \underline{\theta}=a_{n a+1} . \tag{74}
\end{equation*}
$$

Another possibility is to append an additional $B$ parameter, leading to

$$
\begin{equation*}
\underline{\varphi}(t)=u(t-n b), \quad \underline{\theta}=b_{n b+1} \tag{75}
\end{equation*}
$$

For simplicity assume $\underline{\varphi}(t)$ being a scalar (the vector case is also feasible though).

Next consider least squares estimation in the extended linear regression model

$$
\begin{equation*}
y(t)=\bar{\varphi}^{T}(t) \bar{\theta}+\varepsilon(t) \tag{76}
\end{equation*}
$$

which leads to

$$
\begin{equation*}
R_{\bar{\varphi}} \hat{\theta}_{\mathrm{LS}}=r_{\bar{\varphi} y} \tag{77}
\end{equation*}
$$

Similarly to (69), it holds that

$$
\begin{equation*}
R_{\bar{\varphi}} \hat{\bar{\theta}}_{\mathrm{LS}}=r_{\overline{\varphi_{0}} y_{0}}+r_{\tilde{\varphi} \tilde{y}}=R_{\bar{\varphi}_{0}} \bar{\theta}_{0}=\left(R_{\bar{\varphi}}-R_{\tilde{\varphi}}\right) \bar{\theta}_{0} \tag{78}
\end{equation*}
$$

with $\lambda_{y}$ and $\lambda_{u}$. Set

$$
H=\left(\begin{array}{ll}
\mathbf{0} & 1 \tag{79}
\end{array}\right), \quad J=\binom{I_{n a+n b}}{0}, \quad \bar{\theta}_{0}=J \theta_{0}
$$

Observe that $H \bar{\theta}_{0}=0$. Eq. (78) implies

$$
\begin{equation*}
H \hat{\theta}_{\mathrm{LS}}=H R_{\bar{\varphi}}^{-1}\left(R_{\bar{\varphi}}-R_{\tilde{\varphi}}\right) \bar{\theta}_{0}=-H R_{\bar{\varphi}}^{-1} R_{\tilde{\varphi}} J \theta_{0} \tag{80}
\end{equation*}
$$

As shown in Hong et al. (2006b) one can equivalently substitute (80) by

$$
\begin{equation*}
\boldsymbol{E} \underline{\varphi}(t)\left[y(t)-\varphi^{\top}(t) \theta_{o}\right]=0 \tag{81}
\end{equation*}
$$

which leads to a set of linear equations,

$$
\begin{equation*}
\hat{r}_{\underline{\varphi} y}=\hat{R}_{\underline{\varphi} \varphi} \hat{\theta} \tag{82}
\end{equation*}
$$

Set

$$
\begin{align*}
& \lambda=\left(\begin{array}{ll}
\lambda_{y} & \lambda_{u}
\end{array}\right)^{\top}  \tag{83}\\
& \vartheta=\left(\begin{array}{ll}
\theta^{\top} & \lambda^{\top}
\end{array}\right)^{\top} .
\end{align*}
$$

Summing up so far we have derived the following equations for determining $\theta$ and $\lambda$ : (69), (72), (80). These equations turn out to be bilinear in the unknowns $\theta$ and $\lambda$. That is, they are linear in $\theta$ and linear in $\lambda$. There are different ways to solve the equations, Zheng (1998), Söderström et al. (2005). Assume that the equations (69), (72), (80) are solved. The statistical distribution of the estimation error $\hat{\vartheta}-\vartheta_{o}$ due to the deviation of estimated covariance elements from the true covariance elements, is as follows.

Result 10.1. Under the given assumptions the parameter estimates $\hat{\vartheta}$ are asymptotically Gaussian distributed,

$$
\begin{equation*}
\sqrt{N}\left(\hat{\vartheta}-\vartheta_{o}\right) \xrightarrow{\text { dist }} \mathcal{N}\left(0, P_{\mathrm{B}}\right) . \tag{84}
\end{equation*}
$$

A detailed expression for the matrix $P_{\mathrm{B}}$ is given in Hong et al. (2006a).

As the equations determining the bias-compensated estimate are determined from a small set of estimated covariance elements, and these covariance elements can easily be computed recursively in time, it is fairly natural that the estimate $\hat{\theta}_{\mathrm{BCLS}}$ can be arranged as a recursive algorithm. For algorithmic details, see Zheng and Feng (1989), Wada et al. (1990) and Feng and Zheng (1991).

There are many further possible varieties of the BCLS algorithm, though. Other approaches for deriving the required two equations to be used in addition to (70) have been proposed by Wada et al. (1990), Jia et al. (2001), Ikenoue et al. (2005) and Zheng (1999a). BCLS approaches using prefilters of the input are launched in Zheng and Feng (1989) and Zheng (1999b).

An interesting generalization of the standard BCLS method is proposed in Mahata (2006). It is shown that basing the estimates on more general
filtering, a significantly improved performance is achieved, that is close to the Cramér-Rao lower bound.

The BCLS principle can be extended to handle also the case of a general output noise as in Assumption AN3b ( $\tilde{u}(t)$ white, $\tilde{y}(t)$ an ARMA process), Zheng (2002), and Zheng and Feng (1992). The basic idea is as follows. Introduce a noise parameter vector as

$$
\begin{equation*}
\eta=\left(r_{\tilde{y}}(0) r_{\tilde{y}}(1) \ldots r_{\tilde{y}}(n a) \lambda_{u}\right)^{\top} . \tag{85}
\end{equation*}
$$

Consider LS estimation in two ARX models where the number of $B$ parameters is $n b$ and $n a+n b+1$, respectively. From the LS estimates it is possible to derive BCLS type of equations that determine both $\theta$ and $\eta$.

Related approaches have been devised by Ekman and colleagues, Ekman (2005), Ekman et al. (2006).

In a general setting the situation can be described as follows, as far as the 'design' of BCLS methods goes.

- As a first step, the user has to provide the structure of a noise model. More specifically, the type of input and output noise is to be provided. Two natural options here are Assumption AN3c (both $\tilde{u}(t)$ and $\tilde{y}(t)$ white noise) or Assumption AN3b ( $\tilde{u}(t)$ is white noise, and $\tilde{y}(t)$ is an ARMA process).
- A second part is to set up the underlying equations. In the case above, the set of equations are (69), (72), (80). While the normal equations for a standard least squares estimation typically are kept, the other equations may be substituted. It is also possible to use more equations than unknowns. Due to the nature of the problem, the set of equations will always be nonlinear, although they have a considerable amount of structural properties.
- The third item to consider is the numerical algorithm to use for solving the system of equations.
To formulate the situation in a general way, the system of equations may be written as

$$
\begin{equation*}
f\left(\hat{r}_{N}, \hat{\theta}\right) \approx 0 . \tag{86}
\end{equation*}
$$

In (86) $\hat{r}_{N}$ is a vector of a number of covariance elements based on $N$ data points. In the standard BCLS case (86) is a concise notation for (69), (72), (80). In case the number of equations and the number of unknowns are equal, strict equality holds in (86). The algorithm to solve (86) is written as

$$
\begin{equation*}
\hat{\theta}_{k}=g\left(\hat{\theta}_{k-1}, \hat{r}_{N}\right), \tag{87}
\end{equation*}
$$

where $k$ is an iteration number, and $g$ is a function that is tied to $f$. The scheme (87) is to be iterated
be updated recursively in time, it is possible to substitute (87) by a recursive algorithm, cf. Ljung and Söderström (1983).
Consistency can be examined by investigating if the solution to (86) converges to the true parameter vector, as the number of data points grows to infinity. In mathematical terms, one examines if the possible implication

$$
\begin{equation*}
f\left(\hat{r}_{\infty}, \theta\right) \approx 0 \Rightarrow \theta=\theta_{o} ? \tag{88}
\end{equation*}
$$

holds true.
Convergence of the iterations is mostly considered in the asymptotic case, that is for $N=\infty$. This means that one considers the discrete-time deterministic nonlinear system

$$
\begin{equation*}
\hat{\theta}_{k}=g\left(\hat{\theta}_{k-1}, \hat{r}_{\infty}\right), \tag{89}
\end{equation*}
$$

and explores whether or not the desired solution $\theta=\theta_{o}$ is a stable solution. This stability analysis can be done both locally, and (which is more difficult) globally. For the analysis of 'local' stability, it is enough to examine the linearized system. More particularly, the matrix

$$
\left.\frac{\partial g\left(\theta, \hat{r}_{\infty}\right)}{\partial \theta}\right|_{\theta=\theta_{0}}
$$

must have all eigenvalues inside the unit circle to guarantee (local) stability.

Finally, one can also examine the statistical accuracy, as expressed by the asymptotic distribution of the parameter estimates. Assume that the iterative scheme (87) is chosen so that the iterations do converge. The properties of the asymptotic ( $k \rightarrow$ $\infty$ ) estimate will then not depend on the used algorithm for solving the equations (86). When $N$ is large but finite, the estimate will deviate somewhat from the true parameter vector. Under weak assumptions the deviation is asymptotically Gaussian distributed in the sense

$$
\begin{equation*}
\sqrt{N}\left(\hat{\theta}-\theta_{o}\right) \longrightarrow \mathcal{N}(0, P), \quad N \rightarrow \infty . \tag{90}
\end{equation*}
$$

Here, the normalized asymptotic covariance matrix $P$ will depend on the system, the noisefree input spectrum, the signal-to-noise ratios and the estimation method. The dependence on these quantities can be rather involved.

## 11. THE FRISCH SCHEME

The Frisch scheme has its roots in a classical algebraic estimation problem, see Frisch (1934). The term 'Frisch scheme' has also been used in situations where the noise has uncorrelated components, but is correlated in time. Extensions of the Frisch scheme to identification of dynamic models appeared in Beghelli et al. (1990), Scherrer and Deistler (1998). Later refinements and

Guidorzi (1996), Söderström et al. (2002), Diversi
et al. (2003). The Frisch scheme may be interpreted as a special form of bias-compensated least squares.

The Frisch estimation method is based on the assumption of white input and output measurement noise, AN3c. First note that

$$
\begin{equation*}
\bar{\varphi}_{o}^{\top}(t) \bar{\theta}_{o}=-A_{o}\left(q^{-1}\right) y_{o}(t)+B_{o}\left(q^{-1}\right) u_{o}(t)=0 . \tag{91}
\end{equation*}
$$

Further it holds that

$$
\begin{equation*}
R_{\varphi}=R_{\varphi_{o}}+R_{\tilde{\varphi}}, \quad R_{\bar{\varphi}}=R_{\bar{\varphi}_{o}}+R_{\bar{\varphi}} . \tag{92}
\end{equation*}
$$

It follows from (91) that

$$
\begin{equation*}
R_{\bar{\varphi}_{o}} \bar{\theta}_{o}=E\left[\bar{\varphi}_{o} \bar{\varphi}_{o}^{\top} \bar{\theta}_{o}\right]=\mathbf{0} . \tag{93}
\end{equation*}
$$

Hence the matrix $R_{\bar{\varphi}_{0}}$ is singular (positive semidefinite), with at least one eigenvalue equal to zero. The corresponding eigenvector is $\bar{\theta}_{o}$. One can show that under the general assumptions AI1 the matrix $R_{\bar{\varphi}_{o}}$ will in fact have only one eigenvalue in the origin.

The noise covariance matrix has a simple structure, as

$$
R_{\tilde{\varphi}}=\left(\begin{array}{cc}
\lambda_{y} I_{n a+1} & \mathbf{0}  \tag{94}\\
\mathbf{0} & \lambda_{u} I_{n b}
\end{array}\right) .
$$

The relation (93) is the basis for the Frisch method. The idea is to have appropriate estimates of the noise variances and then determine the parameter vector $\theta$ from

$$
\begin{equation*}
\left(\hat{R}_{\bar{\varphi}}-\hat{R}_{\tilde{\varphi}}\right) \hat{\bar{\theta}}=\mathbf{0} . \tag{95}
\end{equation*}
$$

Assume for the time being that some estimate $\hat{\lambda}_{u}$ of the input noise variance is available. Then the output noise variance $\lambda_{y}$ is determined so that the matrix appearing in (95) is singular. More specifically, see Söderström (2005):
$\hat{\lambda}_{y}=\lambda_{\min }\left(\hat{R}_{\bar{\varphi}_{y}}-\hat{R}_{\bar{\varphi}_{y} \varphi_{u}}\left(\hat{R}_{\varphi_{u}}-\hat{\lambda}_{u} I_{n b}\right)^{-1} \hat{R}_{\varphi_{u} \bar{\varphi}_{y}}\right)$
where $\lambda_{\min }(R)$ denotes the smallest eigenvalue of $R$. The estimate of the parameter vector $\theta$ is determined by solving

$$
\left(\hat{R}_{\varphi}-\left(\begin{array}{cc}
\hat{\lambda}_{y} I_{n a} & \mathbf{0}  \tag{97}\\
\mathbf{0} & \hat{\lambda}_{u} I_{n b}
\end{array}\right)\right) \hat{\theta}=\hat{r}_{\varphi y},
$$

which is indeed the BCLS equations (69), (95). By (96), $\hat{\lambda}_{y}$ will be a function of $\hat{\lambda}_{u}$.

What remains is to determine $\hat{\lambda}_{u}$. Different alternatives have been proposed:

- In Beghelli et al. (1990), the function $\hat{\lambda}_{y}\left(\hat{\lambda}_{u}\right)$ is evaluated both for the nominal model and for an extended model, adding one $A$ or one $B$ parameter (or both). The two functions correspond to curves in the $\left(\hat{\lambda}_{u}, \hat{\lambda}_{y}\right)$ plane. The curves will ideally intersect in one unique
$R_{\bar{\varphi}}$ would be replaced by its true value $R_{\bar{\varphi}}$ a situation as displayed in Figure 6 would be obtained. Curve A corresponds to the true


Fig. 6. Illustration of the principle for Frisch estimation.
model order, while curve B applies for the increased model order. The coordinates of the common point P give precisely the true noise variances $\lambda_{u}, \lambda_{y}$.

For a finite data set the situation is less ideal, and there is not a distinct point P where the curves A and B share a common point. We refer to Beghelli et al. (1990), Soverini and Söderström (2000) for more detailed aspects on how this type of the Frisch scheme can be implemented.

- Another alternative is to compute residuals, and compare their statistical properties with what can be predicted from the model. This alternative was proposed in Diversi et al. (2003). It is presented here in a slightly more general form. Define the residuals

$$
\begin{equation*}
\varepsilon(t, \hat{\theta})=\hat{A}\left(q^{-1}\right) y(t)-\hat{B}\left(q^{-1}\right) u(t), \tag{98}
\end{equation*}
$$

and compute sample covariance elements

$$
\begin{equation*}
\hat{r}_{\varepsilon}(k)=\frac{1}{N} \sum_{t=1}^{N} \varepsilon(t, \hat{\theta}) \varepsilon(t+k, \hat{\theta}) . \tag{99}
\end{equation*}
$$

Compute also theoretical covariance elements $\hat{r}_{\varepsilon_{o}}(k)$ based on the model

$$
\begin{equation*}
\varepsilon_{o}(t)=\hat{A}\left(q^{-1}\right) \hat{\tilde{y}}(t)-\hat{B}\left(q^{-1}\right) \hat{\tilde{u}}(t), \tag{100}
\end{equation*}
$$

where $\hat{\tilde{y}}(t)$ and $\hat{\tilde{y}}(t)$ are independent white noise sequences with

$$
\begin{equation*}
E\left[\hat{\tilde{y}}^{2}(t)\right]=\hat{\lambda}_{y}, \quad E\left[\hat{\tilde{u}}^{2}(t)\right]=\hat{\lambda}_{u} . \tag{101}
\end{equation*}
$$

Next, define a criterion for comparing $\left\{\hat{r}_{\varepsilon}(k)\right\}$ and $\left\{\hat{r}_{\varepsilon_{o}}(k)\right\}$. A fairly general way to do this is to take

$$
\begin{equation*}
V_{N}\left(\hat{\lambda}_{u}\right)=\delta^{\top} W \delta, \tag{102}
\end{equation*}
$$

where $W$ is a user chosen, positive definite weighting matrix, and the vector $\delta$ is

$$
\delta=\left(\begin{array}{c}
\hat{r}_{\varepsilon}(1)-\hat{r}_{\varepsilon_{o}}(1)  \tag{103}\\
\vdots \\
\hat{r}_{\varepsilon}(m)-\hat{r}_{\varepsilon_{0}}(m)
\end{array}\right) .
$$

choice. The estimate $\hat{\lambda}_{u}$ is determined as the minimizing element of the criterion

$$
\begin{equation*}
\hat{\lambda}_{u}=\arg \min _{\lambda_{u}} V_{N}\left(\lambda_{u}\right) \tag{104}
\end{equation*}
$$

In summary the Frisch scheme algorithm consists of the equations (96), (97) and (104). In its implementation, there is an optimization over one variable, $\hat{\lambda}_{u}$, in (104). Possibly minimization of the criterion (102) is substituted by some other form of searching for the point P in Figure 6. In the evaluation of the loss function $V_{N}\left(\hat{\lambda}_{u}\right)$, also (96) and (97) are used to get $\hat{\lambda}_{y}$ and $\hat{\theta}$, respectively.

The following result describes the asymptotic distribution of the parameter estimates for the Frisch scheme.

Result 11.1. Under the given assumptions the parameter estimates $\hat{\vartheta}$ are asymptotically Gaussian distributed,

$$
\begin{equation*}
\sqrt{N}\left(\hat{\vartheta}-\vartheta_{o}\right) \xrightarrow{\text { dist }} \mathcal{N}\left(0, P_{\mathrm{F}}\right) . \tag{105}
\end{equation*}
$$

where $\vartheta$ is given by (83). A detailed expression for the matrix $P_{\mathrm{F}}$ is given in Söderström (2005).

In its basic form the Frisch scheme is somewhat restrictive in that white output noise is assumed. Extensions of the Frisch scheme to situations where $\tilde{y}(t)$ is autocorrelated (that is, using Assumption AN3b rather than AN3c) are proposed in Söderström (2006).

## 12. TOTAL LEAST SQUARES

The total least squares (TLS) method is in principle a method for treating overdetermined linear systems of equations where both the coefficient matrix and the right hand side are subject to errors. Consider the overdetermined system of equations

$$
\begin{equation*}
A x \approx b \tag{106}
\end{equation*}
$$

where it is assumed that the $m \times n$ matrix $A$ has full rank $n$. The least squares solution to (106) is

$$
\begin{equation*}
x_{\mathrm{LS}}=\left(A^{\top} A\right)^{-1} A^{\top} b \tag{107}
\end{equation*}
$$

and can also be formulated as the solution to the following optimization problem

$$
\begin{equation*}
\min \|\Delta b\|^{2} \text { subject to } A x_{\mathrm{LS}}=b+\Delta b \tag{108}
\end{equation*}
$$

The TLS problem is different, and takes into account also uncertainties in the coefficient matrix $A$. The TLS problem tracks it roots to orthogonal regression, Adcock (1877), Adcock (1878) and have been given a detailed treatment in Golub and Van Loan (1980), Van Huffel and Vandewalle (1991). There are several connections between TLS and the EIV problems, as manifested in the workshop proceedings Van Huffel (1997), Van
can be formulated as, compare (108),
$\min \|[\Delta A \Delta b]\|_{F}^{2}$ s. t. $(A+\Delta A) x_{\mathrm{TLS}}=b+\Delta b$.
Note that in (109) it is important to use the Frobenius norm, while for (108) the Frobenius norm and the common 2-norm coincide as $b$ is a vector.

Computationally, the TLS solution is obtained from a singular value decomposition of $[\Delta A \Delta b]$. Indeed the right singular vector associated with the smallest singular value of this matrix can after scaling be written as $\left(1-x_{\mathrm{TLS}}^{\top}\right)^{\top}$.
If the errors in the various $A$ and $b$ elements are independent and identically distributed, the TLS solution to the problem (106) coincides with the maximum likelihood estimate, Gleser (1981). Further, both consistency and the asymptotic distribution of the estimates are examined under this condition. Unfortunately, the analysis described above is not of much help, when TLS is applied for identification of dynamic systems. In fact, in many cases there are couplings between various elements in $A$ and $b$. The matrix may be constructed to be Toeplitz of Hankel for example. For such cases one can apply a structured total least squares (STLS) or constrained total least squares solution, that takes couplings into account. Consider a simple example, and let the system dynamics be given by (39), with $\varphi(t)$ as in (43). Repeating (39) for various values of $t$ gives

$$
\left(\begin{array}{c}
\varphi^{\top}(1)  \tag{110}\\
\vdots \\
\varphi^{\top}(N)
\end{array}\right) \theta=\left(\begin{array}{c}
y(1) \\
\vdots \\
y(N)
\end{array}\right)
$$

As the matrix in (110) is block Hankel (with equal elements along the block diagonals), the structured TLS solution is more relevant than the basic TLS solution in general.
The statistical properties of the solution to a structured TLS problem is considered in several papers, for example Kukush et al. (2005). A quite general TLS situation is examined. In the analysis, however, it is assumed that the covariance structure may vary from row to row, but that the total covariance structure is known up to a scalar factor. This corresponds in the BCLS framework in Section 11 to the simpler, but not so realistic, case of a one degree of freedom problem.

## 13. FREQUENCY DOMAIN METHODS

The methods described in the previous sections are all based on time domain techniques. It is, however, also possible to work in the frequency domain. Then, typically, as a first step the spectrum of the observations is determined.
satisfies in the SISO case, see $(2),(4),(5)$,

$$
\phi_{z}=\binom{G}{1}\left(\begin{array}{ll}
G^{*} & 1
\end{array}\right) \phi_{u_{o}}+\left(\begin{array}{cc}
\lambda_{y} & 0  \tag{111}\\
0 & \lambda_{u}
\end{array}\right)
$$

If the spectral density matrix $\phi_{z}$ is known, and an appropriate diagonal matrix is subtracted, then one would get a rank 1 matrix, corresponding to the first term of (111), for all frequencies $\omega$. In case the decomposition as in (111) can be carried out, the first term would easily lead to estimates of the transfer function $G\left(\mathrm{e}^{\mathrm{i} \omega}\right)$ and the true input spectrum $\phi_{u_{o}}(\omega)$.

The idea here is similar to that of the Frisch scheme, with the important difference that the full spectral information in the data is used instead of the covariance matrix (55).
As the first term in (111) is singular, it must hold for each frequency $\omega_{k}, k=1,2, \ldots$, that

$$
\begin{equation*}
\left[\phi_{y}\left(\omega_{k}\right)-\lambda_{y}\right]\left[\phi_{u}\left(\omega_{k}\right)-\lambda_{u}\right]-\left|\phi_{y u}\left(\omega_{k}\right)\right|^{2}=0 \tag{112}
\end{equation*}
$$

This relation is exploited in Söderström et al. (2003) as a linear regression with $\lambda_{y}, \lambda_{u}, \lambda_{y} \lambda_{u}$ as three unknowns, to derive an estimate of the noise variances. Once estimates of $\lambda_{y}$ and $\lambda_{u}$ are available, it is straightforward to estimate the transfer function, for example as

$$
\begin{equation*}
\hat{G}\left(\mathrm{e}^{\mathrm{i} \omega_{k}}\right)=\phi_{y u}\left(\omega_{k}\right) /\left[\phi_{u}\left(\omega_{k}\right)-\hat{\lambda}_{u}\right] . \tag{113}
\end{equation*}
$$

In this approach the spectrum $\phi_{z}$ is estimated as a first step. In order to guarantee that the estimated spectrum $\hat{\phi}_{z}(\omega)$ indeed is positive definite, it is important to use a more sophisticated spectrum estimator than a straightforward Discrete Fourier Transform.

The above idea is developed in Beghelli et al. (1997) using an FFT-based spectral estimator. The quality of the estimate is moderate. A more promising approach, based on a black-box modeling of the spectral density $\phi_{z}(\omega)$, is described in Söderström et al. (2003). A nonparametric approach is considered, where the spectrum $\phi_{z}(\omega)$ (111) is modeled using a two-dimensional ARMA model and a two step procedure for fitting its parameters. Two parametric estimators with further improved performances are also derived. In one of them a parametric model is fitted to the nonparametric one. The other parametric method is exploiting information in the two-dimensional ARMA model in a more direct way. In qualitative terms, the performance of the two parametric estimators is at least as good as typical IV-based estimators.

In Castaldi et al. (2002) another Frisch domain approach is used. The problem is formulated as a bilinear matrix inequality. An $H^{\infty}$ estimate is proposed in Agüero et al. (2005), see also (18). The degree of freedom is used such that the $H^{\infty}$
quency domain IV method for multivariable systems is developed in Hsiao and Robinson (1978). In general, an iterative procedure is needed to tope with nonlinear dependencies, but it is shown how consistent and efficient parameter estimates can be found using a three step procedure.
A general treatment of frequency domain estimators for the EIV problem is given in Pintelon et al. (1994). As in many of these methods it is assumed that the noise-free input $u_{o}(t)$ is periodic. More details are provided in Section 15.

## 14. PREDICTION ERROR AND MAXIMUM LIKELIHOOD METHODS

In this approach the errors-in-variable model of Figure 4 is regarded as a multivariable system with both $y(t)$ and $u(t)$ as outputs, Söderström (1981). Of crucial importance for this approach is the assumption AI3, i.e., the noise-free input $u_{o}(t)$ is characterized by a rational spectrum. It can thus be represented by its innovations form, described as an ARMA process of the type (27). In this way, the whole errors-in-variables model can be considered as a system with a twodimensional output vector $z(t)=(y(t) u(t))^{\top}$ and three mutually uncorrelated white noise sources $e(t), \tilde{y}(t)$ and $\tilde{u}(t)$ :

$$
\binom{y(t)}{u(t)}=\left(\begin{array}{ccc}
\frac{B\left(q^{-1}\right) C\left(q^{-1}\right)}{A\left(q^{-1}\right) D\left(q^{-1}\right)} & 1 & 0  \tag{114}\\
\frac{C\left(q^{-1}\right)}{D\left(q^{-1}\right)} & 0 & 1
\end{array}\right)\left(\begin{array}{c}
e(t) \\
\tilde{y}(t) \\
\tilde{u}(t)
\end{array}\right)
$$

Thus the model $C\left(q^{-1}\right) / D\left(q^{-1}\right)$ of the undisturbed input is a part of the errors-in-variables representation and its coefficients must be estimated together with the parameters of $A\left(q^{-1}\right)$ and $B\left(q^{-1}\right)$.
The model (114) is transformed to a general state-space model, which in turn is transformed into innovations form, obtained from the Kalman filter, see for example, Söderström (2002). The prediction errors $\varepsilon(t, \theta)=z(t)-\hat{z}(t \mid t-1 ; \theta)$ depend on the data and the model matrices. Let $Q$ denote the covariance matrix of the prediction errors. The parameter vector $\theta$ is estimated from a data sequence $\{z(t)\}_{t=1}^{N}$ by minimizing a loss function:

$$
\begin{equation*}
\hat{\theta}_{N}=\arg \min _{\theta} V_{N}(\theta) \tag{115}
\end{equation*}
$$

Assume that $V_{N}(\theta)$ is a (sufficiently) smooth function of $\theta$, and that $V_{N}(\theta)$ converges (uniformly on compact subsets) as $N \rightarrow \infty$. Then $\hat{\theta}_{N}$ is consistent.

There is no unique way of defining a prediction error method (PEM) criterion that penalizes the
to take

$$
\begin{equation*}
V_{N}(\theta)=\operatorname{det}\left(\frac{1}{N} \sum_{t=1}^{N} \varepsilon(t, \theta) \varepsilon^{\top}(t, \theta)\right) . \tag{116}
\end{equation*}
$$

One has then also to make use of the minimal value of the criterion, $V_{N}\left(\hat{\theta}_{N}\right)$, Söderström (2006). The estimation error is asymptotically Gaussian distributed, Ljung (1999), Söderström and Stoica (1989). In fact,

$$
\begin{equation*}
\sqrt{N}\left(\hat{\theta}_{N}-\theta_{o}\right) \xrightarrow{\text { dist }} \mathbf{N}\left(0, P_{\text {PEM }}\right), \tag{117}
\end{equation*}
$$

with

$$
\begin{equation*}
P_{\mathrm{PEM}}=\left[E\left\{\psi^{\top}(t) Q^{-1}\left(\theta_{o}\right) \psi(t)\right\}\right]^{-1} \tag{118}
\end{equation*}
$$

In (118), $\psi(t)$ denotes

$$
\begin{equation*}
\psi(t, \theta)=-\left(\frac{\partial \varepsilon(t, \theta)}{\partial \theta}\right)^{\top} \tag{119}
\end{equation*}
$$

The maximum likelihood (ML) estimate (for Gaussian distributed data, AN2, AI2) minimizes

$$
\begin{equation*}
V_{N}(\theta)=\frac{1}{N} \sum_{t=1}^{N} \ell(\varepsilon(t, \theta), \theta, t) \tag{120}
\end{equation*}
$$

with

$$
\begin{equation*}
\ell(\varepsilon, \theta, t)=\frac{1}{2} \log \operatorname{det} Q(\theta)+\frac{1}{2} \varepsilon^{\top}(t, \theta) Q^{-1}(\theta) \varepsilon(t, \theta) \tag{121}
\end{equation*}
$$

In principle it is straightforward to extend the PEM and ML estimates to MIMO EIV systems.

For the EIV problem considered the ML estimate will be more accurate than the PEM estimate, in the sense that it gives a smaller covariance matrix for the parameter errors. The reason is that in (121), the innovations covariance matrix $Q(\theta)$ and the prediction errors $\{\varepsilon(t, \theta)\}$ are parameterized with joint parameters (in contrast to 'standard identification' problems).
Also the ML estimate is asymptotically Gaussian distributed, Söderström (2006),

$$
\begin{equation*}
\sqrt{N}\left(\hat{\theta}_{N}-\theta_{o}\right) \xrightarrow{\text { dist }} \mathbf{N}\left(0, P_{\mathrm{ML}}\right), \tag{122}
\end{equation*}
$$

with

$$
\begin{equation*}
P_{\mathrm{ML}}=\left[E\left\{\psi^{\top}(t) Q^{-1}\left(\theta_{o}\right) \psi(t)\right\}+\bar{P}\right]^{-1} \tag{123}
\end{equation*}
$$

where

$$
\begin{equation*}
\bar{P}_{i j}=\frac{1}{2} \operatorname{tr}\left[Q^{-1} Q_{i} Q^{-1} Q_{j}\right], \quad Q_{i}=\frac{\partial Q}{\partial \theta_{i}} . \tag{124}
\end{equation*}
$$

From (118), (123), it is obvious that the presence of the term $\bar{P}$ in (123) implies that the ML estimate is more accurate than the PEM estimate. Furthermore, the Cramér-Rao bound turns out to be equal to the matrix $P_{\mathrm{ML}}$, (123), for Gaussian data.
in the frequency domain, Pintelon and Schoukens (2006), even if there are differences in how transient effects are handled. The inherent spectral factorization may be easier to carry out in the frequency domain.
The main disadvantage of PEM and ML for the EIV problem is that the numerical optimization procedure is, in general, quite complex since at every iteration a Riccati equation must be solved in order to find the innovations $\varepsilon(t)$ used in (116) or (120). The procedure may fail to give good results if only poor initial parameter estimates are available.

## 15. METHODS DESIGNED FOR PERIODIC DATA

The methods described in this section are partly tied to periodic data. However, we also include the case when there is more than one experiment. Should the unperturbed input signal, $u_{o}(t)$, be the same in all experiments, and the experiments of equal length, then concatenating the measurements will indeed produce periodic data.

First recall from Section 5, see Examples 5.1 and 5.2 , that under mild conditions the system will be identifiable if the noise-free input signal $u_{o}(t)$ is periodic.

A straightforward way to handle multiple experiments using time-domain data is the following, which is an instrumental variable estimator. Consider the linear regression model

$$
\begin{equation*}
y(t)=\varphi^{\top}(t) \theta+\varepsilon(t) \tag{125}
\end{equation*}
$$

where $\varepsilon(t)$ denotes the equation error. Assume that more than one data set is available, so that

$$
\begin{equation*}
y^{(i)}(t)=\varphi^{(i) T}(t) \theta+\varepsilon^{(i)}(t), \quad i=1,2, \ldots \tag{126}
\end{equation*}
$$

The true parameter vector fits perfectly the models when undisturbed data are used:

$$
\begin{equation*}
y_{o}^{(i)}(t)=\varphi_{o}^{(i) T}(t) \theta_{o} \tag{127}
\end{equation*}
$$

Assume now that AE2b applies. Hence, the noise is independent in the different data sets, and the unperturbed regressor vector $\varphi_{o}^{(i)}(t)$ is (well) correlated in the different data sets. Using two data sets, one gets

$$
\begin{align*}
& E\left[\varphi^{(1)}(t) \varphi^{(2) T}(t)\right] \theta_{o}-E\left[\varphi^{(1)}(t) y^{(2)}(t)\right] \\
& =E \varphi_{o}^{(1)}(t)\left[\varphi_{o}^{(2) T}(t) \theta_{o}-y_{o}^{(2)}(t)\right]=0 \tag{128}
\end{align*}
$$

Assume that the matrix $E\left[\varphi_{o}^{(1)}(t) \varphi_{o}^{(2) T}(t)\right]$ is nonsingular. This is partly a condition on the inputs being persistently exciting. It is also a condition on sufficient correlation between the data sets. The consequence is that from two data sets, it

$$
\begin{equation*}
\left[\frac{1}{N} \sum_{t=1}^{N} \varphi^{(1)}(t) \varphi^{(2) T}(t)\right] \hat{\theta}=\frac{1}{N} \sum_{t=1}^{N} \varphi^{(1)}(t) y^{(2)}(t) \tag{129}
\end{equation*}
$$

which is indeed an instrumental variable estimator, Söderström and Stoica (1989).

It is though also possible to apply the estimator (129) in other situations, and the 'experiments' can be allowed to be overlapping, as long as the basic assumptions are satisfied. More extended versions of this idea including the use of optimal weightings are described in Söderström and Hong (2005). The principle to use IV estimation using cross-correlation between the different experiments has earlier been reported by van den Bos (1992) and Pintelon et al. (1994).

In some situations it happens that one can have repeated experiments where the noise-free regressor vector remains the same, that is $\varphi_{o}^{(i)}(t)$ does not change from one experiment to another. This case is treated in the frequency domain in Schoukens et al. (1997), Guillaume et al. (1995), and in the time domain with TLS techniques in Forsell et al. (1999). With periodic excitation it is possible to separate the driving signals and the disturbances. A nonparametric noise model is applied, and the noise can be allowed to have an arbitrary correlation structure.
For the (frequency-domain) sample maximum likelihood method (SML) in Schoukens et al. (1997), see also Pintelon and Schoukens (2001), it is assumed that at least four full periods of the data (or four independent experiments) are available. The method has a quite good statistical performance, and is close to statistically efficient. The achieved covariance matrix is ( $M-$ $2) /(M-3)$ times the Cramér-Rao lower bound, where $M \geq 6$ is the number of periods in the experiment. The data are first pre-processed to estimate the noise covariance functions (or equivalently, the frequency dependent variances of the DFT of the input and output noise). Note that the SML method can be extended to handle also cases where the input noise $\tilde{u}(t)$ is correlated with the output noise $\tilde{y}(t)$. Let $U\left(\omega_{k}\right)$ and $Y\left(\omega_{k}\right)$, with $\omega_{k}=2 \pi k / N$, denote the discrete Fourier transforms of the input and output measurements, respectively, and assume that the transfer function is $G(z)=B(z) / A(z)$. The ML criterion in the frequency domain used in Schoukens et al. (1997) can be written as

$$
\begin{align*}
& V_{\mathrm{ML}}(\theta, Z)= \\
& \frac{1}{N} \sum_{k=1}^{N} \frac{\left|B\left(\mathrm{e}^{\mathrm{i} \omega_{k}}, \theta\right) U\left(\omega_{k}\right)-A\left(\mathrm{e}^{\mathrm{i} \omega_{k}}, \theta\right) Y\left(\omega_{k}\right)\right|^{2}}{D\left(\omega_{k}\right)} \tag{130}
\end{align*}
$$

$$
\begin{aligned}
D(\omega)= & \sigma_{u}^{2}(\omega)\left|B\left(\mathrm{e}^{\mathrm{i} \omega}, \theta\right)\right|^{2}+\sigma_{y}^{2}(\omega)\left|A\left(\mathrm{e}^{\mathrm{i} \omega}, \theta\right)\right|^{2} \\
& -2 \operatorname{Re}\left[\sigma_{y u}^{2}(\omega) A\left(\mathrm{e}^{\mathrm{i} \omega}, \theta\right) B\left(\mathrm{e}^{-\mathrm{i} \omega}, \theta\right)\right](131)
\end{aligned}
$$

and $\sigma_{u}^{2}\left(\omega_{k}\right)$ is the variance of the DFT $\tilde{U}\left(\omega_{k}\right)$ of the input noise $\tilde{u}(t)$ at frequency $\omega_{k}$, etc.
The method described in Markovsky et al. (2006a) is also based on two experiments. Formally, though, it is presented as that there is a clustering in time of the data, so that the statistical properties of the noise-free input, such as its spectrum $\phi_{u_{o}}(\omega)$, change at some point of time, cf. AE2a. The same type of idea is discussed in Wald (1940) under the name of grouping.

## 16. CONCLUDING REMARKS

It has been demonstrated in the paper that EIV systems in general suffer from an identifiability problem. There are several ways to add some extra condition to achieve identifiability. Various parameter estimation methods are designed to work under such an additional condition.

An attempt to compare some of the principal approaches, in terms of underlying additional assumption, computational complexity, and statistical accuracy (asymptotic variances of the parameter estimates), is presented in Table 1. One extreme case is basic IV, which is very simple computationally, and gives only crude estimates. The other extreme is the ML estimator which is based on a complex optimization problem, and can give very accurate estimates. It is fairly natural that PEM and ML have high computational complexity, as they involve a nonlinear optimization problem, where each function evaluation requires a considerable amount of calculations. There is also a 'middle group' of methods that are computationally much simpler than PEM and ML, but on the other hand give much more accurate estimates than the basic IV. It is also worth stressing that for basic IV only the system parameters are estimated. For both ML and PEM model parameters for describing the true input are estimated as well. For the 'middle group' of estimators parameters describing the measurement noises are estimated.

It is important to read the comparison with some caution. The statements are certainly qualitative, not quantitative. The precise results will depend on the actual coding, and also on the system, the frequency properties of the true input, the signal-to-noise ratios on the input and output sides, etc.

As illustration two examples are provided.
Example 16.1. We compare the computational load in terms of Matlab flops for basic IV, the
identification problem. $\left.{ }^{*}\right)$ : In the basic version $\tilde{y}(t)$ is assumed to be white. Extensions to an arbitrarily correlated $\tilde{y}(t)$ are available. $\left.{ }^{* *}\right)$ : SML method defined by (130). $\left.{ }^{* * *}\right)$ : Note that in this case $\tilde{u}(t)$ and $\tilde{y}(t)$ can be allowed to be crosscorrelated.

| Method | Noise condition | Experimental condition | Computational complexity | Statistical accuracy |
| :---: | :---: | :---: | :---: | :---: |
| Basic IV | $\tilde{u}(t) \mathrm{MA}$ AN3a | - | very low | low |
| $\mathrm{IV}+\mathrm{WSF}$ | $\tilde{u}(t) \mathrm{MA}$ AN3a | - | medium | medium-high |
| BCLS | $\tilde{u}(t)$ white, $\left.\tilde{y}(t)^{*}\right) \mathbf{A N 3 b c}$ | - | low | medium-high |
| Frisch | $\tilde{u}(t)$ white, $\left.\tilde{y}(t){ }^{*}\right) \mathbf{A N} 3 \mathbf{b c}$ | - | low | medium-high |
| TLS | $\tilde{u}(t), \tilde{y}(t)$ white AN3c and $\lambda_{u} / \lambda_{u}$ known, or | repeated exp's AE2a | medium | medium-high |
| Frequency domain ${ }^{* *}$ ) | $\tilde{u}(t), \tilde{y}(t)$ ARMA AN3a | repeated exp's AE2b ${ }^{* * * \text { ) }}$ | medium-high | very high |
| PEM | $\tilde{u}(t), \tilde{y}(t)$ ARMA AN3a | - | high | high |
| ML | $\tilde{u}(t), \tilde{y}(t)$ ARMA AN3a | - | high | very high |

Frisch scheme, and PEM. These methods were applied to a first and a second order system, disturbed with white measurement noises, and where the noise-free input is a first order ARMA process. The effective number of estimated parameters differ between the methods. The mean values of the number of Matlab flops from 10 realizations, each with $N=200$ data points, are presented in Figure 7. The figure supports the statements above on how the load differs between the methods.


Fig. 7. Illustration of the computational loads.

Example 16.2. The theoretical asymptotic variances of the system parameter estimates were examined for some methods. In other papers, these theoretical expressions are shown to quite well predict what happens in simulations. Consider a second order system with the true parameter values $a_{1}=-1.5, a_{2}=0.7, b_{1}=2, b_{2}=1$. The measurement noises were white with $\lambda_{u}=1, \lambda_{y}=$ 10. The noise-free input was an $\operatorname{ARMA}(1,2)$ process with the parameters $c_{1}=0.7, c_{2}=0.2, d_{1}=$ -0.5 . The noise variance $\lambda_{e}$ was varied and the asymptotic normalized variance of the parameter estimates were computed. The results are plotted in Figure 8. The plots demonstrate clearly that the basic IV method produces quite crude estimates. No method produces as accurate estimates as the ML method. Sometimes (say for $b_{1}$ ) there is a quite significant difference in performance
between PEM and ML. There is no uniformly valid ordering between Frisch, BCLS and PEM: no method is always better than the other.


Fig. 8. Normalized variances of $\hat{a}_{1}, \hat{a}_{2}, \hat{b}_{1}$ and $\hat{b}_{2}$, for the Frisch scheme, PEM, BCLS, basic IV and the Cramer-Rao lower bound.

It is also worth stressing that the experimental condition and a priori information can have profound implications on the estimation results. For example, if there are repeated experiments, the frequency domain methods described in Section 13 exploit this knowledge in an efficient way and can produce very accurate results.

Another case is when the noise variance ratio $\lambda_{y} / \lambda_{u}$ is known. When this happens, the fundamental loss of identifiability vanishes. Further, the TLS based estimators become perfectly feasible due to the possibility for rescaling variables, so that scaled input and output measurements have equal levels of noise. It is also possible to derive a maximum likelihood estimator in this case, where all values of the noise-free input $u_{o}(t), t=$ $1, \ldots, N$, are treated as additional nuisance parameters, Diversi et al. (2006). The resulting esti-
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