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</tr>
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What if \(c > \ln(2)\) or if the priorities are non-RM?
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How the reduction works

The reduction works by fixing the task $T_{fix}$ into $T_{in}$, which then aligns with a hyper-period of $T_{in}$. This acts as a deadline for the new lowest-priority task $T_{low}$. The finishing time of the lowest-priority task is represented by $T_{fix}$. Pontus EKberg
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The reduction works as follows:

\[ T_{\text{in}} \xrightarrow{\mathcal{T}_\text{fix}} T_{\text{out}} \]

where \( T_{\text{in}} \) is the input, \( T_{\text{fix}} \) is the fixed component, and \( T_{\text{out}} \) is the output. The inequality is:

\[
U(T_{\text{out}}) \leq U(T_{\text{in}}) + U(T_{\text{fix}}) \leq c_{\text{in}} + c_{\text{fix}}
\]
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For $c > 0$ in all cases:

- Weakly NP-hard
- Pseudo-polynomial time algorithm exists
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