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## Overview
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| :---: | :---: | :---: | :---: |
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## A Tale of Two Reductions

| EDF-schedulability |
| :--- |
| -Constrained <br> deadlines <br> - Bounded utilization <br> ${ }^{2}$ |

[^0]

- Bounded utilization

$\rightarrow$| FP-schedulability |
| :--- | :--- |
| Implicit deadlines <br> $-o r-$ <br> Constrained <br> deadlines <br> Bounded utilization |
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| EDF-schedulability | EDF-SCHEDULABILITY | FP-schedulability |
| :---: | :---: | :---: |
| - Constrained deadlines <br> - Bounded utilization | - Constrained deadlines <br> - Bounded utilization <br> - Pairwise coprime periods | - Implicit deadlines <br> -or- <br> - Constrained deadlines <br> - Bounded utilization |
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## The Jacobsthal function

The Jacobsthal function $g(n)$ gives the largest gap between numbers that are coprime to $n$.

| Coprime to $100 ?$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\diamond$ | $\diamond$ | $\diamond$ | $\diamond$ | $\diamond$ | $\diamond$ | $\bigcirc$ | $\diamond$ | $\diamond$ | $\diamond$ | $\diamond$ | $\diamond$ | $\diamond$ | $\diamond$ |  |
| 1 | + |  |  |  |  |  |  |  | 1 |  |  |  |  | $\xrightarrow{+}$ |
| 0 |  |  |  |  |  |  |  |  |  |  |  |  |  | 35 |

$$
g(100)=4
$$

$$
g(n) \in \mathcal{O}\left(\log ^{2} n\right)
$$

Iwaniec, 1978
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## $\forall$ Thank you!

$\diamond$

## $\exists$ Questions?


[^0]:    FP-schedulability

    - Implicit deadlines

