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- **Utilization**
  - Arbitrary
  - FP: Pseudo-poly. time algorithm
  - EDF: Weakly coNP-complete for $0 < c < 1$

- **Deadlines**
  - Implicit: $d = p$
  - Constrained: $d \leq p$
  - Arbitrary: $d, p$ unrelated

- **Complexity Classes**
  - FP: Weakly NP-hard
  - EDF: Weakly coNP-complete

- **Priorities**
  - FP: Pseudo-poly. time algorithm
  - EDF: Polynomial time
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\(d = p\): Deadlines are implicit and match the processor speed.
\(d \leq p\): Deadlines are constrained by the processor speed.
\(d, p\) unrelated: Deadlines and processor speed are unrelated.
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- **EDF** (Earliest Deadline First)
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Outline of the Reduction

1. Scale all task parameters uniformly by a huge number.
2. Add small numbers $i$ to each period so that the periods become pairwise coprime.

- The $i$ can be found in polynomial time.
- The $i$ are so small relative to the parameters that schedulability is unaffected.
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Some Number Theory

The Jacobsthal function

The Jacobsthal function \( g(n) \) gives the largest gap between numbers that are coprime to \( n \).

Coprime to 100?

\[
g(100) = 4
\]

\[
g(n) \in \Theta(\log^2 n)
\]

Iwaniec, 1978
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A Tale of Two Reductions

EDF-schedulability
- Constrained deadlines
- Bounded utilization
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FP-schedulability
- Implicit deadlines
- or-
- Constrained deadlines
- Bounded utilization

YES → YES → YES
NO → NO → NO

coNP-hard → coNP-hard → NP-hard
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∀Thank you!

∃Questions?