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**Graceful Degradation – What We Mean**

Lo-criticality jobs are allowed to execute also after hi-criticality behavior is signaled, but with reduced WCET.

---

**Diagram:**

- **Hi-criticality:** $C(\text{Lo}) \leq C(\text{Hi})$
  - Smaller WCETs
  - Larger WCETs

- **Lo-criticality:** $C(\text{Hi}) \leq C(\text{Lo})$
  - Larger WCETs
  - Smaller WCETs

---
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- With one of three correctness criteria:
  1. CC-1
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- With one of two workload models:
  1. Independent jobs
  2. Sporadic tasks

- Semi-clairvoyant scheduling

- Graceful degradation

- A preemptive uniprocessor
Correctness criterion CC-1 — insights

No active lo-crit. job gets to keep their $C(\text{lo})$ budgets.
**Correctness criterion CC-1 — insights**

**CC-1**

*No* active *lo-crit.* job gets to keep their $C(\text{lo})$ budgets.

**Lo-crit. job:**
No active low-crit. job gets to keep their $C(\text{lo})$ budgets.
Correctness criterion CC-1 — insights

No active lo-crit. job gets to keep their \( C(\text{lo}) \) budgets.

Hi-crit. job arrives and signals hi-crit. behavior

Lo-crit. job:

\[ C(\text{hi}) \]

\[ C(\text{lo}) \]
Correctness criterion CC-1 — insights

No active lo-crit. job gets to keep their $C(\text{lo})$ budgets.

Hi-crit. job arrives and signals hi-crit. behavior

Can be skipped

lo-crit. job:
Correctness criterion CC-1 — insights

No active lo-crit. job gets to keep their $C(\text{lo})$ budgets.

**CC-1**

Hi-crit. job arrives and signals hi-crit. behavior

Wasted execution

Can be skipped

Lo-crit. job:
CC-1 — RESULTS

Prior work

CC-1 without graceful degradation (i.e., $C(\text{Hi}) = 0$ for low-crit. jobs) is the setting in Agrawal et al., RTSS’19.
CC-1 — RESULTS

Prior work

CC-1 without graceful degradation (i.e., $C(\text{hi}) = 0$ for lo-crit. jobs) is the setting in Agrawal et al., RTSS’19.

We extend the same results to work \textit{with graceful degradation}.
CC-1 — RESULTS

Prior work

CC-1 without graceful degradation (i.e., $C(\text{hi}) = 0$ for low-crit. jobs) is the setting in Agrawal et al., RTSS’19.

We extend the same results to work with graceful degradation.

1. A polynomial-time solution for jobs:
   - A Linear Program (LP) for exactly solving the feasibility problem.
   - A table-based optimal scheduler extracted from the LP solution.
CC-1 — RESULTS

Prior work

CC-1 without graceful degradation (i.e., $C(hi) = 0$ for low-crit. jobs) is the setting in Agrawal et al., RTSS’19.

We extend the same results to work with graceful degradation.

1. A polynomial-time solution for jobs:
   - A Linear Program (LP) for exactly solving the feasibility problem.
   - A table-based optimal scheduler extracted from the LP solution.

2. A polynomial-time solution for implicit-deadline sporadic tasks.
   - An exact utilization-based feasibility test.
   - A fluid-based optimal scheduler.
   - (This followed directly from Agrawal et al.)
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<table>
<thead>
<tr>
<th>Criteria</th>
<th>Jobs</th>
<th>Sporadic tasks</th>
</tr>
</thead>
<tbody>
<tr>
<td>CC-1</td>
<td>Polynomial-time solvable (LP formulation)</td>
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</tr>
<tr>
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</tr>
<tr>
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<td></td>
</tr>
<tr>
<td></td>
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</tr>
<tr>
<td>CC-3</td>
<td>Solvable in $O(n^2 \log n)$</td>
<td>Pseudo-poly. time solvable with bounded utilization</td>
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<td></td>
</tr>
</tbody>
</table>

**Conclusion:**

CC-3 $\Rightarrow$ CC-2 $\Rightarrow$ CC-1
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Over-approximating either CC-1 or CC-2 by CC-3 has a worst-case speedup cost of 2 (which is tight).
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The modeling overhead of CC-3

Over-approximating either CC-1 or CC-2 by CC-3 has a worst-case speedup cost of 2 (which is tight).

The modeling overhead of CC-2

Over-approximating CC-1 by CC-2 has a worst-case speedup cost in $[\varphi, 2]$. ($\varphi \approx 1.618$ is the golden ratio.)
∀Thank you!

∃Questions?