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Stochastic Games

m Three types of states

m Models: lossy channel systems, Petri nets, etc
m Infinite-state

m Winning conditions: Biichi, Co-Biichi, Parity, .
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Conclusions and Current Challenges

Decisive Markov Chains

m Simple characterization.

m Examples: Petri nets, lossy channel systems, noisy Turing
machines, ...

m Analysis: qualitative, quantitative analysis, expected
reward, limiting behaviors, stochastic games, ...
m Unexpected behaviors:

e Decidability of repeated reachability vs. undecidability of
simple reachability (for PPN).

e Decidability of simple reachability for control states vs.
undecidability for upward closed sets (for PPN).

e Decidability of repeated reachability for probabilistic lossy
channel systems vs. undecidability in the non-probabilistic
case.
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Conclusions and Current Challenges

Challenges:

m Open problems:

e Approximated quantitative repeated reachability analysis
for PPNs.

e Exact quantitative analysis.

e Qualitative analysis for PPNs wrt. reachability problems.

m Relation to recently studied models: e.g., energy games.
m Implementation effort:

e Probabilistic parameterized systems: mutex protocols,
distributed algorithms, ...
e Communication protocols
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