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## 1 INTRODUCTION

A parameterized system consists of an arbitrary number of identical concurrent processes. Parameterized verification means that we analyze the correctness of the system regardless of the number of processes. Such systems have been extensively studied both theoretically and practically for almost three decades (see e.g. [Abdulla and Delzanno 2016; Apt and Kozen 1986; Bloem et al. 2016; German and Sistla 1992]), and it is the subject of one chapter of the recent Handbook of Model Checking [Abdulla et al. 2018d].

Most previous research on parameterized verification has been made under the fundamental assumption that the processes behave according to the classical Sequential Consistency (SC) semantics. Under SC, the processes perform read and write operations atomically on a set of shared variables, and the runs of the program consist of interleavings of the process executions. However, it is unrealistic to assume SC behaviors in modern applications. The reason is that, due to hardware and compiler optimizations, most modern platforms allow more relaxed program behaviors than those allowed under SC, leading to so called weak memory models. Weakly consistent platforms are found at all levels of system design such as multiprocessor architectures (e.g., [Sarkar et al. 2011; Sewell et al. 2010]), Cache protocols (e.g., [Elver and Nagarajan 2014; Ros and Kaxiras 2016]), language level concurrency (e.g., [Lahav et al. 2016]), and distributed data stores (e.g., [Burckhardt
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[^0]2014]). Notwithstanding, very little research has been conducted on parameterized verification of concurrent programs under weak memory models. In fact, parameterized systems give rise to difficult verification problems already in the case of SC; and the task becomes even harder due to the intricate extra behaviors that are introduced due to weak consistency.

In this paper, we study parameterized verification of programs running on weak memory models. More precisely, we consider the decidability and complexity of parameterized verification, where an unbounded number of finite-state processes run concurrently under the Total Store Order (TSO) semantics. TSO is one of the most well-known memory models, and has previously been adopted by Sun's SPARC multiprocessors [Weaver and Germond 1994], and used as a formalization of the x86-TSO memory model [Owens et al. 2009; Sewell et al. 2010]. The operational model of programs running under TSO inserts an unbounded buffer between each process and the shared memory. The buffer contains a sequence of pending write messages that have been performed by the process but not yet reached the memory. Write operations are not atomic in the sense that they are initially stored in the buffer of the process, and hence they are not immediately visible to the rest of the processes. Messages can non-deterministically be used to update the memory, i.e., be moved from the buffer to the shared memory in a FIFO manner. A read operation on a variable $x$ fetches the latest value of $x$ stored in the buffer of the process. If there are no pending write operations on $x$ in the buffer, the process reads the value of $x$ from the memory. Since the buffers are unbounded, the system has an infinite state space even if the considered program is finite-state. In fact, the complexity of the reachability problem for finite-state programs is non-primitive recursive under the TSO semantics [Atig et al. 2010], as opposed to the well-known Pspace complexity in the case of the SC semantics. Notice that the class of systems we consider in this paper are infinite in two dimensions, namely we have an unbounded number of processes, each with an unbounded buffer.

We analyze the complexity of the reachability problem for the case where we have an arbitrary number of finite-state processes. We prove that the problem is PSPACE-complete, thus reducing the non-primitive recursive complexity of the non-parameterized case. The proof of membership in PSpACE relies on a novel abstraction, called pivot abstraction, which is exact wrt. reachability, i.e., a given process state is reachable under the pivot semantics iff it is reachable under the concrete TSO semantics. The abstraction defines a scheme that translates each run of the concurrent program under TSO to a new run performed by a set of abstract processes that are executed in a sequential manner. The abstract states, called views, are defined to meet two necessary objectives, namely: (i) exactness: to enable the abstract processes to simulate the concrete program faithfully, and (ii) compactness: to allow reachability analysis to be performed using only a polynomial amount of space. The definition of views relies on the notion of an assignment which corresponds to a write operation performed by a process, assigning a given value to a shared variable. The definition of a view uses three key properties of assignments. (i) Unbounded supply: Due to parameterization, if any process can generate an assignment $a$, then any number of processes may generate $a$. In other words, there is an unbounded supply of $a$ that can be used by read operations of the other processes. (ii) Pivots: These are points along a run of the program at which assignments are moved from the buffers of the processes to the memory. For each assignment $a$, we identify the unique pivot corresponding to the first time a hits the memory. (iii) Rankings: The pivot points induce a natural ranking on the set of assignments in which an assignment $a$ is ranked lower than an assignment $a^{\prime}$ if the pivot point of $a$ occurs before the pivot point of $a^{\prime}$. An important observation is that, to generate a given assignment $a$, it is sufficient to generate all the assignments with a rank lower than that of $a$. Since there are finitely many assignments, we can run finitely many processes, called the (assignment) providers whose roles are to generate the assignments one after the other in increasing rank order. Pivot abstraction defines exactly the amount of information to store in the view so that we can run the providers while satisfying both the exactness and compactness criteria.

We also show a Pspace lower bound for the reachability problem through a reduction from the reachability problem for 1 -safe Petri nets. The reduction relies crucially on the use of initial values of the variables in the memory. This is also confirmed by the fact that, for the case where we do not allow the processes to read the initial values, we show that the reachability problem can be solved in polynomial time. The reason is that, now, we only need to keep track of the set of write operations that have been issued by the processes, leading to a polynomial-sized abstraction.

Finally, we explain why adding read-modify-write operations will make the model retrieve the non-primitive recursive complexity of the reachability problem. This is straightforward since the proof for the non-parameterized case involves only two processes [Atig et al. 2010]. If we allow read-modify-write operations (where a sequence of read and write operations are allowed to execute atomically), then such sequences can be used to identify two distinguished members among the set of processes, even when all the processes are initially identical, thus going back to the non-parameterized case.

Related Work. Parameterized verification has been studied for many years (see [Abdulla et al. 2018d; Bloem et al. 2016] for recent surveys of the field.) The problem was originally shown to be undecidable even when assuming that each process has a finite state space [Apt and Kozen 1986]. Therefore, special classes of systems have been studied. Such systems are characterized by their topology (un-ordered, arrays, trees, graphs, rings, etc), the allowed communication mechanisms (shared memory, rendez-vous, broadcast, lossy channels, etc), and the types of processes (anonymous, with IDs, with priorities, etc) [Delzanno et al. 2010; Emerson and Kahlon 2003, 2004; Esparza et al. 1999; Ganty and Majumdar 2012; Namjoshi and Trefler 2016]. Another line of research has been to define abstractions based on regular model checking [Abdulla 2012; Boigelot et al. 2003; Bouajjani et al. 2012; Kesten et al. 2001], monotonic abstraction [Abdulla et al. 2010], and symmetry reduction [Abdulla et al. 2016b; Emerson et al. 2000; Kaiser et al. 2010].

One of the first decidability results was reported in [German and Sistla 1992], where the authors consider the verification of systems consisting of an arbitrary number of processes. In the model, the processes are finite-state machines that interact through rendez-vous communication. The paper shows that the model checking problem is Expspace-complete. In a series of more recent papers, parameterized verification has been considered in the case where the individual processes are push-down automata. In [Kahlon 2008] it is shown that the reachability problem is decidable when the system consists of an arbitrary number of identical push-down automata. The paper [Hague 2011] extends this result to the case of having one distinguished leader process together with arbitrarily many slave processes. In [Esparza et al. 2016] it is shown that the problem is in fact Pspace-complete. The above results are extended further to the case of higher-order pushdown automata [La Torre et al. 2015], and to the case of push-down automata with dynamic thread creation [Muscholl et al. 2017]. In [Fortin et al. 2017] it is shown that the verification of regular properties of executions satisfying some stuttering conditions is Nexptime-complete.

Several papers have also considered parameterized verification of timed processes. The paper [Abdulla and Jonsson 2003] shows that reachability is decidable if each process has a single clock. The paper [Abdulla et al. 2004] shows that the problem becomes undecidable when allowing two clocks. The paper [Abdulla et al. 2018b] shows that the problem is Pspace-complete.

In contrast to this paper, all the above works assume the SC semantics. The paper [Abdulla et al. 2018a] considers parameterized verification of programs running under TSO. However, the paper applies the framework of well-structured systems where the buffers of the processes are modelled as lossy channels, and hence the complexity of the algorithm is non-primitive recursive. In particular, the paper does not give any complexity bounds for the reachability problem (or any other verification problems). The PSPACE-completeness result of this paper represents a substantial
improvement from a theoretical point of view, and we believe that it will potentially help in designing more efficient algorithms for parameterized systems under TSO. The paper [Bouajjani et al. 2013] considers checking the robustness property against SC for parameterized systems running under the TSO semantics. However, the robustness problem is entirely different from reachability, and the techniques and results developed in the paper cannot be applied in our setting. In fact, the paper shows that the problem is ExpSpace-hard.

Outline. In the next two sections we give some preliminaries and recall the classical semantics of TSO. We define pivot abstraction in Section 4, and prove its correctness in Section 5. In Section 6 we show PSpace-completeness of the reachability problem. In Section 7 we prove polynomial time complexity for the case where the processes are not allowed to read the initial values of the variables. Finally, in Section 8, we present some conclusions, discussions, and directions for future work.

## 2 PRELIMINARIES

Notation. We use $\mathbb{N}$ and $\mathbb{B}=\{$ true, false $\}$ to represent the sets of natural numbers and Boolean values respectively.

For sets $A$ and $B$, we write $f: A \rightarrow B$ to denote that $f$ is (possibly partial) function that maps elements from $A$ to $B$, and write $f(a)=\perp$ when $f$ is undefined for $a$. We define $f[a \leftarrow b]$ to be the function $f^{\prime}$ such that $f^{\prime}(a)=b$ and $f^{\prime}\left(a^{\prime}\right)=f\left(a^{\prime}\right)$ if $a^{\prime} \neq a$. We write $f: A \dot{\rightarrow} B$ to indicate that the function $f$ is total. We use $[A \rightarrow B]$ and $[A \stackrel{\bullet}{\rightarrow} B]$ to represent the sets of functions resp. total functions from $A$ to $B$.

Assume a finite set $A$. We let $|A|$ be the size of $A$. We use $A^{*}$ to denote the set of finite words over $A$. For a word $w$, we let $|w|$ be the length of $w$, and for $i: 1 \leq i \leq|w|$, we let $w[i]$ be the $i^{t h}$ element of $w$, and $w[i \cdots j]$ to be the subword $w[i] w[i+1] \cdots w[j]$. We write $a \in w$ when $w[i]=a$ for some $i$. We define last $(w):=w[|w|]$, i.e., it is the last symbol that occurs in $w$. We say that $w$ is differentiated if $w[i] \neq w[j]$ whenever $i \neq j$, i.e., $w$ contains pairwise distinct elements. We use $A^{\text {Diff }}$ to denote the set of all differentiated words over $A$. For a differentiated word $w \in A^{\text {Diff }}$ and $a \in w$, we define $\operatorname{Pos}(w)(a)$ to be the unique $i$ such that $w[i]=a$, i.e., it is the position in $w$ where $a$ occurs. We assume that $\operatorname{Pos}(w)(a)=\perp$ in case $a \notin w$. For words $w_{1}$ and $w_{2}$, we let $w_{1} \bullet w_{2}$ be their concatenation.

We view a multiset over $A$ as a function $M: A \stackrel{\bullet}{\rightarrow} \mathbb{N}$ where $M(a)$ gives the number of occurrences of $a$ in $M$. We use $A^{\circledast}$ to be the set of finite multisets over $A$. For multisets $M_{1}, M_{2} \in A^{\otimes}$, we write $M_{1} \leq M_{2}$ when $M_{1}(a) \leq M_{2}(a)$ for all $a \in A$. We define $M_{1}+M_{2}:=M$ where $M(a)=M_{1}(a)+M_{2}(a)$ for all $a \in A$. If $M_{1} \leq M_{2}$, we define $M_{2}-M_{1}:=M$ where $M(a)=M_{2}(a)-M_{1}(a)$ for all $a \in A$.

Transition Systems. A labeled transition system is a triple $\left\langle C, C_{i n i t}, L, \rightarrow\right\rangle$ where $C$ is a (potentially infinite) set of configurations, $C_{\text {init }} \subseteq C$ is the set of initial configurations, $L$ is a finite set of labels, and $\rightarrow \subseteq C \times L \times C$ is the transition relation. As usual, we write $c_{1} \xrightarrow{l} c_{2}$ instead of $\left\langle c_{1}, l, c_{2}\right\rangle \in \rightarrow$. We write $c_{1} \rightarrow c_{2}$ to denote that $c_{1} \xrightarrow{l} c_{2}$ for some $l \in L$. For sets of configurations $C_{1}, C_{2} \subseteq C$, we write $C_{1} \rightarrow C_{2}$ to denote that $c_{1} \rightarrow c_{2}$ for some $c_{1} \in C_{1}$ and $c_{2} \in C_{2}$. We define $\xrightarrow{*}$ to be the reflexive transitive closure of $\rightarrow$. If $C_{1} \xrightarrow{*} C_{2}$ then we say that $C_{2}$ is reachable from $C_{1}$. Sometimes, we write $C_{1} \rightarrow c_{2}$ instead of $C_{1} \rightarrow\left\{c_{2}\right\}$, and say that $c_{2}$ is reachable from $C_{1}$, (and similarly for $\left\{c_{1}\right\} \rightarrow C_{2}$ and $\left\{c_{1}\right\} \rightarrow\left\{c_{2}\right\}$. A run $\rho$ is a sequence

$$
c_{0} \xrightarrow{l_{1}} c_{1} \xrightarrow{l_{2}} c_{2} \cdots \xrightarrow{l_{n}} c_{n}
$$

In such a case we write $c_{0} \xrightarrow{n} c_{n}$ to emphasize that $c_{0}$ can reach $c_{n}$ in $n$ steps, and also write $c_{0} \xrightarrow{\rho} c_{n}$ to emphasize that $c_{0}$ reaches $c_{n}$ through the run $\rho$. Notice that $c \xrightarrow{*} c^{\prime}$ iff $c \xrightarrow{n} c^{\prime}$ for some $n \geq 0$ iff $c \xrightarrow{\rho} c^{\prime}$ for some run $\rho$. Abusing notation, we write $c \in \rho$ to denote that $c=c_{i}$ for some $i: 0 \leq i \leq n$, i.e., $c$ appears somewhere along the run. Similarly, we write $l \in \rho$ to denote that $l=l_{i}$ for some $i: 1 \leq i \leq n$. We define $\# \rho:=n$. We say that $\rho$ is initialized if $c_{0} \in C_{\text {init }}$. We define start $(\rho):=c_{0}$ end $(\rho):=c_{n}$, i.e., they are the first and end configurations in $\rho$ respectively.

Two runs $\rho_{1}$ and $\rho_{2}$ are said to be matching if end $\left(\rho_{1}\right)=\operatorname{start}\left(\rho_{2}\right)$. For matching runs $c_{0} \xrightarrow{l_{1}}$ $c_{1} \cdots \xrightarrow{l_{m}} c_{m}$ and $c_{m} \xrightarrow{l_{m+1}} c_{m+1} \cdots \xrightarrow{l_{n}} c_{n}$, we define $\rho_{1} \bullet \rho_{2}$ to be the run $c_{0} \xrightarrow{l_{1}} c_{1} \cdots \xrightarrow{l_{m}}$ $c_{m} \xrightarrow{l_{m+1}} c_{m+1} \cdots \xrightarrow{l_{n}} c_{n}$ Furthermore, for runs $\rho_{1}$ and $\rho_{2}$ with end $\left(\rho_{1}\right)=c_{1}$, $\operatorname{start}\left(\rho_{2}\right)=c_{2}$, and $c_{1} \xrightarrow{l} c_{2}$, we define $\left[\rho_{1}\right] l\left[\rho_{2}\right]$ to be the run $\rho_{1} \bullet\left(c_{1} \xrightarrow{l} c_{2}\right) \bullet \rho_{2}$.

For $i, j: 0 \leq i, j \leq n$, we define the sub-run of $\rho$ from $i$ to $j$ :

$$
\rho[i \cdots j]:=c_{i} \xrightarrow{l_{i+1}} c_{i+1} \xrightarrow{l_{i+2}} c_{i+2} \cdots \xrightarrow{l_{j}} c_{j}
$$

In other words, it is the segment of $\rho$ from $i$ to $j$. For run $\rho_{1}$ and $\rho_{2}$, we say that $\rho_{2}$ is a sub-run of $\rho_{1}$ if $\rho_{2}=\rho_{1}[i \cdots j]$ for some $i$ and $j$. If $\rho_{2}$ is a sub-run of $\rho_{1}$ then $\rho_{1}=\rho_{3} \bullet \rho_{2} \bullet \rho_{4}$ for some $\rho_{3}$ and $\rho_{4}$. As a special case, we define $\rho[i]:=\rho[i \cdots i]=c_{i}$.

## 3 TOTAL STORE ORDERING (TSO)

In this section, we will recall the classical definition of the Total Store Order (TSO) semantics [Owens et al. 2009; Sewell et al. 2010], adapt it to the parameterized setting, and introduce the parameterized reachability problem over TSO.

### 3.1 Syntax

We assume a finite set $\mathbb{X}$ of shared variables ranging over a finite domain $\mathbb{D}$ of data values, where each variable $x \in \mathbb{X}$ has an initial value init $(x) \in \mathbb{D}$. We consider a set of processes that communicate through the shared variables. A process definition $\mathcal{P}$ is a triple $\left\langle Q, q_{\text {init }}, \Delta\right\rangle$ where $Q$ is a finite set of (process) states, $q_{\text {init }} \in Q$ is the initial state, and $\Delta$ is a finite set of transitions. A transition $\delta \in \Delta$ is a triple $\left\langle q, \sigma, q^{\prime}\right\rangle$ where $q, q^{\prime} \in Q$ are states and $\sigma$ is an instruction. An instruction is either the empty instruction skip, a write instruction $\mathrm{w}(x, d)$ where $x \in \mathbb{X}$ is a variable and $d \in \mathbb{D}$ is a value, a read instruction $\mathrm{r}(x, d)$ with $x \in \mathbb{X}$ and $d \in \mathbb{D}$, or the memory fence instruction mf .

### 3.2 Semantics

We describe the concrete operational semantics of programs under TSO as a labeled transition system that is induced by a process definition. To that end, we will define the set of configurations and then define a transition relation on this set. In the TSO semantics, an unbounded FIFO buffer is inserted between each process and the shared memory. The buffer contains a sequence of "pending" write messages (write operations) of the process, each corresponding to the assignment of a given value to a given variable. More precisely, an assignment $a$ is a pair $\langle x, d\rangle$ where $x \in \mathbb{X}$ is a variable and $d \in \mathbb{D}$ is a value. We let $\mathcal{A}=\mathbb{X} \times \mathbb{D}$ be the set of assignments. A buffer state represents the content of a buffer, and it is a member of the set $\mathcal{A}^{*}$. A (concrete) configuration of the system consists of the local states (process states and buffer contents) of a finite (but unbounded) set of processes, together with the state of the memory. Formally, a (concrete) configuration is a tuple $\gamma=\langle\mathcal{I}, Q, \mathcal{B}, \mathcal{M}\rangle$ where $I$ is a finite index set, each index representing one process, $Q: I \rightarrow Q$ defines the local states of the processes, $\mathcal{B}: \mathcal{I} \rightarrow \mathcal{A}^{*}$ defines the buffer states, i.e., the buffer contents of the processes, and $\mathcal{M}: \mathbb{X} \dot{\rightarrow} \mathbb{D}$ is the memory state defining the value of each variable
$\left\langle q\right.$, skip, $\left.\mathbf{q}^{\prime}\right\rangle \in \Delta, \iota \in \mathcal{I}, \mathcal{Q}(\iota)=q$
$\langle\mathcal{I}, \mathcal{Q}, \mathcal{B}, \mathcal{M}\rangle \xrightarrow{\langle\iota, \text { skip }\rangle}$ skip
si $\left., \mathcal{Q}\left[\iota \leftarrow q^{\prime}\right], \mathcal{B}, \mathcal{M}\right\rangle$
$\left\langle q, \mathrm{w}(x, d), q^{\prime}\right\rangle \in \Delta, \iota \in \mathcal{I}, \mathcal{Q}(\iota)=q$
$\langle\mathcal{I}, \mathcal{Q}, \mathcal{B}, \mathcal{M}\rangle \xrightarrow{\langle\iota, \mathrm{w}(x, d)\rangle} \underset{\bigcirc}{ }\left\langle\mathcal{I}, \mathcal{Q}\left[\iota \leftarrow q^{\prime}\right], \mathcal{B}[\iota \leftarrow\langle x, d\rangle \bullet \mathcal{B}(\iota)], \mathcal{M}\right\rangle$ write

$$
\begin{gathered}
\frac{\left\langle q, \mathrm{r}(x, d), q^{\prime}\right\rangle \in \Delta, \iota \in \mathcal{I}, \mathcal{Q}(\iota)=q, \operatorname{LVal}(\mathcal{B}(\iota))(x)=d}{\langle\mathcal{I}, \mathcal{Q}, \mathcal{B}, \mathcal{M}\rangle \xrightarrow{\langle\iota, \operatorname{row}(x, d)\rangle}\left(\mathcal{C}\left\langle\mathcal{I}, \mathcal{Q}\left[\iota \leftarrow q^{\prime}\right], \mathcal{B}, \mathcal{M}\right\rangle\right.}
\end{gathered}
$$



Fig. 1. The operational semantics of TSO. Here, we assume that $\iota \in \mathcal{I}$.
in the shared memory. We use $C^{©}$ to denote the set of concrete configurations. Here, © stands for the concrete semantics as opposed to the different abstract semantics that we will introduce in the later sections. We define the function $\mathrm{LVal}: \mathcal{A}^{*} \stackrel{\rightharpoonup}{\rightarrow}[\mathbb{X} \dot{\rightarrow} \mathbb{D} \cup\{\varnothing\}]$, where $\varnothing \notin \mathbb{D}$, such that (i) $\operatorname{LVal}(w)(x):=d$ if $w=w_{1} \bullet\langle x, d\rangle \bullet w_{2}$ and there is no $d^{\prime} \in \mathbb{D}$ such that $\left\langle x, d^{\prime}\right\rangle \in w_{1}$; and (ii) $\operatorname{LVal}(w)(x):=\varnothing$ if there is no $d \in \mathbb{D}$ such that $\langle x, d\rangle \in w$. The function gives the value of the last pending write message on a variable if such a message exists; otherwise the value is given by the special "no-last" symbol $\varnothing$. We write $x \in w$ to denote that $\operatorname{LVal}(w)(x) \neq \varnothing$, i.e., to indicate that $x$ occurs in $w$.

The transition relation on configurations is defined through the set of inference rules shown in Fig. 1. The semantics defines a labeled transition relation $\xrightarrow{\lambda}$ © on the set of configurations. Each transition step is labeled with an event $\lambda$ that corresponds to a process performing one step. Such a step is either the execution of an instruction, or performing a memory update. More precisely, an event is a pair $\lambda=\langle\iota, \mathrm{op}\rangle$ where $t \in \mathcal{I}$ is the index of the process performing the transition, and op describes the operation performed by the process. An operation op is of one of the forms skip, $\mathrm{w}(x, d)$, $\operatorname{row}(x, d), \operatorname{rfm}(x, d), \mathrm{u}(x, d)$, or mf , where $x \in \mathbb{X}$ is a variable and $d \in \mathbb{D}$ is a value. The different types of operations are explained as we introduce the inference rules below. The skip operation only changes the state of the process. When a process executes a write instruction $\mathrm{w}(x, d)$ the message $\langle x, d\rangle$ is appended to the end of its buffer. In order to perform a read instruction $r(x, d)$, the last write message on $x$ in the buffer of the process should be of the form $\langle x, d\rangle$. In such a case we say that the process is performing a read-own-write operation. If there is no pending write message on $x$ in the buffer of the process, the value of $x$ in the memory should be $d$. In this case we say that the process is reading from the memory. At any point in the execution of the program, the write message (of form $\langle x, d\rangle$ ) at the head of the buffer of a process may non-deterministically be chosen, removed from the buffer, and used to update the value of $x$ in the memory to $d$. A fence operation can be performed by a process only if its buffer is empty. We observe that the set of processes is not changed when performing transitions. However, the set $I$ of indices is not a priori bounded.

An initial configuration is of the form $\left\langle\mathcal{I}, Q_{\text {init }}, \mathcal{B}_{\text {init }}, \mathcal{M}_{\text {init }}\right\rangle$, where $Q_{\text {init }}(\iota)=q_{\text {init }}, \mathcal{B}_{\text {init }}(\iota)=\epsilon$ for all $\iota \in I$, and $\mathcal{M}_{\text {init }}(x)=\operatorname{init}(x)$ for all $x \in \mathbb{X}$. In other words, all the processes start from the initial state with an empty buffer, and the initial memory state is defined by the initial values of the variables. We use $\Gamma_{\text {init }}$ to denote the set of initial configurations. The set $\Gamma_{\text {init }}$ is infinite since there is no bound on the size of the set $I$.

We define the types and arguments of operations. Consider an operation op. We define op-type $\epsilon$ $\{s k i p, w, r o w, r f m, u, m f\}$ depending on the type of the operation. We define op $\cdot v a r:=x$ and op • val := $d$ where $x \in \mathbb{X}$ and $d \in \mathbb{D}$ are the variable and the value used in op respectively (if such an $x$ and $d$ exist). For instance, if op is of the form $\mathrm{rfm}(x, d)$ then $\mathrm{op} \cdot \operatorname{type}=\mathrm{rfm}, \mathrm{op} \cdot \operatorname{var}=x$, and op $\cdot \mathrm{val}=d$. If op is of the form skip or mf then $\mathrm{op} \cdot \mathrm{var}$ and op $\cdot \mathrm{val}$ are not defined. We extend these definitions to events. For an event $\lambda=\langle\iota, \mathrm{op}\rangle$, we define $\lambda \cdot$ index $:=\iota, \lambda \cdot \mathrm{opr}:=\mathrm{op}$, $\lambda \cdot$ type $:=\mathrm{op} \cdot$ type, $\lambda \cdot$ var $:=\mathrm{op} \cdot \mathrm{var}$, and $\lambda \cdot \mathrm{val}:=\mathrm{op} \cdot \mathrm{val}$.
We use $\mathcal{R}^{\odot}$ to denote the set of initialized runs under the concrete semantics. Consider an initialized run:

$$
\rho=\gamma_{0} \xrightarrow{\lambda_{1}} \odot \gamma_{1} \xrightarrow{\lambda_{2}} \odot \gamma_{2} \cdots \xrightarrow{\lambda_{n}} \text { © } \gamma_{n} \in \mathcal{R}^{\text {© }}
$$

For an $i: 0 \leq i \leq n$ and a variable $x \in \mathbb{X}$, we define Clean $(\rho)(i)(x):=$ true if there are no $d \in \mathbb{D}$ and $j: 1 \leq j \leq i$ such that $\lambda_{j} \cdot \mathrm{opr}=\mathrm{u}(x, d)$, and define Clean $(\rho)(i)(x):=$ false otherwise. In other words, the value of $x$ is clean in the memory up to the point $i$ in $\rho$ in the sense that the initial value of $x$ has not been overwritten by any update operations. Notice that the runs of a program are dirty-stable in the sense that, once a variable is overwritten in the memory, i.e., once it becomes "dirty", then it will remain dirty for the rest of the run.

### 3.3 The Reachability Problem

For a set $\Gamma$ of configurations and a state $q$, we write $\Gamma \rightarrow$ © $q($ resp. $\Gamma \xrightarrow{*}$ © $q$ ) to denote that there are configurations $\gamma \in \Gamma$, and $\gamma^{\prime}=\langle\mathcal{I}, Q, \mathcal{B}, \mathcal{M}\rangle$, such that $\gamma \rightarrow \odot \gamma^{\prime}\left(\right.$ resp. $\left.\gamma \xrightarrow{*} \odot \gamma^{\prime}\right)$ and $Q(\imath)=q$ for some $\iota \in I$.

An instance of the parameterized reachability problem for TSO is given by a process definition $\left\langle Q, q_{\text {init }}, \Delta\right\rangle$ and a state $q_{\text {target }} \in Q$. The question is whether $\Gamma_{\text {init }} \xrightarrow{*}$ © $q_{\text {target }}$, i.e., whether $q_{\text {target }}$ is reachable from some initial configuration.

Remark. In the class of systems we consider, all the processes start from the same initial state. However, the analysis we perform in the subsequent sections will go though even if we allow the processes to start from different initial processes, and thus allow different process definitions rather than a single one. The only requirement is that we allow an arbitrary number of processes to start from each initial state.

## 4 PIVOT ABSTRACTION

In this section we take the first step in showing that the parameterized reachability problem for TSO is in Pspace. More precisely, we will define an abstraction, called pivot abstraction, that is exact wrt. the reachability problem in the sense that, for a given program and a given process state, the process state is reachable from an initial configuration under the pivot semantics iff it is reachable from an initial configuration under the concrete semantics.

Pivot abstraction relies on a scheme in which each concrete run $\rho \in \mathcal{R}^{\odot}$ of the concurrent program is translated to a new run $\rho^{\prime}$ performed by a set of processes that are executed sequentially (one after the other without overlapping). To derive the scheme, we will identify a set of pivot points along the original run $\rho$. Each pivot point corresponds to a unique assignment pair $a \in \mathcal{A}$. More precisely, it is the first update operation involving $a$ that hits the shared memory in $\rho$. The pivot points induce a natural ranking on the set of assignments in which an assignment $a$ is ranked lower than an assignment $a^{\prime}$ if the pivot point of $a$ occurs before the pivot point of $a^{\prime}$. A crucial observation is that to generate an assignment $a$, we only need to generate the assignments with a lower rank than $a$. The abstraction then runs one process at a time, each with the goal of generating
one particular assignment. The process generating the assignment $a$ will start running only after the termination of all the processes that generate assignments that have lower ranks than $a$.

In the rest of the section we will formalize these ideas. First, we introduce the main concepts behind pivot abstraction, followed by an informal description of the pivot transition system. Then, we define the semantics formally by introducing the pivot transition system, i.e., the set of configurations and the transition relation on them, and adapt the definition of the reachability problem to the case of the pivot semantics. In the end of this section, we will describe some characteristics of program runs under the pivot semantics that we will use later to present the correctness arguments, and also illustrate the main concepts through a detailed example.

In the later sections, we show the correctness of pivot abstraction, i.e., show its soundness and completeness wrt. reachability, and also show that checking reachability on the set of abstract configurations can be carried out in polynomial space.

### 4.1 Concepts

Pivot abstraction keeps track of the order in which assignments are updated to the shared memory in a given concrete run of the program. In the rest of this sub-section, we fix an initialized concrete run

$$
\rho=\gamma_{0} \xrightarrow{\lambda_{1}} \odot \gamma_{1} \xrightarrow{\lambda_{2}} \odot \gamma_{2} \cdots \xrightarrow{\lambda_{n}} \text { © } \gamma_{n} \in \mathcal{R}^{\text {© }}
$$

We will identify certain pivot points and pivot processes along $\rho$ that play a special role in our abstraction. We will do that in three steps: (i) We define the points at which a given assignment is updated to the memory for the first time. (ii) We identify the write operations that generate these updates. (iii) We identify the processes that generate these write operations. Furthermore, we will rank pivot updates according to the order in which they occur, and translate this into a ranking of assignments, write events, and processes.

For an assignment $a \in \mathcal{A}$, we define the first position in $\rho$ where an update is performed using $a$. Formally:

$$
\operatorname{first}(\rho)(a):=\min \left\{i \mid \lambda_{i} \cdot \operatorname{opr}=\mathrm{u}(a)\right\}
$$

Although the assignment $a$ may occur multiple times in the buffers of the processes, the function first only considers the first time $a$ hits the memory. Also, first $(\rho)(a) \neq \perp$ iff $\lambda_{i} \cdot \mathrm{opr}=\mathrm{u}(a)$ for some $i: 1 \leq i \leq n$, i.e., the function is defined exactly for the set assignments that are updated to the memory along $\rho$. We define the update pivot points along $\rho$ to be exactly the points that correspond to the "first-time" updates of the different assignments:

$$
\operatorname{UPivots}(\rho)=\{i \mid(1 \leq i \leq n) \wedge(\exists a \in \mathcal{A} . \operatorname{first}(\rho)(a)=i)\}
$$

We rank the set of update pivot points according to the order in which they occur in $\rho$. For an $i \in \operatorname{UPivots}(\rho)$, we define:

$$
\operatorname{rank}(\rho)(i):=|\{j \mid(j \leq i) \wedge(j \in \operatorname{UPivots}(\rho))\}|
$$

We define the rank of a run $\rho$ to be the largest rank of an update operation in $\rho$ :

$$
\operatorname{rank}(\rho):=|\operatorname{UPivots}(\rho)|
$$

The value of $\operatorname{rank}(\rho)$ is equal to the number of distinct assignments that appear in $\rho$. For $k: 1 \leq k \leq$ $\operatorname{rank}(\rho)$, we define $\operatorname{UPivot}(\rho)(k)$ to be the unique $i \in \operatorname{UPivots}(\rho)$ such that $\operatorname{rank}(\rho)(i)=k$. We extend the ranking to the set of assignments. For an assignment $a \in \mathcal{A}$ such that first $(\rho)(a) \neq \perp$, we define:

$$
\operatorname{rank}(\rho)(a):=\operatorname{rank}(\rho)(f \operatorname{first}(\rho)(a))
$$

In other words, we rank the assignments according to the first times they hit the memory. Given two assignments $a$ and $a^{\prime}$, we rank $a$ lower than $a^{\prime}$ if the first message carrying $a$ reaches the
memory before the first message carrying $a^{\prime}$ reaches the memory. The order among the rest of the messages carrying $a$ or $a^{\prime}$ is not relevant for the ranking. We define the pivot assignment sequence:

$$
\operatorname{PASeq}(\rho):=a_{1}, a_{2} \cdots a_{n} \text { where } n=\operatorname{rank}(\rho) \text { and } \operatorname{rank}(\rho)\left(a_{i}\right)=i
$$

In other words, it is the sequence of assignments that are updated to the memory along $\rho$, ordered according to their ranks in $\rho$. Notice that PASeq $(\rho) \in \mathcal{A}^{\text {Diff }}$, and hence the $|\operatorname{PASeq}(\rho)| \leq|\mathbb{X}| \cdot|\mathbb{D}|$ for any $\rho \in \mathcal{R}^{\odot}$.

Next, we derive the set of write pivot points of $\rho$ from the set of update pivot points. For an $i: 1 \leq i \leq n$, where $\lambda_{i}=\langle\iota, \mathrm{u}(a)\rangle$, we define $\operatorname{GetW}(\rho)(i)$ to be the unique $j$ such that:

$$
\left(\lambda_{j}=\langle\iota, \mathrm{w}(a)\rangle\right) \wedge\left|\left\{k \mid(1 \leq k<i) \wedge\left(\lambda_{k}=\langle\iota, \mathrm{u}(a)\rangle\right)\right\}\right|=\left|\left\{k \mid(1 \leq k<j) \wedge\left(\lambda_{k}=\langle\iota, \mathrm{w}(a)\rangle\right)\right\}\right|
$$

This means that we identify the write corresponding to an update, i.e., both the update and the write operations are performed by the same process $l$, and the number of the update operations performed by $\iota$ before $i$ is equal to the number of write operations performed by $\iota$ before $j$. For an $i: 1 \leq i \leq n$, where $\lambda_{i}=\langle\iota, \mathrm{w}(a)\rangle$, we define $\operatorname{GetU}(\rho)(i)$ to be the unique $j$ (if $j$ exists) such that $\operatorname{GetW}(\rho)(j)=i$. Notice that $\operatorname{GetU}(\rho)(i)=\perp$ if there is no corresponding update in $\rho$, i.e., if the write message remains in the buffer until the end of the run.

We define the set of pivot write points in $\rho$. They are the points corresponding to write operations that induce the pivot updates.

$$
\operatorname{WPivots}(\rho):=\{i \mid \exists j \in \operatorname{UPivots}(\rho) . i=\operatorname{GetW}(\rho)(j)\} \cup\{n+1\}
$$

For technical convenience, the definition also adds the point $n+1$ (which is outside the run $\rho$ ). We rank the members of WPivots $(\rho)$ according to the update operations they induce, i.e., for an $i \in$ WPivots( $\rho$ ), we have:

$$
\operatorname{rank}(\rho)(i):= \begin{cases}\operatorname{rank}(\rho)(\operatorname{GetU}(\rho)(i)) & \text { if } 1 \leq i \leq n \\ \operatorname{rank}(\rho)+1 & \text { if } i=n+1\end{cases}
$$

The definition assigns the special rank $\operatorname{rank}(\rho)+1$ to the position $n+1$. For $k: 1 \leq k \leq \operatorname{rank}(\rho)+1$, we define $\operatorname{WPivot}(\rho)(k)$ to be the unique $i \in \operatorname{WPivots}(\rho)$ such that $\operatorname{rank}(\rho)(i)=k$.

Finally, we extend the notion of a pivot to the set of processes. A process may generate more than one pivot update. Therefore, we define the rank of a process, with index $\iota$ as a set:

$$
\operatorname{rank}(\rho)(\iota):=\left\{\operatorname{rank}(\rho)(i) \mid(i \in \operatorname{UPivots}(\rho)) \wedge\left(\lambda_{i} \cdot \operatorname{index}=\iota\right)\right\} \cup\{\operatorname{rank}(\rho)+1\}
$$

Notice that we assign the special rank $\operatorname{rank}(\rho)+1$ to all the processes.

### 4.2 Informal Description

The pivot semantics simulates the behavior of the processes in a concrete run using a sequence of abstract processes that run one after the other. Each abstract process simulates the behavior of a concrete process with rank $k$ for a given $k$. If the set of ranks of a concrete process is not a singleton, it is simulated by several abstract processes in the pivot semantics, namely one process for each of its ranks. The goal of each abstract process is to eventually provide the update of rank $k$ for a given $k$. We call such an abstract process a $k$-provider. The simulation runs the $k$-providers sequentially one after the other for increasing values of $k$. The $k$-provider then simulates a concrete process with rank $k$ from its initial state up to the point where it generates the write operation of rank $k$. The only values that the $k$-provider reads from memory (and that are not initial values) are the ones that correspond to assignments with rank less than $k$, i.e., assignments provided by $\ell$-providers with $\ell<k$. Additionally, there is an abstract process, called the verifier, which is run last and whose role is to reach the target state. The verifier can use the updates generated by all the providers but will itself not provide any updates used by the other processes. We can assume without loss of
generality that there is only one verifier in $\rho$. The reason is that the reachability problem asks for a target state, and it is sufficient that a single process reaches the target state in order to have a positive instance. Furthermore, the verifier does not provide any variable updates to the providers. For convenience, we sometime refer to the verifier process as the $(\operatorname{rank}(\rho)+1)$-provider.

In a run of the system, the same assignment $a$ may be used multiple times. However, the pivot semantics uses only one provider to provide all instances of $a$. The justification lies in the fact that, due to parameterization, if any process can provide $a$ then an arbitrary number of processes may provide $a$. This implies an unbounded-supply property: if any process has a pending write message available in its buffer (corresponding to the assignment $a$ ), then there is an unbounded supply of such write messages that can be used by read operations of the other processes. In particular, once $a$ has hit the memory, then an unbounded supply of $a$ will be available, since any number of processes may perform identical steps, reaching a point where they can provide $a$. Notice that the property does not hold in a single run, but it holds over the set of all runs. However, this is exactly what we need to check safety properties: If a process can reach a state then, for any $k$, there is another run in which $k$ processes will reach the same state.

### 4.3 The Pivot Transition System

Based on the concepts introduced above, we describe the pivot transition system. For a given program, the pivot transition system will simulate the concrete transition system of Section 3. Fix a process definition $\left\langle Q, q_{\text {init }}, \Delta\right\rangle$. First, we define the pivot configurations which we call views, and then define the pivot transition relation through a set of inference rules.

Roughly speaking, a view is a data-structure that describes the current state of some $k$-provider along a run with a given pivot sequence of assignments. The definition of views allows to achieve two goals, namely: (i) to enable the processes to carry out the simulation faithfully, and (ii) to allow reachability analysis to be performed using only a polynomial amount of space. We define the views in a stepwise manner, by identifying the types of information the providers need to store locally. To have a faithful abstraction, a provider needs to know (i) the state of the concrete process it is simulating, and (ii) the values the process can currently read from the different variables. Handling the state is straightforward, since we can simply allow a view to store the current state of the process. Handling readable values is more complicated, since write messages may be anywhere inside the (unbounded) buffer of the process, and also in the shared memory. To deal with this problem, we recall from the semantics of TSO (Section 3) that a process may fetch the value of a variable either by reading its own writes, or by reading from the memory. For reading own writes, we let the view data-structure store the latest value the process has written to each variable in the program. For reading from the memory, we let the view for a $k$-provider use the set of assignments up to rank $(k-1)$. Such assignments are the values that the $k$-provider needs in order to perform its simulation. Finally, to simulate the reading of the initial value of a variable, we enable the provider to decide whether it has ever written to that variable, and whether the variable is clean in the memory. To that end, we let a view store the highest ranked assignment the process has observed up to the current point of the run. The provider can now tell precisely whether it has already observed an update on a variable or not. More precisely, it can check the sequence of seen assignments and check whether the given variable occurs in the sequence or not.

A view $v$ is a tuple $\left\langle q, \mathcal{L}, \omega, \phi_{E}, \phi_{L}, \phi_{P}\right\rangle$. The tuple represents the "view" of a provider when simulating a concrete run $\rho \in \mathcal{R}^{\mathfrak{C}}$ of the program. Here, $q \in Q$ is a process state. The function $\mathcal{L}: \mathbb{X} \stackrel{\bullet}{\rightarrow} \mathbb{D} \cup\{\varnothing\}$ describes the latest (i.e., most recent) write instruction the process has performed on a variable. If such an instruction exists and it is of the form $\mathrm{w}(x, d)$ then $\mathcal{L}(x)=d$. If the process has not performed any write operations on $x$ and $x$ is clean in the memory then then $\mathcal{L}(x)=\varnothing$.

$\left.\left.\begin{array}{c}\left\langle q, \mathrm{w}(x, d), q^{\prime}\right\rangle \in \Delta,\langle x, d\rangle \in \omega\left[1 \cdots \phi_{P}-1\right], \phi_{L}^{\prime}=\phi_{L}\left[x \leftarrow \max \left(\phi_{L}^{\max }, \operatorname{Pos}(\omega)(x, d)\right)\right] \\ \left\langle q, \mathcal{L}, \omega, \phi_{E}, \phi_{L}, \phi_{P}\right\rangle \xrightarrow{\mathrm{w}(1)(x, d)}(\mathbb{D})\end{array} q^{\prime}, \mathcal{L}[x \leftarrow d], \omega, \phi_{E}, \phi_{L}^{\prime}, \phi_{P}\right\rangle\right)$

$\left.\left.\begin{array}{c}\left\langle q, \mathrm{r}(x, d), q^{\prime}\right\rangle \in \Delta,\langle x, d\rangle \in \omega\left[1 \cdots \phi_{P}-1\right], \phi_{E}^{\prime}=\max \left(\phi_{E}, \phi_{L}(x), \operatorname{Pos}(\omega)(x, d)\right) \\ \left\langle q, \mathcal{L}, \omega, \phi_{E}, \phi_{L}, \phi_{P}\right\rangle \xrightarrow{\mathrm{r}(3)(x, d)}(\mathbb{D})\end{array} q^{\prime}, \mathcal{L}, \omega, \phi_{E}^{\prime}, \phi_{L}, \phi_{P}\right\rangle\right)$

Fig. 2. Transitions of the pivot semantics.

We define $\mathcal{L}_{\varnothing}$ such that $\mathcal{L}_{\varnothing}(x)=\varnothing$ for all $x \in \mathbb{X}$. Furthermore, $\omega \in \mathcal{A}^{\text {Diff }}$ is a differentiated word that gives the pivot assignment sequence of the simulated concrete run $\rho$. This word is not changed when performing transitions, and hence it will remain the same throughout the whole pivot run. Notice that $\operatorname{Pos}(\omega)(a)=\operatorname{rank}(\rho)(a)$. The External pointer, $\phi_{E} \in\{0,1, \ldots,|\omega|\}$ helps the provider to keep track of the sequence of assignments, possibly performed by other processes, that the simulated process has observed. More precisely, for any assignment $a \in \omega\left[1 \cdots \phi_{E}\right]$ either $a$ itself or some assignment $a^{\prime}$ with $\operatorname{rank}(\rho)\left(a^{\prime}\right)>\operatorname{rank}(\rho)(a)$ and $\operatorname{rank}(\rho)\left(a^{\prime}\right) \in \omega\left[1 \cdots \phi_{E}\right]$ has been observed by the process. The Local pointer $\phi_{L}: \mathbb{X} \dot{\rightarrow}\{0,1, \ldots,|\omega|\}$ is a set of pointers, one for each variable $x \in \mathbb{X}$. It stores the highest ranked write operation the process itself has performed (on any variable) before it performed the latest write on $x$. We define $\phi_{L}^{\max }:=\max \left\{\phi_{L}(x) \mid x \in \mathbb{X}\right\}$, i.e., it is the local pointer with the highest value, and define $\phi_{L}^{0}$ such that $\phi_{L}^{0}(x)=0$ for all variables $x \in \mathbb{X}$,
 the rank of the process the current provider is simulating. We define $v \cdot$ state $:=q, v \cdot$ LWrite $:=\mathcal{L}$, $v \cdot$ eptr $:=\phi_{E}, v \cdot$ stamp $:=\omega, v \cdot \operatorname{lptr}:=\phi_{L}, v \cdot \operatorname{maxlptr}:=\phi_{L}^{\max }$, and $v \cdot$ pptr $:=\phi_{P}$. We define the signature $\operatorname{sig}(v):=\left\langle\phi_{P}, \phi_{E}\right\rangle$, i.e., it is the values of progress and external pointers of the view (in that order). As we shall see when we define the inference rules, all the views we generate will satisfy the invariant that $\phi_{E}<\phi_{P}$, and $\phi_{L}(x)<\phi_{P}$ for all variables $x \in \mathbb{X}$, i.e., the values of the external and internal pointers are all smaller than the progress pointer. This reflects the fact that a $k$-provider only uses (i.e., reads and writes) assignments with ranks lower than $k$. In particular, the second property implies that $\phi_{L}^{\max }<\left|\phi_{P}\right|$. We use $\mathcal{V}$ to denote the set of views.

For $\omega \in \mathcal{A}^{\text {Diff }}$ and $k: 1 \leq k \leq|\omega|+1$, we define the initial view induced by $\omega$ and $k$ as $v_{\text {init }}(\omega)(k):=\left\langle q_{\text {init }}, \mathcal{L}_{\ominus}, \omega, 0, \phi_{L}^{0}, k\right\rangle$. This view reflects initial state of the $k$-provider. The process is in its initial state $q_{\text {init }}$, and it has not performed any write operations (indicated by $\mathcal{L}_{\varnothing}$ ). Furthermore, it has not observed any assignments, and hence its external pointer is 0 . Since the process has not performed any write operation yet, its local pointer is also 0 for every variable. The value of the progress pointer is $k$, i.e., the provider is allowed to use assignments up to rank $k-1$.

We define the pivot semantics by defining a labeled transition relation $\xrightarrow{\mathrm{Op}}(\mathrm{D})$ on the set of views, as described by the inference rules in Fig. 2. Since we do not have process indices in the pivot semantics, we represent an event simply by the corresponding operation which is of one of the forms skip, $\mathrm{w}(1)(x, d), \mathrm{w}(2)(x, d), \mathrm{r}(1)(x, d), \mathrm{r}(2)(x, d), \mathrm{r}(3)(x, d)$, and mf , with $x \in \mathbb{X}$ and $d \in \mathbb{D}$.

The inference rule skip reflects the situation where there is a transition taking a process from a state $q$ to a state $q^{\prime}$ through the skip instruction. The state of the process changes from $q$ to $q^{\prime}$ while the latest-writes on variables, and the pointers are not affected.

We have two rules describing the execution of a write instruction $w(x, d)$. In write(1), the process uses an assignment whose rank is smaller than its progress pointer. In such a case, the process updates its state and changes the value of its latest write operation on $x$ to $d$. Furthermore, it updates the local pointer for $x$ to indicate that its value will now be the maximal value among all local pointers and at least as large as the rank of the current assignment $\langle x, d\rangle$. Updating $\mathcal{L}(x)$ to $d$ implies that the process has already performed a write instruction on $x$. While $\mathcal{L}(x)$ may later be updated to other values, its value will never change back to $\varnothing$ in the run.

In write(2), the process uses an assignment whose rank is equal to its progress pointer. This means that the current process, which is the $\phi_{P}$-provider has "accomplished its mission" and generated the needed assignment, i.e., $\omega\left[\phi_{P}\right]$. In such a case, the process stops its execution, and initiates the next provider, i.e., the ( $\phi_{P}+1$ )-provider. The new provider starts from its initial view.

We have three rules describing the execution of a read instruction $\mathrm{r}(x, d)$. In read(1), the latest write operation by the process on the variable assigns $d$ to $x$. Therefore, the process has the possibility of performing a read-own-write operation. In such a case, the pointers are not affected.

In the rule read(2), the process has not performed any write operation on $x$ (as implied by the condition $\mathcal{L}(x)=\varnothing$ ), and it has not seen any updates on $x$ (as implied by the condition $x \notin \omega\left[1 \cdots \phi_{E}\right]$ ). Therefore, the process can read the initial value of $x$ from the memory. Even here, the pointers are not affected.

In the rule read(3), the process has either not performed any write operation on $x$ or the latest value it has assigned to $x$ is different from $d$. The given assignment should be within the progress pointer. We move the external pointer to the position given by $\max \left(\phi_{E}, \phi_{L}(x), \operatorname{Pos}(\omega)(x, d)\right)$. The first argument, i.e., $\phi_{E}$ implies that the value of the external pointer is never decreased, reflecting the fact that the sequence of seen updates will at least remain the same after a transition. The second argument, i.e., $\phi_{L}(x)$ means that the external pointer will become at least equal to the local pointer of $x$. This is because the message corresponding to the latest write operation by the process on $x$ has already been moved to the memory (otherwise, we would not be able to read $d$ from $x$.) This in turn implies that the assignments corresponding to all the preceding write operations must also have been transferred to the memory. Finally, the process has now observed the assignment $\langle x, d\rangle$ so its external pointer should reflect that.

In the rule fence, the process performs the fence operation. Since its buffer must be empty, all the assignments inside its buffer have been moved to the memory, and hence its external pointer is updated so that it is at least equal to the local pointers of all the variables.

Notice that all views in a run have the same stamp, since the stamp of the view is not changed by any inference rule. For a pivot run $\rho$, we define $\rho \cdot$ stamp $:=\omega$ where $\omega$ is the unique differentiated word such that $v \cdot$ stamp $=\omega$ for all $v \in \rho$.

The set of initial views is given by $\mathcal{V}_{\text {init }}:=\left\{v_{\text {init }}(\omega)(1) \mid \omega \in \mathcal{A}^{\text {Diff }}\right\}$. This is the set of possible initial views of the 1-provider. The set $\mathcal{V}_{\text {init }}$ is finite since the set $\mathcal{A}^{\text {Diff }}$ is finite. We use $\mathcal{R}{ }^{\oplus}$ to denote the set of initialized runs under the pivot semantics.

### 4.4 The Reachability Problem under the Pivot Semantics

We define the reachability of process states in a similar manner to Section 3. For a state $q$ and a set $V$ of views, we write $V \xrightarrow{*}\left(D q\right.$ to denote that there are views $v \in \mathcal{V}$ and $v^{\prime}$ such that $v^{\prime} \cdot$ state $=q$
and $v \xrightarrow{*}(D) v^{\prime}$. An instance of the reachability problem under the pivot semantics is given by a process definition $\left\langle Q, q_{\text {init }}, \Delta\right\rangle$ and a state $q_{\text {target }} \in Q$. The question is whether $\mathcal{V}_{\text {init }} \xrightarrow{*}\left(\operatorname{DP} q_{\text {target }}\right.$.

### 4.5 Epochs, Phases, and Stages

We will take a closer look at runs under the pivot semantics and extract three concepts, namely epochs, phases, and stages, that we will later use to prove the correctness of the abstraction. Consider an initialized run $\rho \in \mathcal{R}^{\oplus}$ in the pivot semantics:

$$
v_{0} \xrightarrow{\mathrm{op}_{1}}\left(P v _ { 1 } \xrightarrow { \mathrm { op } _ { 2 } } \left(P v_{2} \cdots \xrightarrow{\mathrm{op}_{n}}(P) v_{n}\right.\right.
$$

From the manner in which the inference rules in Fig. 2 are defined, the run $\rho$ contains always certain patterns, as described below.

Let $i_{1}, i_{2}, \ldots, i_{m}$ be the maximal sub-sequence of $1,2, \ldots, n$ such that $\mathrm{op}_{i_{j}}=w(2)\left(a_{j}\right)$ for some $a_{j} \in \mathcal{A}$. Since any $a$ can be the argument of a w (2) operation at most once, we have that $a_{l} \neq a_{j}$ if $l \neq j$. Define $\omega:=a_{1} \cdot a_{2} \cdots a_{m} \in \mathcal{A}^{\text {Diff }}$.

The run $\rho$ consists of a number of consecutive segments, called epochs, along which all the views have progress pointers with identical values. The operations during an epoch are performed by a given $k$-provider, where $k: 1 \leq k \leq \operatorname{rank}(\rho)+1$, and hence the values of all the progress pointers are equal to $k$. For $k: 1 \leq k \leq|\omega|+1$, we define the $k$-epoch of $\rho$, denoted epoch $(\rho)(k)$, to be the maximal sub-run $\rho^{\prime}$ of $\rho$ such that $v \cdot$ pptr $=k$ for all $v \in \rho^{\prime}$. Now, we can write $\rho$ as $\rho=\left[\rho_{1}\right] \mathrm{op}_{1}\left[\rho_{2}\right] \mathrm{op}_{2}\left[\rho_{2}\right] \cdots\left[\rho_{m}\right] \mathrm{op}_{m}\left[\rho_{m+1}\right]$ where $\rho_{k}=\operatorname{epoch}(\rho)(k)$, and op ${ }_{k}=\mathrm{w}(2)\left(a_{k}\right)$. In other words, the run $\rho$ is the concatenation of $m+1$ sub-runs, each with views whose progress pointers have a value that is one larger than of those in the previous sub-run. The transition from the $k^{t h}$-sub-run to the $(k+1)^{t h}$-sub-run is performed by a write transition of type $w(2)$ on the $k^{t h}$ element of the sequence $\omega$, i.e., the assignment $a_{k}$. This follows from the fact that the only inference rule that changes the value of the progress pointer is write(2) which increases the value by exactly one.

The $k$-epoch is itself composed of a number consecutive segments, called phases, where the views appearing along a phase have all identical signatures $\langle k, \ell\rangle$. For a run $\rho$, a $k: 1 \leq k \leq \operatorname{rank}(\rho)+1$, and an $\ell: 0 \leq \ell<k$, we define the $\langle k, \ell\rangle$-phase of $\rho$, denoted phase $(\rho)(k)(\ell)$, to be the maximal sub-run $\rho^{\prime}$ such that $\operatorname{sig}(v)=\langle k, \ell\rangle$ for all $v \in \rho^{\prime}$. It is possible that phase $(\rho)(k)(\ell)=\epsilon$, which will be the case when no view $v$ with $\operatorname{sig}(v)=\langle k, \ell\rangle$ occurs along the run. We define the set of phases of the $k$-provider:

$$
\text { phases }(\rho)(k):=\{\ell \mid \text { phase }(\rho)(k)(\ell) \neq \epsilon\}
$$

By definition, it is always the case that $0 \in$ phases $(\rho)(k)$, and $\ell \notin$ phases $(\rho)(k)$ if $\ell \geq k$. We can write epoch $(\rho)(k)$ as $\left[\rho_{i_{0}}\right] \mathrm{op}_{i_{1}}\left[\rho_{i_{1}}\right] \mathrm{op}_{i_{2}}\left[\rho_{i_{2}}\right] \cdots\left[\rho_{i_{m}-1}\right] \mathrm{op}_{i_{m}}\left[\rho_{i_{m}}\right]$ for some $m \geq 0$, where (i) phases $(\rho)(k)=\left\{i_{0}, i_{1}, i_{2}, \ldots, i_{m}\right\}$. (ii) $0=i_{1}<i_{2}<\cdots<i_{m}<k$. (ii) $\operatorname{sig}(v)=\left\langle k, i_{j}\right\rangle$ for each $j: 1 \leq j \leq m$ and $v \in \rho_{i_{j}}$. (iii) either $\mathrm{op}_{j} \cdot$ type $=\mathrm{r}(3)$ or op $_{j} \cdot$ type $=\mathrm{mf}$. In other words, the $k$-phase is the concatenation of $m$ sub-runs for some $m$, each with views whose progress pointers are identical, and whose external pointers are identical within the same sub-run but strictly increasing from one sub-run to the next. This follows from the fact that the only inference rules that change the value of the external pointer are read(3) and fence. These two rules never decrease the value of the external pointer but they may increase the external pointer by more than one.

Finally, a stage $i$ in the $\langle k, \ell\rangle$-phase is the $i^{t h}$-view generated by the $k$-provider during phase $\ell$. Formally, if $\ell \in \operatorname{phases}(\rho)(k)$, and $i: 0 \leq i \leq \#(\operatorname{phase}(\rho)(k)(\ell))$, then we define stage $(\rho)(k)(\ell)(i):=$ phase $(\rho)(k)(\ell)[i]$. We define maxstage $(\rho)(k)(\ell):=$ stage $(\rho)(k)(\ell)(\#$ phase $(\rho)(k)(\ell))$, i.e., it is the last view that occurs in the $\langle k, \ell\rangle$-phase.


Fig. 3. (a) A concrete run $\rho$ preformed by three processes, with indices $p_{1}, p_{2}$, and $p_{3}$ respectively. The sequence of events is depicted from top to bottom. (b) The corresponding run $\rho^{\prime}$ in the pivot semantics.

### 4.6 Example

We illustrate the main concepts in the definition of the pivot semantics informally using the example of Fig. 3. We consider a concrete run $\rho$ in Fig. 3(a), performed by three processes with indices $p_{1}$, $p_{2}$, and $p_{3}$ respectively. The run consists of 15 events. To simplify the notation in this sub-section, we represent each event by its operation. The events of one process are aligned vertically, and the events of all the processes are ordered from top to bottom (numbered 1 to 15). For instance, the first event of $\rho$ is $r(y, 0)$, performed by $p_{1}$, and the second event is $r(x, 0)$, performed by $p_{2}$, etc. The update pivot points are 5,9 , and 10 with ranks 1,2 , and 3 respectively. In particular, this means that the rank of $\rho$ is 3 . The ranks are depicted as circles beside the corresponding events. Notice that the event 14 is not a pivot. The assignments $\langle x, 1\rangle,\langle y, 1\rangle$, and $\langle y, 2\rangle$ have ranks 1,2 , and 3 respectively, and the pivot assignment sequence is $\langle x, 1\rangle\langle y, 1\rangle\langle y, 2\rangle$. The write pivot points are 4 , 6,8 , and 16 with ranks $1,2,3$, and 4 respectively. The ranks of $p_{1}, p_{2}$, and $p_{3}$ are given by the sets $\{1,4\},\{2,3,4\}$, and $\{4\}$ respectively.

Fig. 3 (b) depicts the run $\rho^{\prime}$ that simulates $\rho$ in the pivot semantics. It contains thirteen views $v_{0}, \ldots, v_{12}$. The differentiated words of all these views are the same, namely the word $\langle x, 1\rangle\langle y, 1\rangle\langle y, 2\rangle$. To simplify the presentation, we leave out the local states and the differentiated words from the representations of the views. We represent the other components, namely $\mathcal{L}, \phi_{E}$,
$\phi_{L}$, and $\phi_{P}$ by four consecutive blocks. For instance, in the view $v_{7}$, we have $\left(v_{7} \cdot \operatorname{LWrite}\right)(x)=\varnothing$, $\left(v_{7} \cdot \operatorname{LWrite}\right)(y)=1, v_{7} \cdot \operatorname{eptr}=1,\left(v_{7} \cdot \operatorname{lptr}\right)(x)=0,\left(v_{7} \cdot \operatorname{lptr}\right)(y)=2$, and $v_{7} \cdot \operatorname{pptr}=3$. The run has four epochs, namely epoch 1 given by $v_{0} v_{1}$, epoch 2 given by $v_{2} v_{3}$, epoch 3 given by $v_{4} v_{5} v_{6} v_{7}$, and epoch 4 given by $v_{8} v_{9} v_{10} v_{11} v_{12}$. Notice that the values of the progress pointers are equal for all the views within the same epoch, and that they increase by one from one epoch to the next.

The epochs 1 and 2 consists of one phase each. The epoch 3 consists of two phases, namely $\langle 3,0\rangle$ given by $v_{4} v_{5} v_{6}$, and $\langle 3,1\rangle$ which is the single view $v_{7}$. The epoch 4 consists of two phases, namely $\langle 4,0\rangle$ given by $v_{8} v_{9} v_{10}$, and $\langle 4,3\rangle$ given by $v_{11} v_{12}$.

## 5 CORRECTNESS

We prove the correctness of the pivot semantics in the sense that the reachability problem under the concrete semantics is reducible to the reachability problem under the pivot semantics. This is achieved by Theorem 5.1, stated below. In the section, we fix a process definition $\left\langle Q, q_{i n i t}, \Delta\right\rangle$.

Theorem 5.1. $\Gamma_{\text {init }} \xrightarrow{*}$ © $q$ iff $\mathcal{V}_{\text {init }} \xrightarrow{*}(D) q$, for any $q \in Q$.
We devote the rest of the section to give the main ideas in the proof of Theorem 5.1.
We carry out the proof in two steps. In Section 5.1 (Lemma 5.3) we show that the pivot semantics can simulate the concrete semantics. In Section 5.2 (Lemma 5.8) we show that the concrete semantics can simulate the pivot semantics.

### 5.1 From the Concrete Semantics to the Pivot Semantics

We show that each run in the concrete semantics can be simulated by a run in the pivot semantics. We do that in several steps. First, we extend the notions of external and internal pointers, that we introduced for the pivot semantics, to the concrete semantics. The extended definitions correspond to concrete interpretations of the pointers at different points of the concrete run. Next, we define a simulation relation that will allow us to formally capture the manner in which the pivot semantics simulates the concrete semantics. Finally, we give the proof of Lemma 5.3, based on the simulation relation. In the rest of this sub-section, we assume an initialized run in the concrete semantics:

$$
\rho=\gamma_{0} \xrightarrow{\lambda_{1}} \odot \gamma_{1} \xrightarrow{\lambda_{2}} \odot \gamma_{2} \cdots \xrightarrow{\lambda_{n}} \odot \gamma_{n} \in \mathcal{R}^{\odot}, \text { where } \gamma_{i}=\left\langle\mathcal{I}, Q_{i}, \mathcal{B}_{i}, \mathcal{M}_{i}\right\rangle .
$$

Pointers. We define the external pointer at a given point $i$ along $\rho$ to be the rank of the prefix of the run up to that point (equivalently, the highest rank of an assignment appearing in the prefix).

$$
\psi_{E}(\rho)(i):=\operatorname{rank}(\rho[1 \cdots i])
$$

For a process with index $\iota \in \mathcal{I}$, we define the internal pointer of $\iota$ wrt. to variable $x \in \mathbb{X}$ to be the highest rank of all the assignments that are in the buffer of $\iota$ and that have been issued before the latest assignment on $x$. We do that in two steps. For a word $w \in \mathcal{A}^{*}$ over the set of assignments, we define:

$$
\psi_{L}(w)(x):=\max \left\{\operatorname{rank}(\rho)(a) \mid \exists w_{1}, w_{2}, d .\left(w=w_{1} \bullet\langle x, d\rangle \bullet w_{2}\right) \wedge\left(a \in\langle x, d\rangle \bullet w_{2}\right)\right\}
$$

and

$$
\psi_{L}(\rho)(t)(i)(x):=\psi_{L}\left(\mathcal{B}_{i}(t)\right)(x)
$$

We define $\psi_{L}^{\max }(w):=\max \left\{\psi_{L}(w)(x) \mid x \in \mathbb{X}\right\}$, and $\psi_{L}^{\max }(\rho)(l)(i):=\psi_{L}^{\max }\left(\mathcal{B}_{i}(l)\right)$, i.e., it is the local pointer with the highest value.

Simulation Relation. Roughly speaking, the simulation relation describes how a given view $v=\left\langle q, \mathcal{L}, \omega, \phi_{E}, \phi_{L}, \phi_{P}\right\rangle$ captures the information about the current configuration of the system, from the perspective of a concrete process (with index $t \in \mathcal{I}$ ) at a given point $i: 1 \leq i \leq n$ of the run $\rho$. Formally, we write $\rho=_{i}^{l} v$ to denote that the following conditions are satisfied for each variable $x \in \mathbb{X}$ :
(1) $q=Q_{i}(l)$. The state of the process should be consistent with the state of the view.
(2) If $\operatorname{LVal}\left(\mathcal{B}_{i}(l)\right)(x)=d \in \mathbb{D}$ then $\mathcal{L}(x)=d$. If the latest value written by the process on a variable $x$ is $d$ and the corresponding write message is still in the buffer of the process, then the same value should be available in the view.
(3) If $\operatorname{LVal}\left(\mathcal{B}_{i}(i)\right)(x)=\varnothing$ and Clean $(\rho)(i)(x)=$ true then $\mathcal{L}(x)=\varnothing$ and $x \notin \omega\left[1 \cdots \phi_{E}\right]$. This case is for handling the initial value of $x$. If the process has not issued a write operation on $x$ and the value of $x$ is clean in the memory then, according to the view, the process has not issued a write operation on $x$, and furthermore no assignment on $x$ has been observed by the process.
(4) $\max \left(\phi_{E}, \phi_{L}(x)\right) \leq \max \left(\psi_{E}(\rho)(i), \psi_{L}(\rho)(i)(\iota)(x)\right)$. The pointers of the view lag their counterparts in the concrete run. As seen in the inference rules of Fig. 2, the pointers of a view are advanced lazily (on demand). This ensures that the view can access at least the same values of the variables as the ones that are available at the current point of the concrete run. The reason is that at least the same set of initial values are available due to the pointer lag, and furthermore the possibility of advancing the pointers makes the reading of the rest of the values possible.
The following lemma shows that the pivot semantics can simulate the run $\rho$.
Lemma 5.2. For each $\iota \in \mathcal{I}$, there is a $v$ such that $v_{\text {init }}(\operatorname{PASeq}(\rho))(1) \xrightarrow{*}(D) v$ and $\rho \vDash_{n}^{l} v$.
This gives the main lemma of the sub-section.
Lemma 5.3. For any $q \in Q$, if $\Gamma_{\text {init }} \xrightarrow{*}$ © $q$ then $\mathcal{V}_{\text {init }} \xrightarrow{*}(\operatorname{PD} q$.
Proof. Assume that $\Gamma_{\text {init }} \xrightarrow{*} \odot\left(\right.$. This means that $\gamma \xrightarrow{\rho}$ © $q$ for some $\gamma \in \Gamma_{\text {init }}$ and $\rho \in \mathcal{R}^{(C)}$ where end $(\rho)$ is of the form $\langle I, Q, \mathcal{B}, \mathcal{M}\rangle$ where $Q(\imath)=q$ for some $\iota \in I$. Let $\omega=\operatorname{PASeq}(\rho)$. By Lemma 5.2 it follows that there is a $v$ such that $v_{\text {init }}(\omega)(0) \xrightarrow{*} \oplus\left(\mathrm{D} v\right.$ and $\rho \models_{n}^{l} v$ where $n=\# \rho$. This means that $\mathcal{V}_{\text {init }} \xrightarrow{*}(D)$. Since $\rho \mid={ }_{n}^{l} v$ it follows that $v \cdot$ state $=q$.

### 5.2 From the Pivot Semantics to the Concrete Semantics

We show that each run in the pivot semantics can be simulated by a run in the concrete semantics. We do that in two steps. First, we introduce an "intermediate" semantics, which we call the group semantics in the form of a transition system that collects (groups) all the local states of the processes along a given run and puts them in one set. The configurations in the group semantics store two types of information, namely (i) the set of (concrete) local states of the processes, i.e., the set of process states together with the buffer states that have been seen so far in the execution of the program, and (ii) the current (concrete) memory state. The main difference between this transition system, and the concrete transition system is that the system is monotone. More precisely, the set of process states never shrinks through the application of an inference rule.

We will show that, for any program: (i) the group semantics simulates the pivot semantics, and (ii) the concrete semantics simulates the the group semantics. Properties (i) and (ii) immediately imply the main lemma of this sub-section (Lemma 5.8).


Fig. 4. The group transition relation.
5.2.1 The Group Semantics. We start by introducing the group transition system. A local state $\sigma$ is a pair $\langle q, w\rangle$ where $q \in Q$ is a process state, and $w \in \mathcal{F}^{*}$ represents the content of the buffer. We define $\sigma \cdot$ state $:=q$, and $\sigma \cdot$ buffer $:=w$. A group configuration $\beta$ is a pair $\langle S, \mathcal{M}\rangle$ where $S$ is a set of local states, and $\mathcal{M}: \mathbb{X} \xrightarrow{\bullet} \mathbb{D}$ is a memory state. We define the group operational semantics by defining a transition relation $\xrightarrow{\mathrm{op}}(9)$ on the set of group configurations, as described by the inference rules in Fig. 4. The rules follow a similar pattern as the ones for the concrete semantics (Fig. 1). The main difference is in the monotonicity property, i.e., when a process performs a transition then its old state is not removed from the set of local states in the group configuration. Instead, we simply add the new state to the set. Therefore, the set of local states never shrinks through the application of the inference rules. Also here, we do not have process indices, and hence an event is simply given by the corresponding operation. An operation is of the same form as in the concrete semantics. We define the function Clean in the same manner as for the concrete semantics, i.e., it tells us whether there has been an update on a given variable along the run. We use $C^{(9)}$ to denote the set of group configurations.

The initial group configuration, denoted $\beta_{\text {init }}$, is of the form $\left\langle S_{\text {init }}, \mathcal{M}_{\text {init }}\right\rangle$ where $S_{\text {init }}=\left\{\left\langle q_{\text {init }}, \epsilon\right\rangle\right\}$, and $\mathcal{M}_{\text {init }}$ is as defined in Section 3, i.e., $\mathcal{M}_{\text {init }}(x)=\operatorname{init}(x)$, for all variables $x \in \mathbb{X}$.

We use $\mathcal{R}^{(9)}$ to be the set of initialized runs in the group semantics.
5.2.2 From the Pivot Semantics to the Group Semantics. A run $\rho_{2}$ in the group semantics simulates a run $\rho_{1}$ in the pivot semantics by following the moves of the $k$-providers, all at the same time. At any point of time, the run $\rho_{2}$ is in some phase $\ell$ where it is simulating the $\ell$-phases of all the $k$-providers in $\rho_{1}$. During phase $\ell$, each step of $\rho_{2}$ corresponds to performing one more step belonging to phase $\ell$ of a $k$-provider. When all the steps of phase $\ell$ of all the $k$-providers have been performed, the run $\rho_{2}$ will initiate the next phase, namely $\ell+1$. Below, we will formalize these ideas by introducing a simulation relation.

To define our simulation relation, let us consider an initialized run $\rho_{1} \in \mathcal{R}^{(D}$ in the pivot semantics. We will derive an initialized run $\rho_{2} \in \mathcal{R}^{(9)}$ in the group semantics that simulates $\rho_{1}$. We will build the run $\rho_{2}$ incrementally, by observing the views that are generated in the steps of $\rho_{1}$, while all the time ensuring that the simulation holds. Since $\rho_{2} \in \mathcal{R}^{(9)}$, the set of local states along $\rho_{2}$ is non-decreasing, and hence the latest set of local states contains all the local states that have been generated up to now. Therefore, the simulation only needs to consider the latest set of local states along $\rho_{2}$ together with the latest memory state. The run $\rho_{2}$ will then store more and more local states corresponding to the views that are generated along $\rho_{1}$. The simulation relation reflects the local states that should be added, based on the next view $v$ that is observed along $\rho_{1}$.

Formally, consider $k: 1 \leq k \leq \operatorname{rank}\left(\rho_{1}\right)+1, \ell \in \operatorname{phases}\left(\rho_{1}\right)(k)$, and $0 \leq i \leq$ maxstage $\left(\rho_{1}\right)(k)(\ell)$. Let stage $\left(\rho_{1}\right)(k)(\ell)(i)=v=\left\langle q, \mathcal{L}, \omega, \phi_{E}, \phi_{L}, \phi_{P}\right\rangle$ (Recall that $\ell=\phi_{E}$.) Let end $\left(\rho_{2}\right):=\langle S, \mathcal{M}\rangle$, and let $\sigma=\langle q, w\rangle \in S$. We use $\rho_{1} \vDash_{\sigma}^{k, \ell, i} \rho_{2}$, denote that the following conditions are satisfied for each variable $x \in \mathbb{X}$ and each assignment $a \in \mathcal{A}$ :
(1) If $\mathcal{L}(x)=d \in \mathbb{D}$ then either (i) $\operatorname{LVal}(w)(x)=d$, or (ii) $\operatorname{LVal}(w)(x)=\varnothing$ and there is a $\theta \in S$ such that last $(\theta \cdot$ buffer $)=\langle x, d\rangle$. If the latest write on $x$ according to $v$ is $d$, then either the latest write message on $x$ carries the value $d$, or there is no write message on $x$ in the buffer, but there is another process which has the assignment $\langle x, d\rangle$ last in its buffer. In the latter case, the second process can provide the assignment $\langle x, d\rangle$ through a single update operation in which no other variables but $x$ will be overwritten in the memory.
(2) If $x \notin \omega\left[1 \cdots \phi_{E}\right]$ and $\mathcal{L}(x)=\varnothing$ then $\operatorname{LVal}(w)(x)=\varnothing$ and Clean $\left(\rho_{2}\right)(x)=$ true. If $v$ states that no write operations have been observed on $x$ and the process itself has not issued any such write operations, then the buffer in $\sigma$ does not contain any assignments on $x$, and furthermore $x$ is clean in the memory. In both cases, the property implies that the process can read the initial value of $x$.
(3) $\psi_{L}(w)(x) \leq \phi_{L}(x)$. The local pointers of the $\sigma$ lag their counterparts in $v$.
(4) If $\operatorname{Pos}(a)(\omega) \leq \phi_{E}$ then there is a $\theta \in S$ such that last $(\theta \cdot$ buffer $)=a$. If an assignment $a$ has been noticed in $v$ then there is a process that provides the same assignment as the last message in its buffer.
We use $\rho_{1} \mid \models^{k, \ell, i} \rho_{2}$ to denote that $\rho_{1} \models_{\sigma}^{k, \ell, i} \rho_{2}$, for some $\sigma \in S$. For $k: 1 \leq k \leq \operatorname{rank}\left(\rho_{1}\right)+1$, and $\ell: 0 \leq \ell<k$, we write $\rho_{1} \Vdash^{k, \ell} \rho_{2}$ to denote that either (i) $\ell \notin \operatorname{phases}\left(\rho_{1}\right)(k)$, or (ii) $\rho_{1} \models^{k, \ell, i} \rho_{2}$ where $i=\operatorname{maxstage}\left(\rho_{1}\right)(k)(\ell)$.

The following lemma shows that the group semantics can simulate the pivot semantics.
Lemma 5.4. For $\rho_{1} \in \mathcal{R}^{(P}$ and $\ell \in \operatorname{rank}\left(\rho_{1}\right)+1$, there is a $\rho_{2} \in \mathcal{R}^{(9)}$ such that $\rho_{1}=^{\operatorname{rank}\left(\rho_{1}\right)+1, \ell} \rho_{2}$.
This leads to the following lemma.
Lemma 5.5. For any $q \in Q$, if $\mathcal{V}_{\text {init }} \xrightarrow{*}\left(\operatorname{P} q\right.$ then $\beta_{\text {init }} \xrightarrow{*}(\odot) q$.
Proof. Assume that $\mathcal{V}_{\text {init }} \xrightarrow{*}$ © $q$, i.e., $v_{\text {init }}(\omega)(0) \xrightarrow{*}(D) q$ for some $\omega \in A^{\text {Diff }}$, i.e., $v_{\text {init }}(\omega)(0) \xrightarrow{\rho_{1}}\left(\mathbb{D} q\right.$ for some $\rho_{1} \in \mathcal{R}^{(D}$. From Lemma 5.4 it follows that there is a run $\rho_{2} \in \mathcal{R}^{(9)}$ such that $\rho_{1} \mid=\operatorname{rank}(\rho)+1, \ell \quad \rho_{2}$ where $\ell$ is the largest number such that $\ell \in \operatorname{rank}\left(\rho_{1}\right)+1$. Recall that end $\left(\rho_{1}\right)=$ maxstage $\left(\rho_{1}\right)\left(\operatorname{rank}\left(\rho_{1}\right)+1\right)(\ell)$. It follows that maxstage $\left(\rho_{1}\right)(\operatorname{rank}(\rho)+1),(\ell)$ is of the form $\left\langle q, \mathcal{L}, \omega, \phi_{E}, \phi_{L}, \phi_{P}\right\rangle$. Let end $\left(\rho_{2}\right)=\langle S, \mathcal{M}\rangle$. Since $\rho_{1}=^{\operatorname{rank}(\rho)+1, \ell} \rho_{2}$ it follows that $\rho_{1} \models_{\sigma}^{\operatorname{rank}(\rho)+1, \ell} \rho_{2}$ for some $\sigma \in S$ of the form $\langle q, w\rangle$. The result follows immediately.
5.2.3 From the Group Semantics to the Concrete Semantics. A run $\rho_{2}$ in the concrete semantics simulates a run $\rho_{1}$ in the group semantics by allowing an arbitrary number of processes follow the moves of any process in $\rho_{1}$ all at the same time. This is again captured by a simulation relation, as described below.

Consider a group configuration $\beta=\langle S, \mathcal{M}\rangle$ and a concrete configuration $\gamma=\langle\mathcal{I}, \mathcal{Q}, \mathcal{B}, \mathcal{M}\rangle$. For a natural number $n \in \mathbb{N}$, we write $\left.\beta\right|^{n} \gamma$ to denote that for each $\sigma=\langle q, w\rangle \in S$ there is an $I^{\prime} \subseteq \mathcal{I}$ such that the following conditions are satisfied:

- $\left|I^{\prime}\right| \geq n \quad \bullet Q(\imath)=q$ for each $\iota \in I^{\prime} \quad \bullet \mathcal{B}(\iota)=w$ for each $\iota \in I^{\prime}$.

In other words, $\gamma$ agrees with $\beta$ on the memory state, and contains at least $n$ copies of each process in $\beta$. The following lemma follows immediately from the unbounded-supply property explained in Section 4.

Lemma 5.6. For each $n \in \mathbb{N}$ and $\beta \in C^{(9)}$, if $\beta_{\text {init }} \xrightarrow{*}(9) \beta$, then there is a $\gamma \in C^{(\bigcirc)}$ such that $\left.\beta\right|^{n} \gamma$ and $\Gamma_{\text {init }} \xrightarrow{*}$ © $\gamma$.

This gives the following lemma.
Lemma 5.7. For any $q \in Q$, if $\beta_{\text {init }} \xrightarrow{*}$ (9) $q$ then $\Gamma_{\text {init }} \xrightarrow{*}$ © $q$,
5.2.4 From the Pivot Semantics to the Concrete Semantics. Combining Lemma 5.5 and Lemma 5.7, we get the following lemma.

Lemma 5.8. For any $q \in Q$, if $\mathcal{V}_{\text {init }} \xrightarrow{*}$ (D) $q$ then $\Gamma_{\text {init }} \xrightarrow{*}(\bigcirc) q$.

## 6 PSPACE-COMPLETENESS

In this section we prove the following theorem.
Theorem 6.1. The parameterized reachability problem for TSO is PSpace-complete.
The proof of Theorem 6.1 follows from Lemma 6.4 which shows membership in PSpace, and Lemma 6.5 which shows PSpace-hardness. Both proofs are achieved through reductions from/to the reachability problem for 1 -safe Petri nets.

### 6.1 1-Safe Petri Nets

We recall the standard model of Petri nets. A Petri Net $N$ is a tuple $\langle P, T, F\rangle$ where $P$ and $T$ are finite sets of places and transitions respectively, and $F \subseteq(P \times T) \cup(T \times P)$ is the flow relation. For a transition $t \in T$, we define $\operatorname{Input}(t)$ to be the multiset $M \in P^{\star}$ over places such that $M(p)=1$ if $\langle p, t\rangle \in F$ and $M(p)=0$ otherwise. Sometimes, we view $\operatorname{Input}(t)$ as a set of places, which we call the set of input places of $t$, where the set contains a place $p$ iff $\operatorname{Input}(t)(p)=1$. We define Output ( $t$ ) analogously.

We define a transition system induced by $N$. A configuration of $N$, traditionally called a marking, is a multiset $M \in P^{\otimes}$ over the set $P$. Sometimes, when $M(p)=k$, we say that the marking $M$ puts $k$ tokens in the place $p$. We define a transition relation $\rightarrow_{\mathrm{PN}}$ on the set of markings such that, for a transition $t \in T$, we have $M_{1} \xrightarrow{t}$ PN $M_{2}$ if Input $(t) \leq M_{1}$ and $M_{2}=M_{1}-\operatorname{Input}(t)+\operatorname{Output}(t)$. We write $M_{1} \rightarrow \mathrm{PN}_{\mathrm{N}} M_{2}$ to denote that $M \xrightarrow{t} \mathrm{PNN}_{2}$ for some transition $t \in T$. A marking $M$ is said to be 1 -safe if $M(p) \leq 1$ for all places $p \in P$. We say that $N$ is 1 -safe from a marking $M$ if every reachable marking from $M$ is 1 -safe. The reachability problem for 1-safe Petri nets consists of a Petri net $N$ and a marking $M_{\text {init }}$ such that $N$ is 1 -safe from $M_{\text {init }}$, together with a place $p_{\text {target }} \in P$. The question is whether there is a marking $M$ such that $M$ is reachable from $M_{\text {init }}$, and $M\left(p_{\text {target }}\right)=1$. In other words, we ask whether we can start from the initial marking and succeed in putting a token in $p_{\text {target }}$. The reachability problem for 1-safe Petri nets is PSPACE-complete [Cheng et al. 1995].

### 6.2 Membership

In this sub-section, we prove that the parameterized reachability problem for TSO is in PSpace. We achieve that by reducing the reachability problem under the pivot semantics to the reachability problem for 1 -safe Petri nets. We do that in two steps. First we show that the result holds in case when we only consider runs that consist of a single epoch. Then, we extend the result to general (initialized) runs.
6.2.1 Single-Epoch Case. Consider a (not necessarily initialized) run $\rho$ in the pivot semantics, a differentiated word $\omega \in \mathcal{A}^{\text {Diff }}$ of assignments, and $k: 1 \leq k \leq|\omega|+1$. We say that $\rho$ is a $\langle\omega, k\rangle$ epoch if (i) $v \cdot \operatorname{stamp}=\omega$ for all $v \in \rho$, (ii) $v \cdot$ pptr $=k$ for all $v \in \rho$, and (iii) $\operatorname{start}(\rho)=v_{\text {init }}(\omega)(k)$.

Intuitively $\rho$ is the $k$-epoch of some initialized run. We use Epochs $(\omega)(k)$ to denote the set of all $\langle\omega, k\rangle$-epochs.

An instance of the epoch reachability problem is given by a process definition $\mathcal{P}=\left\langle Q, q_{\text {init }}, \Delta\right\rangle$, a word $\omega \in \mathcal{A}^{\text {Diff }}$, a $k: 1 \leq k \leq|\omega|+1$, and a state $q_{\text {target }} \in Q$. The question is whether $v_{\text {init }}(\omega)(k) \xrightarrow{\rho}\left(\mathbb{P} q_{\text {target }}\right.$ for some $\rho \in \operatorname{Epochs}(\omega)(k)$.

Assume that we are given an instance of the epoch reachability problem as defined above. We derive an instance of the reachability problem for 1 -safe Petri nets as follows. We construct a Petri net $\llbracket \mathcal{P}, \omega, k, q_{\text {target }} \rrbracket_{N}:=\langle P, \Delta, F\rangle$. Each marking of $\llbracket \mathcal{P}, \omega, k, q_{\text {target }} \rrbracket_{N}$ will represent a view $v=\left\langle q, \mathcal{L}, \omega, \phi_{E}, \phi_{L}, k\right\rangle$ along the given epoch, while the transitions will mimic the transitions of the pivot semantics that are executed along the epoch.

The set of places $P:=P_{1} \cup \cdots \cup P_{5}$ is defined as the union of five disjoint sets, described below.

- $P_{1}$ contains a place $\operatorname{St}(q)$ for each state $q \in Q$. A token in St $(q)$ means that the state of the current view is $q$. The transitions of $N$ will preserve the invariant that $\sum_{q \in Q} M(\operatorname{St}(q))=1$, which means that there is exactly one token in the places belonging to $P_{1}$.
- $P_{2}$ contains a place $\mathrm{L}(\mathrm{x}, \mathrm{d})$, for each $\langle x, d\rangle \in \mathbb{X} \times(\mathbb{D} \cup \oslash)$. A token in $\mathrm{L}(\mathrm{x}, \mathrm{d})$ means that $\mathcal{L}(x)=d$. The invariant $\sum_{d \in \mathbb{D} \cup\{\varnothing\})} M(\mathrm{~L}(\mathrm{x}, \mathrm{d}))=1$ is preserved for each $x \in \mathbb{X}$.
- $P_{3}$ contains a place $\operatorname{EP}(i)$ for each $i: 0 \leq i \leq|\omega|$. A token in EP $(i)$ means that the current value of $\phi_{E}$ is equal to $i$. The invariant $\sum_{0 \leq i \leq|\omega|} M(\operatorname{EP}(i))=1$ is preserved.
- $P_{4}$ contains a place $\operatorname{LP}(x)(i)$ for each variable $x \in \mathbb{X}$ and $i: 0 \leq i \leq|\omega|$. A token in $\operatorname{LP}(x)(i)$ means that the current value of $\phi_{L}(x)$ is equal to $i$. The invariant $\sum_{0 \leq i \leq|\omega|} M(\operatorname{LP}(x)(i))=1$ is preserved for each variable $x \in \mathbb{X}$.
- $P_{5}$ contains a place $\operatorname{MAXLP}(i)$ for each $i: 0 \leq i \leq|\omega|$. A token in MAXLP $(i)$ means that the current value of $\phi_{L}^{\text {max }}$ is equal to $i$. The invariant $\sum_{0 \leq i \leq|\omega|} M(\operatorname{MAXLP}(i))=1$ is preserved.
The set of transitions $T:=T_{1} \cup \cdots \cup T_{6}$ is defined as the union of six disjoint sets, defined as follows.
- For each $\left\langle q\right.$, skip, $\left.q^{\prime}\right\rangle \in \Delta$, the set $T_{1}$ contains a transition $t$ with $\operatorname{Input}(t)=\{\operatorname{St}(q)\}$ and Output $(t)=\left\{S t\left(q^{\prime}\right)\right\}$. The transition mimics the rule skip in Fig. 2, changing the process state from $q$ to $q^{\prime}$ while not changing the pointers.
- The set $T_{2}$ contains transitions each mimicking the application of the inference rule write(1) in Fig. 2. The set is itself defined as the union of two disjoint subsets $T_{2}:=T_{21} \cup T_{22}$. These two subsets reflect the manner in which the new position of the internal $x$-pointer is calculated, depending on the relative current values of (i) the maximal local pointer, and (ii) the position in $\omega$ of the assignment on which the write operation is performed. The value of external pointer should be updated to the larger of the these two values. For each $\left\langle q, \mathrm{w}(x, d), q^{\prime}\right\rangle \in \Delta$, $\langle x, d\rangle \in \omega, \ell=\operatorname{Pos}(\omega)(x, d)<k, i: 0 \leq i<k$, and $j: 0 \leq j<k$, the set $\Delta_{2}$ contains the following transitions:
- If $j \leq \ell$ then the set $T_{21}$ contains a transition $t$ with $\operatorname{Input}(t)=\{\operatorname{St}(q), \operatorname{LP}(x)(i), \operatorname{MAXLP}(j)\}$ and $\operatorname{Output}(t)=\left\{\operatorname{St}\left(q^{\prime}\right), \operatorname{LP}(x)(\ell), \operatorname{MAXLP}(\ell)\right\}$. This is the case when the position of $\langle x, d\rangle$ in $\omega$ is higher than the current value of the maximal local pointer.
- If $\ell<j$ then the set $T_{22}$ contains a transition $t$ with $\operatorname{Input}(t)=\{\operatorname{St}(q), \operatorname{LP}(x)(i), \operatorname{MAXLP}(j)\}$ and $\operatorname{Output}(t)=\left\{\operatorname{St}\left(q^{\prime}\right), \operatorname{LP}(x)(j), \operatorname{MAXLP}(j)\right\}$. This is the case when the value of the maximal local pointer is higher than the position of $\langle x, d\rangle$ in $\omega$.
- For each $\left\langle q, \mathrm{r}(x, d), q^{\prime}\right\rangle \in \Delta$, the set $T_{3}$ contains a transition $t$ with $\operatorname{Input}(t)=\{\operatorname{St}(q), \mathrm{L}(\mathrm{x}, \mathrm{d})\}$ and Output $(t)=\left\{\operatorname{St}\left(q^{\prime}\right), \mathrm{L}(\mathrm{x}, \mathrm{d})\right\}$. The transition mimics the rule read(1) in Fig. 2.
- For each $\left\langle q, r(x, d), q^{\prime}\right\rangle \in \Delta$ with $d=\operatorname{init}(x), i: 0 \leq i<k$ with $x \notin \omega[1 \cdots i]$, the set $T_{4}$ contains a transition $t$ with $\operatorname{Input}(t)=\{\operatorname{St}(q), \mathrm{L}(\mathrm{x}, \varnothing), \mathrm{EP}(\mathrm{i})\}$ and $\operatorname{Output}(t)=$ $\left\{\operatorname{St}\left(q^{\prime}\right), L(x, \varnothing), E P(i)\right\}$. The transition mimics the rule read(2) in Fig. 2.
- The set $T_{5}$ contains a set of transitions each mimicking the application of the inference rule read (3) in Fig. 2. In a similar manner to the set $T_{2}$, the set is defined as the union of three disjoint subsets $T_{5}:=T_{51} \cup T_{52} \cup T_{53}$ reflecting the relative current values of the external pointer, the local pointer of variable $x$, and the position in $\omega$ of assignment on which the write operation is performed. For each $\left\langle q, r(x, d), q^{\prime}\right\rangle \in \Delta,\langle x, d\rangle \in \omega, \ell=\operatorname{Pos}(\omega)(x, d)<k$, $i: 0 \leq i<k$, and $j: 0 \leq j<k$, the set $\Delta_{5}$ contains the following transitions:
- If $i \leq \ell$ and $j \leq \ell$ then the set $T_{51}$ contains a transition $t$ with $\operatorname{Input}(t)=$ $\{\operatorname{St}(q), \operatorname{EP}(i), \operatorname{LP}(x)(j)\}$ and Output $(t)=\left\{\operatorname{St}\left(q^{\prime}\right), \operatorname{EP}(\ell), \operatorname{LP}(x)(j)\right\}$.
- If $i \leq j$ and $\ell<j$ then the set $T_{52}$ contains a transition $t$ with $\operatorname{Input}(t)=$ $\{\operatorname{St}(q), \operatorname{EP}(i), \operatorname{LP}(x)(j)\}$ and Output $(t)=\left\{\operatorname{St}\left(q^{\prime}\right), \operatorname{EP}(j), \operatorname{LP}(x)(j)\right\}$.
- If $j<i$ and $\ell<i$ then the set $T_{53}$ contains a transition $t$ with $\operatorname{Input}(t)=$ $\{\operatorname{St}(q), \operatorname{EP}(i), \operatorname{LP}(x)(j)\}$ and Output $(t)=\left\{\operatorname{St}\left(q^{\prime}\right), \operatorname{EP}(i), \operatorname{LP}(x)(j)\right\}$.
- The set $T_{6}$ contains a set of transitions each mimicking the application of the inference rule fence in Fig. 2. The set is defined as the union of two disjoint subsets $T_{6}:=T_{61} \cup T_{62}$. reflecting the relative current values of the external pointer and the maximal local pointer. For each $\left\langle q, \mathrm{mf}, \mathrm{q}^{\prime}\right\rangle \in \Delta, i: 0 \leq i<k, j: 0 \leq j<k$, the set $\Delta_{6}$ contains the following transitions:
- If $i \leq j$ then the set $T_{61}$ contains a transition $t$ with $\operatorname{Input}(t)=\{\operatorname{St}(q), \operatorname{EP}(i), \operatorname{MAXLP}(j)\}$ and Output $(t)=\left\{\operatorname{St}\left(q^{\prime}\right), \operatorname{EP}(j), \operatorname{MAXLP}(j)\right\}$.
- If $j<i$ then the set $T_{62}$ contains a transition $t$ with $\operatorname{Input}(t)=\{\operatorname{St}(q), \operatorname{EP}(i), \operatorname{MAXLP}(j)\}$ and Output $(t)=\left\{\operatorname{St}\left(q^{\prime}\right), \operatorname{EP}(i), \operatorname{MAXLP}(j)\right\}$.
We define the initial marking:

$$
M_{\text {init }}:=\left\{\operatorname{St}\left(q_{\text {init }}\right), \operatorname{EP}(0), \operatorname{MAXLP}(0)\right\} \cup\{\mathrm{L}(\mathrm{x}, \oslash) \mid \mathrm{x} \in \mathbb{X}\} \cup\{\operatorname{LP}(x)(0) \mid x \in \mathbb{X}\}
$$

This reflects the fact that we start the epoch from the initial process state, and with the external and all internal the pointers being equal to 0 . We define the target place $p_{\text {target }}:=\mathrm{St}\left(q_{\text {target }}\right)$.

Let us consider the size of the Petri net $\llbracket \mathcal{P}, \omega, k, q_{\text {target }} \rrbracket_{N}$. We observe that $|\omega| \in \mathcal{O}(|\mathbb{X}| \cdot|\mathbb{D}|)$, and hence $\left|P_{1}\right| \in O(|Q|),\left|P_{2}\right| \in \mathcal{O}(|\mathbb{X}| \cdot|\mathbb{D}|),\left|P_{3}\right| \in \mathcal{O}(|\mathbb{X}| \cdot|\mathbb{D}|),\left|P_{4}\right| \in O\left((|\mathbb{X}|)^{2} \cdot|\mathbb{D}|\right)$, and $\left|P_{5}\right| \in O(|\mathbb{X}| \cdot|\mathbb{D}|)$. Also, $\left|T_{1}\right| \in \mathcal{O}(|\Delta|),\left|T_{2}\right| \in O\left(|\Delta| \cdot(|\mathbb{X}|)^{3} \cdot(|\mathbb{D}|)^{3}\right),\left|T_{3}\right| \in O(|\Delta|),\left|T_{4}\right| \in O(|\Delta|)$, $\left|T_{5}\right| \in O\left(|\Delta| \cdot(|\mathbb{X}|)^{3} \cdot(|\mathbb{D}|)^{3}\right)$, and $\left|T_{5}\right| \in O\left(|\Delta| \cdot(|\mathbb{X}|)^{3} \cdot(|\mathbb{D}|)^{3}\right)$. This gives the following lemma.

Lemma 6.2. The epoch reachability problem is polynomial-time reducible to the reachability problem for 1-safe Petri nets.

From Lemma 6.2 and PSPACE-membership of the reachability problem for 1-safe Petri nets [Cheng et al. 1995] we get the following lemma.

Lemma 6.3. The epoch reachability problem is in PSpace.
6.2.2 General Case. We show how we can extend the PSpace-membership from the pivot reachability problem to the general reachability problem under the pivot semantics (where we consider general runs rather than epochs). Recall from Section 4 that any initialized run $\rho \in \mathcal{R}^{(P}$ can be written as $\rho=\left[\rho_{1}\right] \mathrm{op}_{1}\left[\rho_{2}\right] \mathrm{op}_{2}\left[\rho_{2}\right] \cdots\left[\rho_{m}\right]$ op $_{m}\left[\rho_{m+1}\right]$ where $\rho_{k}=\operatorname{epoch}(\rho)(k)$, and op ${ }_{k}=\mathrm{w}(2)\left(a_{k}\right)$ for some $a_{k}$. Indeed, each $\rho_{k}$ is an $\langle\omega, k\rangle$-epoch where $\omega=a_{1} a_{2} \cdots a_{m}$.

Algorithm 1 uses this pattern of pivot runs, and solves the pivot reachability problem nondeterministically. First, it guesses the sequence $\omega$ (line 1 ). The for-loop at line 2 checks that $\omega$ can indeed be generated. To that end, the algorithm checks, for each $k: 1 \leq k \leq|\omega|$, that the $\langle\omega, k\rangle$-epoch can generate $\omega[k]$. Finally, the if-statement of line 10 checks whether the target state can be generated in the last epoch, i.e., the $\langle\omega,| \omega|+1\rangle$-epoch.

Algorithm 1 executes line $5 \mathcal{O}(|\mathbb{X}| \cdot|\mathbb{D}| \cdot|\Delta|)$ times, and executes line 10 once. According to Lemma 6.3 each execution of these two lines can be carried out in polynomial space. This means

```
Algorithm 1: A non-deterministic algorithm for solving the pivot reachability problem.
    Input: \(\mathcal{P}=\left\langle Q, q_{\text {init }}, \Delta\right\rangle\) : process definition, \(q_{\text {target }} \in Q:\) process state.
    Output: \(\mathcal{V}_{\text {init }} \xrightarrow{*}\left(\mathbb{D} q_{\text {target }}\right.\) ?
    Guess some \(\omega \in(\mathbb{X} \times \mathbb{D})^{\text {Diff }}\);
    for each \(k: 1 \leq k \leq|\omega|\) do
        flag := false;
        for each \(q, q^{\prime} \in Q\) do
            if \(\left\langle q, \mathrm{w}(\omega[k]), q^{\prime}\right\rangle \in \Delta\) then
                if \(\exists \rho \in \operatorname{Epochs}(\omega)(k) \cdot v_{\text {init }}(\omega)(k) \xrightarrow{\rho}\) (D) \(q\) then
                    flag := true;
        if flag \(=\) false then
            Return (false);
    if \(\exists \rho \in \operatorname{Epochs}(\omega)(|\omega|+1) \cdot v_{\text {init }}(\omega)(|\omega|+1) \xrightarrow{\rho}(D) q_{\text {target }}\) then
        Return (true)
    else
        Return (false)
```

that Algorithm 1 operates in non-deterministic polynomial space. Applying Savitch's theorem [Savitch 1970], we get the following lemma:

Lemma 6.4. The parameterized reachability problem for TSO is in PSpace.

### 6.3 Hardness

In this section, we prove that the parameterized reachability problem for TSO is PSpAce-hard.
The proof is achieved through a reduction from the reachability problem for 1 -safe Petri nets.
6.3.1 Reduction. Suppose that we are given an instance of the 1 -safe reachability problem, consisting of a Petri net $N=\langle P, T, F\rangle$ together with two markings $M_{\text {init }}$ and $M_{\text {target }}$. We will derive an equivalent instance of the parameterized reachability problem for TSO, consisting of a process definition $\left\langle Q, q_{\text {init }}, \Delta\right\rangle$ together with a state $q_{\text {target }} \in Q$. The processes participating in a run of the concurrent program may non-deterministically choose to play one of three different roles. The main role is that of a simulator, where the process (i) simulates the Petri net $N$ and (ii) verifies that the target marking has been reached. The second role is that of a trigger, where the process signals (triggers) the end of the simulation process. The third role is that of a sanity checker, where the process verifies that no memory updates have been performed by a simulator. In fact, due to parameterization, an arbitrary number of processes may play the three different roles at the same time. However, this will not be important for the simulation. In particular, each simulator is made to work "in isolation" in the sense that it is not allowed to read from or update the memory (until the end of the simulation). This means that the simulators will not interfere with each other. This also implies that, at any point, a simulator may only read the latest value that it has written to a given variable, and not read from write operations performed by the other processes. For each place $p \in P$, the set $Q$ contains a variable $x_{p}$, ranging over the set $\{0,1,2\}$ with an initial value 2 . Intuitively, the value of $x_{p}$ is 1 if there is one token in $p$, while the value of $x_{p}$ is 0 if $p$ is empty (recall that $p$ will contain at most one token since $N$ is 1 -safe form $M_{\text {init }}$.) Thus a marking $M$ is encoded by assigning 1 to each variable $x_{p}$ where $M(p)=1$, and assigning 0 to $x_{p}$ if $M(p)=0$. We will also use an extra variable $a$ that will be used to ensure that each variable $x_{p}$ will not be
updated in the memory. This variable also takes one of the values $\{0,1,2\}$ and its initial value is 0 . In the main phase of the operation of the system, called the simulation phase, a simulator selects a transition in $t \in T$ non-deterministically, and simulates it by checking that all its input places contain tokens (the corresponding variables have the value 1 ) and by putting tokens in its output places (assigning the value 1 to the corresponding variables). Furthermore, we have an initialization phase, where we generate the encoding of the marking $M_{\text {init }}$, and a final phase, where we check: (i) that we have obtained the encoding of the marking $M_{\text {target }}$, and (ii) that there has not been any memory updates of the variables $x_{p}$ in the memory during the simulation phase.

The Initialization Phase. The initialization phase is performed by the simulators, and its purpose is to generate the encoding of $M_{\text {init }}$. Let $\left\{p_{1}, \ldots, p_{m}\right\}$ be the set of places such that $M_{\text {init }}\left(p_{i}\right)=0$ for $i: 1 \leq i \leq m$; and let $\left\{q_{1}, \ldots, q_{n}\right\}$ be the set of places such that $M_{\text {init }}\left(q_{i}\right)=1$ for $i: 1 \leq i \leq n$. Notice that $P=\left\{p_{1}, \ldots, p_{m}\right\} \cup\left\{q_{1}, \ldots, q_{n}\right\}$. The set $Q$ contains two sets of states $\left\{\right.$ init $_{0}, \ldots$, init $\left._{m}\right\}$ and $\left\{\right.$ init $_{0}^{\prime}, \ldots$, init $\left.{ }_{n}^{\prime}\right\}$. From the initial state $q_{\text {init }}$, a process may non-deterministically decide to become a simulator, and start the initialization phase. To that end, it performs a sequence of transitions initializing the values of the variables. More precisely, for each place $p_{i}$, the set $\Delta$ contains a transition $\left\langle\operatorname{init}_{i-1}, \mathrm{w}\left(x_{p_{i}}, 0\right)\right.$, $\left.\mathrm{init}_{i}\right\rangle$ which indicates that $p_{i}$ is empty in $M_{\text {init }}$. Also, for each place $q_{i}$, the set $\Delta$ contains a transition $\left\langle\right.$ init $_{i-1}^{\prime}, \mathrm{w}\left(x_{q_{i}}, 1\right)$, init $\left.{ }_{i}^{\prime}\right\rangle$ which indicates that $q_{i}$ contains one token in $M_{\text {init }}$. After the last transition in the sequence, the process enters the state origin from which the simulation of the transitions in $T$ starts.

The Simulation Phase. The set $Q$ contains the state origin from which the simulations of the transitions in $T$ are started and ended. Consider a transition $t \in T$ with $\operatorname{Input}(t)=\left\{p_{1}, \ldots, p_{m}\right\}$ and $\operatorname{Output}(t)=\left\{q_{1}, \ldots, q_{n}\right\}$. The set $\Delta$ contains three sets of states $\left\{t_{0}^{1}, \ldots, t_{m}^{1}\right\},\left\{t_{0}^{2}, \ldots, t_{m}^{2}\right\}$, and $\left\{t_{0}^{3}, \ldots, t_{n}^{3}\right\}$. Starting from origin, the process may non-deterministically choose to execute the sequence of transitions corresponding to $t$. For each input place $p_{i}$, the sequence contains one transition of the form $\left\langle t_{i-1}, r\left(x_{p_{i}}, 1\right), t_{i}\right\rangle$ that checks that it is indeed the case that $p_{i}$ contains a token in the current marking. Also, the sequence contains one transition of the form $\left\langle t_{i-1}, \mathrm{w}\left(x_{p_{i}}, 0\right), t_{i}\right\rangle$ that simulates removing a token from $p_{i}$. Finally, for each output place $q_{i}$, the sequence contains one transition of the form $\left\langle t_{i-1}, \mathrm{w}\left(x_{q_{i}}, 1\right), t_{i}\right\rangle$ that simulates putting a token in $q_{i}$. When the processes has executed the entire sequence, it goes back to the state origin.

The Final Phase. The final phase is initiated non-deterministically from the state origin. The goal of this phase is twofold. First, it checks that the marking $M_{\text {target }}$ has been reached. Let $\left\{p_{1}, \ldots, p_{m}\right\}$ be the set of places such that $M_{\text {target }}\left(p_{i}\right)=0$ for $i: 1 \leq i \leq m$; and let $\left\{q_{1}, \ldots, q_{n}\right\}$ be the set of places such that $M_{\text {target }}\left(q_{i}\right)=1$ for $i: 1 \leq i \leq n$. The set $Q$ contains the sets of states $\left\{\right.$ target $_{0}, \ldots$, target $\left._{m}\right\}$ and $\left\{\right.$ target $_{0}^{\prime}, \ldots$, target $\left._{n}^{\prime}\right\}$. For each place $p_{i}$, the set $\Delta$ contains a transition $\left\langle\right.$ target $_{i-1}, \mathrm{r}\left(x_{p_{i}}, 0\right)$, target $\left._{i}\right\rangle$ which indicates that $p_{i}$ is empty in $M_{\text {target }}$. Analogously, for each place $q_{i}$, the set $\Delta$ contains a transition $\left\langle\operatorname{target}_{i-1}^{\prime}, \mathrm{r}\left(x_{p_{i}}, 1\right)\right.$, target $\left._{i}^{\prime}\right\rangle$ which indicates that $p_{i}$ contains a token in $M_{\text {target }}$. After the last transition in the sequence, the process performs two additional transitions that are not part of the simulation of the Petri net $N$, namely it checks that the value of the special variable $a$ is still equal to its initial value 0 in the memory, and that this value has later been updated to 2 . If these two tests are satisfied, the simulator moves to the given target state $q_{\text {target }}$.

Also, in the final phase, we check that for any variable $x_{p}$, corresponding to a place $p$, the value of $x_{p}$ in the memory has not been updated during the simulation by the simulator (the variable $x_{p}$ is clean.) This will be carried out by the trigger and sanity checker processes. A process may non-deterministically decide to become a trigger from its initial state. A trigger performs only one operation, namely to assign the value 1 to the variable $a$. Also, a process may non-deterministically


Fig. 5. Simulating a 1 -safe Petri net.
decide to become a sanity checker, and perform the following transitions. Let $\mathbb{X}=\left\{x_{1}, \ldots, x_{n}\right\}$ be the set of variables. The set $Q$ contains the set of states $\left\{c l e a n, c_{l e a n}^{0}, \ldots, c l e a n_{n}\right\}$. It first checks that the special variable $a$ has been updated to 1 . This means that the subsequent transitions by the sanity checker are performed after the simulator has read the value 0 in $a$, i.e., after it has finished the simulation of $N$. After that, the process checks that all the other variables still carry their initial values, i.e, the value 2 , in the memory. In its final step, it writes the value 2 to $a$ thus signalling the end of the sanity checking and allowing the simulator to reach $q_{\text {target }}$.

From the reduction we immediately get the following lemma.

## Lemma 6.5. The parameterized reachability problem for TSO is PSpace-hard.

Notice that we do not need the fences to show PSPACE-hardness. This obviously implies that PSPACE-hardness holds in the presence of fences. Since we show PSPACE-membership in the presence of fences, the full problem is PSPACE-complete.

Also, observe that the reduction uses a domain containing three values, 0,1 , and 2 . However, the result goes through even for Boolean programs. More precisely, we can use one extra variable that keeps track of whether the memory has been updated or not.


Fig. 6. The abstract semantics of TSO under the assumption of no initial values.

## 7 UNINITIALIZED MEMORY

In this section, we consider the case where the memory in uninitialized, i.e., the processes are not allowed to read from the initial values of the variables in the memory.

Consider a process definition $\left\langle Q, q_{\text {init }}, \Delta\right\rangle$. We assume that whenever $\mathcal{M}_{\text {init }}(x)=d_{1}$ and $\left\langle q, \mathrm{r}\left(x, d_{2}\right), q^{\prime}\right\rangle \in \Delta$ then $d_{1} \neq d_{2}$. This means that no process will read the initial value of a variable in the memory. We define an abstract semantics for programs running under TSO under this condition. In a similar manner to Section 4 we define a set of abstract configurations and a transition relation on them. Here, the abstraction captures the fact that a process can always choose to read from a write operation performed by another process. Therefore, it is sufficient for the abstract configurations to store the states of the processes that have been observed, and the write operations that have been observed up to the current point of the execution of the program. A view $v$ then is a set of process states and write operations i.e., $v \in Q \cup(\mathbb{X} \times \mathbb{D})$. We use $\mathcal{V}$ to denote the set of views.

We define an abstract operational semantics by re-defining the transition relation on the set of views to obtain $\rightarrow_{(11)}$ (the $u$ stands for uninitialized) as described by the inference rules in Fig. 6. The rule skip reflects the situation where there is a transition taking a process from a state $q$ to a state $q^{\prime}$ through the skip-instruction. The write rule means that if a write transition $\left\langle q, \mathrm{w}(x, d), q^{\prime}\right\rangle$ is available, then any process in state $q$ may perform the transition making both $q^{\prime}$ and the operation $\langle x, d\rangle$ available. We need only one rule for read transitions. More precisely, the rule read reflects the fact that if a process needs to perform a read transition $\left\langle q, \mathrm{r}(x, d), q^{\prime}\right\rangle$, then the transition may be performed provided that another process has already performed the write operation $\langle x, d\rangle$. As a result the state $q^{\prime}$ will become available in the new view. Notice that no new values of the variables will become available in this rule. Finally, the fence rule corresponds to the fact that a fence operation is always enabled since a process has always the possibility to flush its buffer and then perform the transition.

We observe that $|\mathcal{V}|=|Q|+|\mathbb{X}| \cdot|\mathbb{D}|$. Therefore, the reachability problem amounts to perform searching in a graph of polynomial size, thus giving a polynomial time complexity.

## 8 CONCLUSION, DISCUSSION AND FUTURE WORK

Bugs are found repeatedly in memory models, and in programs running on them. This makes the need for verification tools quite urgent. A crucial step in algorithm design and tool building is to understand the complexity of the given memory model and the corresponding verification problems. In this paper, we have taken the first step to study the complexity of parameterized verification under weak memory models. Concretely, we have presented decidability and complexity results for parameterized concurrent programs running on the classical TSO memory model. More precisely, we have shown that the reachability problem is Pspace-complete when the system consists of an
arbitrary number of identical processes. The complexity reduces to polynomial time when the processes are not allowed to read the initial values of the variables in the memory.

It is interesting to re-consider the problem under the assumption of having one or more distinguished processes (so called leader processes). In fact, the parameterized reachability problem when allowing two leaders has non-primitive recursive time complexity. This is a consequence of the fact that the reachability problem has a non-primitive time complexity in the non-parameterized case when we have two or more processes [Atig et al. 2010]. We can let the two leaders simulate the two processes, and make the rest of the processes (the slave processes) passive, by letting them have an empty set of transitions. The case with a single leader is less clear. For the class of finite-state processes, interacting through rendez-vous communication, under the SC semantics, the complexity of parameterized verification jumps from polynomial time to Expspace when adding a single leader [German and Sistla 1992]. We believe that pivot abstraction can be extended to the case of a single leader. The question then is whether we will stay within polynomial space, or exponential space is required to solve the problem. In fact, forbidding the processes from reading the initial values of the variables will not reduce the complexity to polynomial time in the presence of leaders, since a leader may run a preliminary phase where it initializes the values of the variables.

Also, the complexity of the reachability problem jumps to being non-primitive recursive when allowing atomic read-modify-write (RMW) operations. The reason is that two processes can initially use the RMW operation to declare themselves as leaders by modifying the shared variables atomically (e.g., by setting the values of two special flags), while blocking the other processes, thus reducing the problem to the case of having two leaders.

The complexity of checking correctness of parameterized system under TSO, assuming that the system is correct under the SC model, is still PSPACE-complete since our lower-bound reduction will still go through under this assumption.

It would be interesting to consider the decidability of the model checking problem wrt. logics such as LTL or CTL, or to allow additional program features such as dynamic creation and deletion of processes. Also, it is relevant to consider other memory models than TSO. This includes memory models such as PSO that are "similar" to TSO, and memory models such as POWER, ARM, and (fragments of) C11 that have entirely different behaviors. In particular, we would like to see whether parameterization allows to get decidability for models for which the reachability problem is undecidable in the non-parameterized case such as POWER [Derevenetc 2015] and the ReleasedAcquire fragment of C11 [Abdulla et al. 2019a].

A difficult challenge is to consider parameterized verification for infinite-state processes. In the context of SC, it took almost two decades before the step from finite-state to infinite-state processes finally became possible (e.g., [Abdulla et al. 2020, 2004, 2013, 2016b]. We believe this time span will be shorter in the case of weak memory models, given our knowledge of parameterized verification in the case of SC, and given that we already know how to extend the non-parameterized case from the SC context to the weak context.

To obtain practically efficient algorithms, it will be interesting to consider over-approximation techniques such as monotonic and simulation-based abstraction [Abdulla et al. 2008a,b, 2011], and under-approximation techniques such as stateless model checking [Abdulla et al. 2015, 2017, 2019b, 2016a, 2018c].

Finally, we plan to study the decidability of probabilistic extensions of the parameterized TSO model using available frameworks for infinite-state Markov chains, e.g., [Abdulla et al. 2000, 2005a,b,c, 2007; Abdulla and Rabinovich 2003].
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