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The presence of surfactants alters the dynamics of viscous drops immersed in an ambient 
viscous fluid. This is specifically true at small scales, such as in applications of droplet 
based microfluidics, where the interface dynamics become of increased importance. At such 
small scales, viscous forces dominate and inertial effects are often negligible. Considering 
Stokes flow, a numerical method based on a boundary integral formulation is presented 
for simulating 3D drops covered by an insoluble surfactant. The method is able to simulate 
drops with different viscosities and close interactions, automatically controlling the time 
step size and maintaining high accuracy also when substantial drop deformation appears. 
To achieve this, the drop surfaces as well as the surfactant concentration on each surface 
are represented by spherical harmonics expansions. A novel reparameterization method 
is introduced to ensure a high-quality representation of the drops also under deformation, 
specialized quadrature methods for singular and nearly singular integrals that appear in the 
formulation are evoked and the adaptive time stepping scheme for the coupled drop and 
surfactant evolution is designed with a preconditioned implicit treatment of the surfactant 
diffusion.

© 2018 Elsevier Inc. All rights reserved.

Introduction

Micro-fluidics, or fluid mechanics at small scales, is an expanding research area. Droplet-based microfluidics is a sub-
category of microfluidics where tiny (e.g. picoliter sized) droplets are used as the equivalent of “test tubes”, offering the 
possibility of high troughput experiments that enhance the speed of chemical and biological assays [49,43]. Owing to the 
small scales, viscous forces dominate and inertial effects are often negligible. Due to the large surface to volume ratio, the 
importance of interface dynamics becomes pronounced. As water droplets are dispersed in oil, they are stabilized by a pow-
erful surfactant preventing them from coalescing. These surface active agents are compounds that lower the surface tension 
between liquids; they are widely used in engineering applications, in pharmaceuticals, foods and petroleum industries [27,
45]. Surfactants can also be found in e.g. detergents, emulsifiers, paints, adhesives, inks and alveoli.

The surfactant concentration can be modeled with a time dependent differential equation defined on the moving and 
deforming interface, coupled with the Stokes equation for the evolution of the droplets through a non-linear equation of 
state relating the surface tension to the surfactant concentration. There are two competing processes governing the effect 
of surfactants on drop deformation [18]: surfactant dilution and surfactant convection. The first one is due to deformation 
of the drop from a spherical shape, which causes an increase of total surface area and a consequent decrease of surfactant 
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concentration, hence smaller deformation. The fluid flow will however typically cause surfactant convection that tends to 
increase the concentration at the tips of the drop, resulting in an increasing drop deformation.

There are several studies of drop behavior without surfactants (see [47,60,55] for a summary), but the behavior of the 
surfactant-covered droplets has been much less studied, especially in 3D. In 2D there is a number of papers for insoluble 
surfactants, see e.g. [48,57,28]. For soluble surfactants where the surfactant is assumed to have a concentration also in one 
of the fluid phases, there are fewer studies, see e.g. [29,56]. For the 3D problem, one of the earlier studies is due to Li and 
Pozrikidis [31] in 1997, followed by another paper of Yon and Pozrikidis [59], where the drop deformation in shear flow is 
studied for the special case of viscosity ratio equal to one (same viscosity inside and outside the drop). Arbitrary viscosity 
ratio has been considered later on: Bazhlekov et al. presented a numerical investigation of the effect of insoluble surfactants 
on drop deformation and break up [8] and in [18] Feigl et al. presented a study of the same problem combining numerical 
simulations with experiments on droplets. In all of the mentioned cases a boundary integral formulation has been used. 
More recently, Teigen et al. proposed a diffuse-interface method [50], and Muraduglo and Tryggvason [35] a front-tracking 
method for drops with soluble surfactant.

These micro-fluidic problems are very challenging to simulate accurately and efficiently, especially in three dimensions. 
The geometry is time-dependent due to the motion and deformation of the drops, surface tension forces induce jumps in 
pressure and velocity gradients across the drop surfaces, and the presence of surfactants require the solution of a time 
dependent PDE on each deforming drop surface. Using grid-based methods to solve the Stokes (or Navier–Stokes) equations, 
the computational grid/mesh is typically not required to conform to the drop interfaces that could be kept track of by 
front-tracking [35], a level set method [57] or a phase field function with a diffuse interface layer as in [50]. The singular 
surface tension forces are commonly regularized onto the grid, yielding only first order accuracy close to the interface as 
measured in the resolution of the volume grid. Recent advances have been made to develop so-called cut cell methods to 
increase this accuracy to second order, see e.g. [24] and the references therein.

For the case of Stokes equations a boundary integral equation can be formulated. This is a sharp interface formulation 
for which the above mentioned issues are avoided – there is no underlying volume grid to couple to, jumps in solutions are 
naturally taken care of, and viscosity ratios between fluids enter only in coefficients of the equations. The formulation con-
tains integrals only over the fluid–fluid interfaces and possibly external boundaries, reducing the dimension of the problem, 
and hence the number of unknowns in the discretized problem.

There are many discretization choices to be made for a boundary integral formulation, including how the drop surfaces 
should be represented and how the integrals in the equation should be evaluated. The integrals contain Green’s functions 
for Stokes equations, which are singular but integrable when integrating over a drop surface for an evaluation point at that 
same surface, and nearly singular for an evaluation point on a drop surface nearby. Evaluating such integrals require special 
techniques.

One common way to discretize a surface is to use a triangulated surface [59,62]. We have chosen to use a higher order 
representation in terms of a parameterization of the surface, expressed as a spherical harmonics expansion with vector 
valued coefficients for the three drop coordinates. This has earlier been used e.g. for the simulation of vesicles and blood 
cells in Stokes flow [41,53,61]. An expansion of order p corresponds to O (p2) discrete points on the surface, and a discrete 
spherical harmonics transform can be used to compute the coefficients from the coordinates of these points. To evaluate 
the singular integrals mentioned above, we use a method that yields exponential convergence in p [22,53]. For the case of 
close interactions and hence nearly singular integrals, we adapt and optimize a procedure first presented by Ying et al. [58]
to our problem. The errors can be kept at a very low level also here, if parameters are chosen appropriately.

When a drop moves and deforms, the point distribution will in general be distorted, and the surface needs to be 
reparametrized. The optimal spherical harmonics representation is the one that describes the surface using a set of ex-
pansion coefficients with the fastest decay with p, corresponding to a specific set of discrete points on the surface. The 
reparameterization procedure should yield a distribution close to optimal, and conserve the volume and surface area of 
the drop. In addition, it needs to yield a new parameterization for the surfactant concentration, that is also represented 
using a spherical harmonics expansion. The reparameterization procedure introduced by Veerapaneni et al. in [53] sets a 
nice framework which we have used to design a novel reparameterization technique that meets our requirements regarding 
volume/surface area conservation and reparametrization of the surfactant representation.

An adaptive time-stepping scheme is used to couple together the drop and the surfactant evolution. It uses an implicit 
treatment for the diffusive term in the surfactant equation, which reduces the CFL condition to first order. To make this 
implicit solver efficient also for large diffusion coefficients, a new preconditioner is introduced.

In total, the Boundary Integral Method (BIM) for 3D drops covered by an insoluble surfactant that we present here is able 
to handle drops with different viscosities and close interactions maintaining high accuracy even when strong deformations 
appears, automatically controlling the time stepping size.

The paper is organized as follows: in Section 1 we introduce the model, the boundary integral formulation and the 
Galerkin method used to solve the discrete system. In Section 2 we discuss the numerical integration with special attention 
to singular and nearly singular integrals. A study and comparison of different time-stepping schemes coupling together the 
drop and the surfactant evolution is presented in Section 3, where we also introduce the new preconditioner for the sur-
factant equation. The new reparametrization procedure is explained in Section 4 and numerical experiments for both clean 
and surfactant-covered drops are presented in Section 5, where we validate our method against numerical and experimen-
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Table 1
List of symbols.

Symbol Definition

�γ Surface Laplacian
∇γ Surface gradient
γ ∗ Union of all drop surfaces

⋃
i γi

μ0 Viscosity of the ambient fluid
μi Viscosity of the fluid inside the i-th drop
λi The viscosity contrast μi

μ0

u Interfacial velocity
u∞ Far field velocity
uγ Tangential component of the interfacial velocity
un Normal component of the interfacial velocity
P Pressure
σ Dimensionless interfacial tension
� Dimensionless surfactant concentration
Pe Péclet number

Table 2
List of geometrical quantities.

Symbol Definition Symbol Definition
E xφ · xφ L xφφ · n
F xφ · xθ M xφθ · n
G xθ · xθ N xθθ · n
W

√
EG − F 2 H 1

2
E N−2F M+GL

W 2 , mean curvature

n xφ×xθ

W , unit normal K LN−M2

W 2 , Gaussian curvature

tal results and where we also show the effect of surfactant in very near interaction of two drops. Conclusions and future 
perspectives are given in the last section.

1. Mathematical formulation

We consider N drops immersed in a liquid with different viscosity. The Stokes equations read⎧⎪⎨
⎪⎩

−μi�u(x) + ∇ P (x) = 0

∇ · u(x) = 0

u(x) → u∞(x) as |x| → ∞
(1)

for every x inside the i-th drop (i = 1, . . . , N) or in the exterior region (i = 0), where u is the fluid velocity, P is the pressure 
and μi is the viscosity (see Tables 1 and 2).

Let γ ∗ = ⋃
i γi denote the union of all drop surfaces/interfaces. There is a jump condition at γ ∗ that is given by

[[T n]] = f(x) (2)

where T = −P I + μ(∇u + ∇uT ) is the Cauchy stress tensor, [[·]] denotes the jump across the interface and f =
2σ(x)H(x)n(x) −∇γ (σ ) is the interfacial force, with n being the outward pointing unit normal and σ the interfacial tension. 
The evolution of the interfaces is given by

dx

dt
= u(x), for all x ∈ γ ∗. (3)

Letting a, σ0 and μ0 be, respectively, the radius of an undeformed spherical droplet, the interfacial tension of the clean 
interface and the viscosity of the ambient fluid, we can non-dimensionalize by taking the characteristic length to be a, 
the characteristic velocity to be U = σ0

μ0
and the characteristic time T = aμ0

σ0
. Using the corresponding non-dimensionalized 

variables, equations (1)–(2) can be reformulated as a boundary integral equation [38]. For all x0 ∈ γi (i = 1, . . . , N),

(λi + 1)u(x0) = 2u∞(x0) −
N∑

j=1

(
1

4π

∫
γ j

f(x) · G(x0,x)ds(x)

)

+
N∑

j=1

(
λi − 1

4π

∫
γ j

u(x) · T (x0,x) · n(x)ds(x)

)
,

(4)

where λi = μi denotes the viscosity contrast of the i-th drop. The tensors G and T are the Stokeslet and the Stresslet,
μ0
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G(x0,x) = I/r + x̂x̂/r3, T (x0,x) = −6x̂x̂x̂/r5,

where x̂ = x0 − x and r = |x̂|. The limit to the boundary has been taken in (4) and the integrals are to be understood as 
principal value integrals. Using Eq. (4), we solve for the velocity of the drop surfaces, whereafter the drop evolution can be 
computed. The velocity can be evaluated anywhere in the domain whenever it is wanted (see [38] for details) but is not 
needed to determine the drop evolution. The velocity field is continuous across the interfaces γi , but its gradient and the 
pressure are not.

The evolution of the drops is affected by the presence of insoluble surfactant through a modified surface tension force. 
The equation governing the evolution of the surfactant concentration � is a convection–diffusion equation which can be 
derived stating the conservation of surfactant mass [46]; it is given in dimensionless terms by [46,8],

∂�

∂t
+ ∇γ · (�uγ ) − 1

Pe
∇2

γ � + 2K (x)�(u · n) = 0, (5)

where Pe = aσ0
μ0 D S

is the Péclet number, with D S being the surface diffusivity. The interfacial tension is related to the 
surfactant concentration by the equation of state. Different equations of state can be used [37], we will use the Szyszkowski 
equation (also called Langmuir equation of state) which in dimensionless form is given by

σ(�) = 1 + E ln(1 − xs�) (6)

where E is the elasticity number and xs is the surface coverage, 0 ≤ xs ≤ 1. Equations (5)–(6) were non-dimensionalized by 
the characteristic velocity U , characteristic time T and the surfactant concentration �eq for the same amount of surfactant 
uniformly distributed over a spherical drop with the same volume [8].

1.1. Surface representation

Assuming the surface γi of each drop to be smooth and of spherical topology, we will use a spherical harmonics expan-
sion to represent it. Let x : U → γi be a parametrization of γi , where the domain U is a rectangle {(θ, φ) : θ ∈ [0, π ], φ ∈
[0, 2π)}. A scalar spherical harmonic function of degree n and order m is given by

Y m
n (θ,φ) =

√
2n + 1

(4π)

(n − m)!
(n + m)! Pm

n (cos(θ))eimφ, −n ≤ m ≤ n, (7)

where the associated Legendre function is defined by

Pm
n (x) = (−1)m(1 − x2)m/2 dm

dxm
Pn(x), m ≥ 0, (8)

and

P−m
n (x) = (−1)m (n − m)!

(n + m)! Pm
n (x), m ≥ 0, (9)

where Pn is the Legendre polynomial of degree n,

Pn(x) = (2nn!)−1 dn

dxn
[(x2 − 1)n]. (10)

Let f : S2 →R be a square-integrable function. It can be expanded in terms of spherical harmonics as

f (θ,φ) =
∞∑

n=0

n∑
m=−n

f m
n Y m

n (θ,φ) (11)

where the coefficients f m
n are the moments of the expansion,

f m
n = ( f , Y m

n ) =
π∫

0

2π∫
0

f (θ,φ)Y m
n (θ,φ) sin θdθdφ. (12)

We truncate the spherical harmonic expansion at some degree p,

f p(θ,φ) =
p∑ n∑

f m
n Y m

n (θ,φ). (13)

n=0 m=−n
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A drop surface will be represented by three such truncated scalar expansions,

x(θ,φ) = [x(θ,φ), y(θ,φ), z(θ,φ)] =
p∑

n=0

n∑
m=−n

[xm
n , ym

n , zm
n ]Y m

n (θ,φ) (14)

where we have omitted the subscript p and also the index of the drop for simplicity. We will denote by xm
n = [xm

n , ym
n , zm

n ]
the spherical harmonics coefficients vector. The surfactant concentration corresponding to this drop surface is similarly 
represented as

�(θ,φ) =
p∑

n=0

n∑
m=−n

�m
n Y m

n (θ,φ). (15)

We will compute derivatives of functions using analytical formulas in the spectral domain, see Appendix A.

1.2. Galerkin formulation

To solve the integral equation (4), the evolution equation (3) and the surfactant equation (5), we use a Galerkin formu-
lation as suggested in [41], where a similar approach is used to simulate the flow of vesicles. Let S2 denote the unit sphere 
and (·, ·) the inner product ( f , Ynm) = ∫ 2

S
f Ynmds, then the Galerkin method seeks the solution to the original system by

(λi + 1)(u, Ynm) = (u∞, Ynm) +
N∑

j=1

[(S j[f], Ynm) + ((λi − 1)D j[u], Ynm)], (16)

(
∂x

∂t
, Ynm) = (u, Ynm), (17)

(
∂�

∂t
, Ynm) = −(∇γ · �uγ , Ynm) + 1

Pe
(∇2

γ �, Ynm) − (2K�u · n, Ynm). (18)

This approach exploits the orthogonality and symmetry properties of the spherical harmonics as discussed in [7] and it 
results to be cheaper compared to a standard approach where the physical variables are directly discretized, as observed 
already in [41]. Indeed, if the original system with physical variables has size 2(p + 1)2 (the grid points), the Galerkin for-
mulation almost halves the number of unknowns (the spherical coefficients). The spectral coefficients are complex (doubling 
the size of system), but thanks to the skew-symmetric property of real-valued functions,

f m
n = (−1)m f

−m
n

and the fact that all coefficients with |m| > n are zero, the final system has (p + 1)(p + 2) unknowns.

1.3. Upsampling and de-aliasing

Spherical harmonics can be seen as the surface counterpart to a Fourier series for a closed curve, and in a similar way 
as aliasing affects discrete Fourier series, samples of distinct functions may be indistinguishable on a discrete grid when 
dealing with spherical harmonics. High-frequency basis functions may alias to lower frequencies on a finite p-grid and 
introduce pollution to lower frequencies which renders the simulation unstable. This is a typical problem when dealing 
with non-linear manipulation of functions (mean and Gaussian curvatures, surface gradients, etc.) and it is necessary to 
keep the aliasing errors under control for these calculations.

When computing geometrical quantities involving non-linear manipulations, we will therefore first upsample the surface 
and the functions involved to a finer grid,1 perform differentiation and non-linear manipulations, and then downsample1 the 
result to the original grid. The commonly used “3/2 upsampling rate” [36] is not a good choice for our purposes since highly 
non-linear functions are involved for which this standard upsampling rate might not be sufficient. The adequate upsampling 
rate depends on the specific shape of the surface, and we will adopt an adaptive upsampling procedure introduced by 
Rahimian et al. [41] which is based on the decay of the mean curvature spectrum.

1 By upsampling we mean to pad with zeros in the spectral space and then transform back to a finer grid in physical space. By downsampling back again 
we mean to transform to spectral space, cut the extra modes and transform back to the original grid in physical space.
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2. Numerical integration

2.1. Regular integrals and discrete orthogonality

We will use a Gaussian spherical grid: in the longitudinal direction we discretize φ ∈ [0, 2π) using 2p + 2 equidistant 

points 
{
φi = π i

p+1

}2p+1

i=0
, while in the non-periodic direction θ ∈ [0, π ] we set 

{
θ j = cos−1(t j)

}p
j=0, where t j ∈ [−1, 1] are 

the Gauss–Legendre quadrature nodes with corresponding Gaussian quadrature weights wG
j . This is a standard choice for 

spectrally accurate integration when using a spherical harmonics expansions [41,53,51].
Now we can define a quadrature rule for regular integrals:∫

γ

f dγ =
p∑

j=0

2p+1∑
k=0

w j f (θ j, φk)W (θ j, φk), (19)

where w j = π
p

wG
j

sin(θ j)
and W (θ j, φk) is the infinitesimal area element of the surface γ .

This choice of quadrature rule ensures the discrete orthogonality property:

(Y m
n , Y m′

n′ )p = δnn′δmm′ , (20)

for 0 ≤ n, n′ ≤ p and |m| ≤ n, |m′| ≤ n′ , see [10] for details.
In this setting, the discrete version of eq. (12) is:

f m
n =

π∫
0

2π∫
0

f (θ,φ)Y m
n (θ,φ) sin θdθdφ ≈ π

p

(p+1)∑
i=1

2(p+1)∑
j=1

wG
j f (θi, φ j)Y m

n (θi, φ j). (21)

We will refer to eq. (21) as regular quadrature. Fast algorithms for computing backward and forward spherical harmonics 
transforms based on this grid are available [34], [42].

2.2. Singular integration

When computing the integrals in (4), for x0 = x we have a singularity. In order to compute the integrals we will make 
use of the following theorem [19,22]:

Theorem 1. For any smooth function f defined on a C∞ surface γ globally parametrized by spherical coordinates (θ, φ), the harmonic 
potential evaluated at the north pole x(0, 0) is given by

I[ f ](0,0) =
π∫

0

2π∫
0

f (x(θ,φ))W (θ,φ)

|x(0,0) − x(θ,φ)| dθdφ,

where W represents the infinitesimal area element. For the quadrature rule

Q [ f ](0,0) =
p∑

j=0

2p+1∑
k=0

ws
j

|x(0,0) − x(θ j, φk)| f (x(θ j, φk))
W (θ j, φk)

sin(θ j)
(22)

where

ws
j = w j

p∑
n=0

2 sin(θ j/2)Pn(cos θ j), (23)

it holds that Q converges superalgebraically to I with p.

The theorem is based on the fact that the spherical harmonics are eigenfunctions of the Laplace operator on the sphere. 
It can be extended to the single and double layer kernels of Stokes flow using symmetries and smoothness properties as 
shown in [53,41]. Using the quadrature rule (22) we can hence achieve an exponential convergence for the integrals that 
need to be computed in (4).

The theorem is stated for the target point x0 at the north pole of the parametrization, and does not hold in general. 
Hence, for any target point on the surface, the coordinate system will be rotated such that this quadrature rule can be 
applied. Analytical expressions for rotating the coefficients of the spherical harmonic expansion are given in Appendix B. A 
fast algorithm for spherical grid rotation with application to singular quadrature is given by Gimbutas and Veerapaneni [21]
where the computational complexity for all targets on the surface is O (p4 log p).
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Fig. 1. Schematic picture of the special quadrature for the nearly singular integrals. The pink star represents the target point x0, the blue circle is the closest 
grid point used as starting point for the Newton iteration (26). The red cross represents x∗ , the projection on the surface of the target point x0, and the 
green crosses are the points far away from the surface used for the 1D interpolation.

2.3. Nearly-singular integration

As two drops get closer, the integrals in Eq. (4) get more difficult to evaluate accurately due to the near singularities in 
the integrals, see Fig. 2(a). For this situation we have no analytical treatment as in the singular case. The nearly singular 
integration in 3D remains an area of active research, both for fixed and time-dependent geometries. In the first case, data 
can be precomputed and stored in order to accelerate the algorithm, but this is not possible in our case when the geometry 
is moving and deforming. Most of the methods available are based on refinement and/or interpolation techniques: Zhao et 
al. [61] proposed a technique based on the method of floating partition of unity for both singular and nearly singular 
integrals; Bremer and Gimbutas [11,12] describe a modified Nyström method for the discretization of weakly singular 
integral operators by first applying a suitable transformation to simplify the integrand and then using a precomputed table 
of quadrature rules to evaluate the resulting integral efficiently; Tlupova and Beale [51] developed a third order method 
using a regularized kernel, and, more recently, af Klinteberg and Tornberg [3] presented a fast and accurate method based 
on QBX (quadrature-by-expansion) for spheroidal surfaces, utilizing precomputation for efficiency. Ying, Biros and Zorin [58]
proposed a procedure based on interpolation to compute the nearly-singular integrals. We will adapt and refine the last 
approach for our application.

When the drops are well separated, at some distance larger than Ã(h) from each other (where h is a characteristic grid 
spacing), the regular quadrature works well. As they get closer, regular quadrature on a finer grid can still be used. Here, 
the density is interpolated to the finer (upsampled) grid, where the nearly singular kernel is better resolved. But at some 
point, a special quadrature method is needed since the quadrature error grows exponentially as we approach the surface 
[3] and it is not possible to resolve the problem by grid refinement, i.e. upsampling.

To formalize this division into regions, let x0 denote the target point and h = Rπ
p+1 the grid size, where R is the mean 

radius of the drop. We consider the following three regions:

• Well separated: �0 = {x0 ∈ γi | dist(x0, γ ∗ \ γi) ∈ ( Ã(h), ∞), i = 1, . . . , N}:
A regular quadrature rule on the standard grid is used;

• Intermediate: �1 = {x0 ∈ γi | dist(x0, γ ∗ \ γi) ∈ (h, Ã(h)], i = 1, . . . , N}:
A regular quadrature rule on the grid upsampled by a factor Ũ is used;

• Nearest: �2 = {x0 ∈ γi | dist(x0, γ ∗ \ γi) ∈ (0, h], i = 1, . . . , N}
In this case using the upsampled grid is not enough and we need a special technique to compute the nearly-singular 
integral, as will be described below.

The idea introduced in Ying et al. [58] for the nearly singular integration was to find the point x∗ on the surface that 
is closest to the target point x0. Then, continuing along a line that passes through x∗ and x0, the integral is evaluated at 
a number of points x1, . . . , xn further away from the surface (see Fig. 1). This can be done by regular quadrature on the 
standard grid or on the upsampled grid, depending on if the point belongs to �0 or �1. The value of the integral on the 
surface (at x∗) needs to be computed by the special quadrature for singular integrals discussed in section 2.2. At this point 
a 1D Lagrangian interpolation is used to compute the value at x0 by interpolating the values at x∗ and xi , i = 1, . . . , N .

We will follow the same approach as above in the following way. A cell list algorithm has been implemented to find 
in which region the target point x0 belongs. For the regions �0 and �1, the regular quadrature rule has already been 
introduced in Section 2.1. For the target points belonging to the region �2, we need to find the closest point on the 
surface, x∗ . Using the cell list mentioned above, we can also find the closest grid point to x0 (see Fig. 1); then we use it 
as starting point for a Newton iteration to find the closest point on the surface (not necessarily a grid point). We need 
to minimize the distance between the closest drop surface and the target point. Since the surface is represented by a 
spherical harmonic expansion, we want to find the parameters (φ, θ) corresponding to the point which minimizes the 
distance
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min
(φ,θ)

‖x(φ, θ) − x0‖ = min
(φ,θ)

‖
p∑

n=0

n∑
m=−n

xm
n Y m

n (φ, θ) − x0‖

(where xm
n are the spherical harmonic coefficients of the drop surface, eq. (14).)

To solve this optimization problem, we look for the zeros of the gradient of

f (φ, θ) = ‖x(φ, θ) − x0‖2,

where we have

∂ f

∂φ
= 2(

∑
n

∑
m

xm
n Y m

n − x0) · (
∑

n

∑
m

xm
n

∂Y m
n

∂φ
) = 0 (24)

∂ f

∂θ
= 2(

∑
n

∑
m

xm
n Y m

n − x0) · (
∑

n

∑
m

xm
n

∂Y m
n

∂θ
) = 0 (25)

We solve the system (24)–(25) using a Newton iterative method,

(φn+1, θn+1) = (φn, θn) − H−1∇( f (φn, θn)) (26)

where H is the Hessian of f .2

Once x∗ has been determined, we could apply Theorem 1 for computing the integral at this location. We have however 
already computed the single and double layer integrals for the self-self interaction with all grid points on the surface as 
target points, and these discrete values in term determine a spherical harmonics expansion of the field over the surface. 
Hence, we can simply use this expansion to determine the value at x∗ , and this same expansion can be used for any target 
point close to the surface where the special quadrature is invoked. This approach is computationally cheaper than the direct 
application of Theorem 1 even if it is used only for a single point. Finally, the interpolation procedure previously described 
to obtain the potential at the target point x0 can be used.

In this procedure, there are a number of parameters to set,

• Ã, the maximum distance before we need to upsample the grid for the regular quadrature,
• Ũ , the upsampling rate used in the intermediate region,
• L, the number of points used for interpolation for target points in the nearest region,
• D̃ , the distance between these points.

Clearly all these parameters depend on the resolution, so we will express them in terms of h, and we will see in the next 
section how they affect the accuracy. There are two sources of errors that contribute to the quadrature error in the nearest 
region. Firstly, errors in evaluating the values along the 1D line that will be used for interpolation. These errors arise from 
applying the singular, upsampled or regular quadrature rule to targets respectively on the surface, in the intermediate or in 
the well-separated region, depending on where the points fall. The interpolation procedure then introduces an additional 
error. An error bound is given for the special quadrature rule in [58]: assuming the boundary surface to be infinitely 
smooth, it provides a convergence rate that depends on the regularity of the density or if that is high enough (if the density 
is smooth, the convergence is spectral), the order of polynomial interpolation. We are using a different basic quadrature rule 
as compared to [58], but with similar convergence properties. These error bounds however include unknown constants, and 
can not be used to determine the level of the error for a given grid size. Hence, it is not possible to take advantage of the 
error bounds in practice, when setting the special quadrature parameters.

2.3.1. Testing the nearly singular quadrature
We will first test the nearly-singular quadrature algorithm for the double-layer potential on a unit sphere; in Fig. 2 it is 

shown how the error behaves with and without special quadrature. We notice that the upsampled region is not big enough 
if we fix the distance Ã = √

h as suggested in [58] (Fig. 2(b)), but 5h seems to be safer to ensure good accuracy (Fig. 2(c)). 
For this specific case the error is computed for the double-layer identity, where we know the analytical solution:

∫
�

Tijk(x, y)n̂k(y)ds(y) = δi j

⎧⎪⎨
⎪⎩

0 if x outside �,

4π if x ∈ �,

8π if x inside �.

2 Note that the inverse of H might be not well defined. To avoid this problem, an approach exploited in the Levenberg–Marquardt algorithm (which uses 
an approximate Hessian) is to add a scaled identity matrix to the Hessian, μI . This results in slower but more reliable convergence where the Hessian does 
not provide useful information [16].
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Fig. 2. Error (log scale) in computing the double-layer identity, p = 15. (a) Regular quadrature; (b) Special quadrature with Ã = √
h, Ũ = 4; (c) Special 

quadrature with Ã = 5h, Ũ = 4.

Fig. 3. L∞ norm of the error for the analytical test given by [15–26] vs the relative distance r/h; r is the distance between the target point and the ellipsoid 
and h = π

p+1 . p = 39. (a) Regular quadrature with different upsampling rates; (b) Special quadrature with L = 4 uniformly distributed interpolating points 
in the Nearest region and regular quadrature on the upsampled grid with Ũ = 3 in the Intermediate region; (c) Special quadrature with L = 4, 8 uniformly 
and non-uniformly distributed interpolating points in the Nearest region and regular quadrature on the upsampled grid with Ũ = 3 in the Intermediate 
region; (d) Special quadrature with L = 8, 10 uniformly and non-uniformly distributed interpolating points in the Nearest region and regular quadrature on 
the upsampled grid with Ũ = 4 in the Intermediate region.

This solution is constant outside the surface, and therefore inadequate for studying the convergence of the interpolation 
method (sketch in Fig. 1), so we will use instead an analytical non-constant solution given by Jeffery [26,15] for a spheroid 
with aspect ratio (1:2) to analyze the method. In Fig. 3 we compare the error obtained by regular quadrature with the 
one obtained by the special quadrature for different choices of the parameters Ũ , D̃l and L. In Fig. 3(b) we test uniformly 
distributed points for the interpolation, where the distance between points is constant and depends only on the resolution 
parameter h; in this sense the distribution of points is linear in l. We tried different choices: D̃l = hl, D̃l = 2hl, D̃l = √

hl, 
l = 1, . . . , L, but in none of these cases the accuracy is sufficient, indeed we observe a jump between the regular quadrature 
with upsampling and the special quadrature. We observe that using a higher upsampling rate Ũ always gives lower errors. 
Also when we consider a sequence of interpolation points that scales with the distance as D̃l(h) = h

√
l and increase the 

number of interpolation points, L = 8, 10, we can achieve higher accuracy. We can conclude that using the spacing given by 
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D̃l(h) = h
√

l together with a sufficiently large Ũ and L we can reach the desired tolerance; of course these parameters need 
to be increased and tuned carefully to avoid unnecessary computational costs.

3. Time-stepping

The choice of the time-stepping scheme for updating the drop positions and the surfactant evolution has to consider two 
main aspects: the computational cost and the control of error. The main numerical cost comes from solving the integral 
equation to obtain the velocity of the drops as presented in the previous sections. We want to maintain the number of 
Stokes evaluations at a minimum; at the same time the numerical scheme for the time evolution needs to control the error 
in both quantities (drop shape/surfactant concentration) and the time-step size should be adaptive balancing these two 
factors.

We recall that the system of ODEs (drop/surfactant) we are considering is given by{dx
dt = u(x,σ ),

d�
dt = f E(x,u,�) + f I (x,�),

(27)

where the velocity u at the interface is given by the solution of the boundary integral equations (4), f E and f I represents 
respectively the convective and the diffusion component of the equation for the surfactant (see eq. (5)),

f E = −∇γ · (�uγ ) − 2K (x)�(u · n),

f I = 1

Pe
∇2

γ �.

Due to the different nature of these two terms, we would like to treat them differently: an implicit scheme is a good choice 
for the diffusion term and an explicit method for the convective term [6].

We will first introduce three explicit schemes for the drop evolution (Section 3.1), then an IMEX scheme for the surfactant 
concentration (Section 3.2), with particular attention to the treatment of the implicit term; the coupling drop/surfactant is 
briefly explained in Section 3.3 where we also compare the different schemes considered.

3.1. Drop evolution

For the drop evolution we compare three different adaptive Runge–Kutta schemes, with corresponding Butcher tableaus 
given by:

Explicit midpoint
(2nd order)

0
1/2 1/2

0 1
1 0

RK23
(Bogacki–Shampine, 3rd order)

0
1/2 1/2
3/4 0 3/4

1 2/9 1/3 4/9
2/9 1/3 4/9

7/24 1/4 1/3 1/8

Kutta’s method
(3rd order)

0
1/2 1/2

1 −1 2
1/6 4/6 1/6

0 1

The bottom line represents the lower order scheme; the difference between the two approximate solutions at time t +dt
produced by the two methods provides an estimate of the local truncation error for the scheme of lower order, then the 
solution given by the highest method is employed so that the resulting scheme will have the highest order [40].

3.2. Surfactant evolution

For the surfactant evolution we consider a 2nd order IMEX Runge–Kutta Scheme [6] with time step size dt as follows:

• k̃0 = f E(x(t), u(t), �(t));
• solve for �(t+dt/2) (see Section 3.2.1 for more details):

�(t+dt/2) = �(t) + dt/2[ f E(x(t),u(t),�(t)) + 1

Pe
∇2

S �(t+dt/2)], (28)

and compute

k1/2 = f I (x(t+dt/2),�(t+dt/2));
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• k̃1/2 = f E(x(t+dt/2), u(t+dt/2), �(t+dt/2));

�(t+dt) = �(t) + dt(k̃1/2 + k1/2). (29)

The input data u(i) , for i = t, t + dt/2, and the corresponding position vectors x(i) , are given by the time-solver for the drop 
evolution (see Algorithm 1).

Since we want an adaptive method able to keep the error below a fixed tolerance, we compare two methods to control 
the surfactant evolution:

1. Error computed with IMEX1 (1st order):

�
(t+dt)
I M E X1 = �(t) + dt( f E(x(t),ut,�(t)) + f I (x(t+1),�

(t+dt)
I M E X1)); (30)

in this case the estimation of the error is given by

err(t+dt)
sur f actant = ‖�(t+dt) − �

(t+dt)
I M E X1‖∞

‖�(t+dt)‖∞
(31)

and then it requires two numerical solutions to be computed.
2. Error based on the local conservation of surfactant (conservation error): in the case of insoluble surfactant the mass is 

conserved on the interface,

d

dt

∫
γ (t)

�dS = 0.

As an estimate for the surfactant error, we compute the local error in conservation of mass

err(t+dt)
sur f actant = | ∫γ (t+dt) �

(t+dt)dS − ∫
γ (t) �

(t)dS|
| ∫γ (t) �

(t)dS| , (32)

where by local we refer to the change in mass between the current and the previous time-step and where the integral 
is evaluated numerically as explained in Section 2.1. This choice does not compute the error of �(t+dt) directly but 
through a physical quantity of interest as in (31); at the same time it is computationally cheaper than the previous 
option since only one numerical solution is needed to compute (32).

We also considered a Semi-implicit Spectral Deferred Correction Method [33,39] but it turned out to be too expensive for 
our problem since it requires several BIM solver calls to achieve the desired tolerance for the coupled system.

3.2.1. Preconditioning
Using the IMEX scheme for the surfactant, we need to solve the system generated by eq. (28) for every time step at the 

stage (t + dt/2), which we can write in a compact form as:

Ay = b (33)

where

A = I − dt

2

1

Pe
∇2

S ,

b = �(t) + dt

2
f E(x(t),u(t),�(t)),

and y = �(t+dt/2) . In practice we actually solve the system for the spherical harmonics coefficients, see eq. (18).
The conditioning of this system gets worse with increased diffusion, so we need a preconditioner to accelerate the 

convergence. It is well known that the spherical harmonics are eigenfunctions of the Laplace–Beltrami operator on the 
sphere [7],

�S2 Y m
n = −n(n + 1)Y m

n . (34)
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Fig. 4. Surface used to test the preconditioner; the colors denote the surfactant concentration.

Fig. 5. The effect of the preconditioner for the IMEX scheme for different resolutions: p = 9, 15, 21 respectively represented by the red, blue and magenta 
colors. When applying the preconditioner introduced in Section 3.2.1 the number of iterations needed is strongly reduced as well as the condition number, 
which becomes of the same order independent of p.

We use the diagonal matrix resulting on a sphere as a preconditioner for a general problem (general surface). In the follow-
ing plots we are comparing the number of iterations (GMRES tol=10e-12) for different diffusion coefficients (different Pe) 
with initial concentration � = 2 + x, on the surface3 showed in Fig. 4.

In Fig. 5(a) we show a substantial reduction in the number of iterations needed for the preconditioned algorithm and 
a gain increasing with the order of spherical harmonics; we also show (Fig. 5(b)) the condition number of the matrix A
compared to the condition number of the preconditioned matrix B = S−1 A, where S is the diagonal matrix obtained on the 
sphere, and we observe that, when the preconditioner is used, the condition number remains of the same order for all the 
different orders of spherical harmonics expansion considered.

3.3. Coupling and comparison

The explicit scheme for the drop evolution and the IMEX scheme for the surfactant concentration evolution need to be 
coupled together, as shown in the pseudo-code Algorithm 1 for the specific coupling Midpoint/IMEX. We would like the 
drop surface and the surfactant concentration evolutions to use the same temporal stages, and this is the basic reason why 
we considered and restricted the comparison to the above mentioned schemes. Indeed, they all use the same stages with 
an exception given by the case of RK23 where we would need an extra computation of the surfactant at t + 3

4 dt . This can 
be done in two ways: either we half the time-step for the surfactant (but we would do an extra unnecessary computation 
in t + dt/4), or we simply compute the solution in t + 3

4 dt using a first order IMEX method with time-step dt/4, i.e. we 
solve for �t+ 3

4 dt :

�(t+ 3
4 dt) = �(t+dt/2) + dt

4
( f E(x(t+dt/2),u(t+t/2),�(t+dt/2)) + f I (x(t+ 3

4 dt),�(t+ 3
4 dt))).

3 The surface is given by:

⎧⎪⎨
⎪⎩

x1(θ,φ) = ρ(θ,φ)cos(φ)sin(θ);
x2(θ,φ) = ρ(θ,φ)sin(θ)sin(φ);
x3(θ,φ) = ρ(θ,φ)cos(θ)

with ρ(θ, φ) = 0.7 + 0.3e−3Re(Y 2
3 (θ,φ)) .
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We adopt the second choice. The value produced is never used for the surfactant itself but only to update an intermediate 
stage of the drop evolution; indeed, it does not seem to affect the overall accuracy as observed by numerical tests.

From numerical tests we observed that both the third order schemes RK23 and Kutta’s method behave like a second 
order scheme as well as the Midpoint scheme (as expected); this is not surprising since the drop evolution is coupled 
together with the second order IMEX scheme for the surfactant. Once we introduce adaptivity in the time-step selection 
based on both surfactant and drop evolution, we can observe that the conservation error is a good choice for adaptivity 
only when using the Midpoint scheme, whilst for the other two schemes the error is not below the prescribed tolerance 
(Fig. 7). In the same figure we can see that when IMEX1 is used for the adaptivity in the surfactant, the error is lower, 
even too low for the drop evolution (Fig. 7(a)) when using RK23 or Kutta’s method; in these two cases, the number of 
Stokes evaluations (which represents the main cost) is the same for the two schemes, and lower for the Midpoint scheme 
(Fig. 6(a)). The Midpoint scheme is the only one which respects the prescribed tolerance in the drop and in the surfactant 
using both IMEX1 and the conservation error. Since the adaptivity with the conservation error needs only one numerical 
solution despite the two needed for the adaptivity given by IMEX1, the Midpoint rule is the natural choice. Note that for 
these simulations we used a rather large expansion order p in order to make sure that the relative error is independent 
from the spatial resolution; the error flattens out when the tolerance decrease (Fig. 7) due to the fixed imposed maximum 
step-size.

Concluding, we find that the best combinations of methods for the evolution of the coupled system drop/surfactant is 
the Midpoint rule (drop) together with the second order IMEX scheme that uses the conservation error for adaptivity.

Algorithm 1 Coupling the drop/surfactant evolution in time (Midpoint+IMEX).

while t < Tmax do

• Given x(t), �(t) , compute velocity u(t) by solving eq. (16).

⇓
• x(t+dt/2) = x(t) + dt

2 u(t);

• Compute �(t+dt/2) by solving the system in (28);

• Given x(t+dt/2), �(t+dt/2) , compute velocity u(t+dt/2) by solving eq. (16).

⇓
• x(t+dt) = x(t) + dtu(t+dt/2);
• Compute �(t+dt) using eq. (29).

Adaptivity in timea

err = max(errdrop, errsur f actant );

if err < tol then

Reparametrization → Algorithm 2;

t = t + dt;

end if

dt = dt(0.9 tol
err )1/2

end while

a The formula given for updating the time-step is for a second order method and the power 1/2 depends on this order; 0.9 is a safety factor to ensure the 
new dt sufficiently small [23].

4. Reparametrization

The spherical harmonics representation can be seen as a mapping from a Gaussian grid to the 3D surface. This mapping 
is not unique for a given surface (see Fig. 8) and the optimal map4 is not known a priori for a general surface. When 
performing numerical simulations, significant distortions of the point distributions on the drop surfaces may arise, especially 
for long simulations. This can introduce unresolvable high-frequency components (Fig. 8(b)), aliasing errors and numerical 

4 Optimal in the sense of modes needed. For the easiest example of the sphere we know that the optimal choice is the one that needs only one mode, 
see Fig. 8(a).



180 C. Sorgentone, A.-K. Tornberg / Journal of Computational Physics 360 (2018) 167–191
Fig. 6. The number of Stokes evaluations plotted versus tolerance using the two different estimates for the surfactant error. For this simulation we used: 
p = 21, final time T = 1, initial shape: ellipsoid (a/c = 1/2) with initial surfactant concentration � = 1 + x immersed in a shear flow with Ca = 0.2, λ = 1, 
Pe = 10, E = 0.2, xs = 0.3.

Fig. 7. Relative error vs tolerance. We compare the error (L2-norm) for the drop position and surfactant concentration. The data of this simulation are the 
same as in Fig. 6, the reference solution is computed using the Midpoint scheme combined with the second order IMEX scheme and a fixed time-step 
�t = 10−5.

Fig. 8. (a) Standard and (b) distorted grids on a unit sphere with related spectra En(x) := (
∑n

m=−n |xm
n |2)1/2 plotted versus n.

instability. For this reason we need to introduce a reparametrization algorithm which seeks to minimize a spectral energy, 
optimizing the grid point distribution with respect to the spherical harmonic representation. We will begin by describing the 
approach used in [53,41]. Here, the authors introduce a smooth function F : R3 → R, which is the implicit representation 
of a general surface γ , and a quality measure E(x) : X → R, where X is a space of sufficiently smooth functions on S2. It is 
shown how the solution of the optimization problem

min{E(x(θ,φ))}, subject to F (x(θ,φ)) = 0, (35)

x∈X
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is given by

g := (I − n(x) ⊗ n(x))∇E(x) = 0, F (x) = 0. (36)

The authors [53] suggest to use the quality measure (or energy)

E(x) =
p∑

n=0

n∑
m=−n

anm|xm
n |2, (37)

where anm is some attenuation coefficient and xm
n are the coefficients of the spherical harmonic expansion of the position 

vector x.
Eq. (36) can be solved by introducing a fictitious time (or psuedo-time) τ and looking for stationary solution of{

∂x
∂τ + (I − n(x) ⊗ n(x))∇E(x) = 0,

x(0) = x0.
(38)

A maximum number of iterations imax and a tolerance ε are set for the breaking criteria, where ε is a parameter to control 
the change in the distribution of points (see the original references for more details). Note that the condition F (x) = 0 is 
embedded in the continuous formulation. In [53,41], eq. (38) is discretized using the forward Euler scheme and the discrete 
surface points are marched in pseudo time. Here, the points are not constrained to stay on the surface, which introduces an 
error that depends on the pseudo time step size.

The aim of the reparametrization is to penalize the high frequency components, i.e. the attenuation coefficients anm

should be small for low frequencies and large for the highest ones. We can use a Perfect Low-Pass Filter, where anm = 0 if 
n < ncutof f and anm = 1 otherwise, or we can also use a smoother filter that increases with frequencies: anm = 0 if n < ncutof f
and anm = n

p otherwise. In [53,41] such reparametrization with a Perfect Low-Pass Filter and a fixed ncutof f (ncutof f = p
kcut

, 
kcut = 2, 3) is used for the simulation of vesicles where it gives good results.

The main difference between vesicles and drops in this context, is that for the first case the local surface inextensibility 
avoids the same degree of distortions of the point distribution that can be seen for drops. We encounter a number of 
difficulties:

(a) We note that the above mentioned reparametrization will not ensure volume conservation;
(b) Using a fixed ncutof f is not working well in our simulations, neither the Perfect Low-Pass Filter nor the smoother one;
(c) The current procedure offers no spectrally accurate way to redefine the surfactant concentration on the reparameterized 

surface.

As for the first remark, it is certainly true also for vesicles that the volume conservation error will depend on the pseudo 
time step size, but it should be more noticeable for drops where distortions are larger and more reinitialization is needed.

In the following, we will introduce a new reparameterization method that resolves issues (a) and (c). We will however 
start by introducing an adaptive ncutof f to overcome the problem (b), and show how this change by itself improves also the 
old reparameterization procedure.

The adaptive ncutof f will depend on the geometry of the surface; in particular we fix the percentage Pcutof f of the modes 
that we want to penalize and then we compute ncutof f as:

ncutof f = minl

{
l ∈N,1 < l ≤ p : N2(l)

N1
< Pcutof f

}
(39)

where N2(l) = ∑p
n=l

∑n
m=−n |xm

n | and N1 = N2(1). This adaptive choice can much better determine what frequencies need 
to be cut for a given geometry. A basic example is a distorted grid on a sphere (as in Fig. 8(b)): in this case we know that 
only one mode is needed for the optimal distribution of points (Fig. 8(a)), and we reach this state using the adaptive ncutof f

but not using a fixed ncutof f (in which case only modes higher than p/2 would be filtered out). Numerical experiments 
show that the new procedure works better also for more complicated problems, like drops immersed in a linear flow that 
reach a steady state. In this case the drop shape is steady but due to tangential velocities on the drop surface the point 
distribution is continuously changing and the reparametrization plays a fundamental role. To show this, we consider a clean 
drop immersed in a flow generated in the four-roll mill

∇u = 1

2
G

⎡
⎣ 1 + α 1 − α 0

−1 + α −1 − α 0
0 0 0

⎤
⎦ ,

where α is a parameter which specifies the relative strength of the strain rate and vorticity in the flow. The parameters 
which affect the evolution of the drop are set to be Ca = 0.0718, λ = 0.118 and α = 0.6. Under these conditions, the drop 
reaches a steady state, meaning that the energy defined in eq. (37) should reach a constant value. In Fig. 9 this expected 
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Fig. 9. Comparing the quality measure E defined in (37) using adaptive and non-adaptive ncutof f . This quantity does not approach a steady state when 
using the fixed ncutof f = p/2. Using the adaptive ncutof f the steady state is reached in good agreement with experimental results [9].

Fig. 10. Sketch of the problem for the reparametrization.

behavior can be seen using the adaptive ncutof f , but for a fixed ncutof f = p/2 the energy continues to increase and yields an 
unstable simulation. Defining the deformation number as:

D = L − B

L + B
(40)

where L and B are the drop length and breadth in the flow plane respectively, for the simulation with the adaptive ncutof f
we find a value of D = 0.117, in good agreement with the experimental results presented in [9]. Since this adaptive filter 
works well it will be used also with the new reparametrization procedure.

As mentioned in (c), we have a quantity (the surfactant concentration) that is defined on the surface. Before starting 
the reinitialization procedure, we have the initial expansions x0(θ, φ) for the drop surface and �0(θ, φ) for the surfactant 
concentration. The discrete points on the surface are given by x0(θ, φ) evaluated in the θ and φ values as given in (14). 
In the old reinitialization procedure, we move the discrete points, and for this reason we will refer to this procedure as 
to the point-reparametrization. After they have been moved, we can compute new coefficients for this discrete set of points 
using the discrete transform (21). We do not however know what θ and φ values the new point locations correspond to 
in the initial expansion. If we knew that, we could compute the corresponding � values by simply evaluating �0(θ, φ) at 
these (θ, φ) values. Hence, it is the aim for the new reinitialization procedure to find these values of the angles, and for 
this reason we will refer to the new procedure as the angle-reparametrization. As an additional benefit, knowing these θ and 
φ values, we can evaluate the discrete points on the surface from the initial expansion x0(θ, φ), which yields a spectrally 
accurate volume conservation.

Fig. 10 shows a 2D-sketch of the problem, also indicating that the discrete points are not constrained to stay on the 
surface in the point-reparametrization procedure. For the new procedure, we instead need to find the new angle vector 
(θ∗, φ∗) in order to evaluate both the point location and the surfactant concentration on the surface. To do this we com-
pute a parameter pseudo-velocity ( ∂θ

∂τ , ∂φ
∂τ ) for evolving (θ, φ) in pseudo-time. From eq. (38) we have ∂x

∂τ = w, where the 
pseudo-velocity w is given by

w(θ,φ) = [u1(θ,φ), u2(θ,φ), u3(θ,φ)] = −(I − n(x) ⊗ n(x))∇E(x).

By the chain rule, we have

dx = ∂x ∂θ + ∂x ∂φ
. (41)
dτ ∂θ ∂τ ∂φ ∂τ
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In order to find the parameter pseudo-velocity ( ∂θ
∂τ , ∂φ

∂τ ), we consider the two projections, where 〈·, ·〉 denotes the scalar 
product:{

〈 dx
dτ , ∂x

∂θ
〉 = 〈 ∂x

∂θ
∂θ
∂τ + ∂x

∂φ
∂φ
∂τ , ∂x

∂θ
〉

〈 dx
dτ , ∂x

∂φ
〉 = 〈 ∂x

∂θ
∂θ
∂τ + ∂x

∂φ
∂φ
∂τ , ∂x

∂φ
〉 →

{
〈w, ∂x

∂θ
〉 = ∂θ

∂τ | ∂x
∂θ

|2 + ∂φ
∂τ 〈 ∂x

∂φ
, ∂x

∂θ
〉

〈w, ∂x
∂φ

〉 = ∂θ
∂τ 〈 ∂x

∂φ
, ∂x

∂θ
〉 + ∂φ

∂τ | ∂x
∂φ

|2
which can be stated in compact form as

Aα = b, (42)

where

A =
[ | ∂x

∂θ
|2 〈 ∂x

∂φ
, ∂x

∂θ
〉

〈 ∂x
∂φ

, ∂x
∂θ

〉 | ∂x
∂φ

|2
]

, α =
(

∂θ
∂τ
∂φ
∂τ

)
, b =

( 〈w, ∂x
∂θ

〉
〈w, ∂x

∂φ
〉

)
. (43)

We can explicitly write

α = A−1b, (44)

where

A−1 = 1

| ∂x
∂θ

|2| ∂x
∂φ

|2 − 〈 ∂x
∂φ

, ∂x
∂θ

〉2

[ | ∂x
∂φ

|2 −〈 ∂x
∂φ

, ∂x
∂θ

〉
−〈 ∂x

∂φ
, ∂x

∂θ
〉 | ∂x

∂θ
|2

]
.

The problem can be reformulated using tensor notation and differential geometry quantities5 to see that we are looking for 
the component of the vector w in the non-orthogonal tangent basis. Once we solve the system for the derivatives ( ∂θ

∂τ , ∂φ
∂τ ), 

we can compute the new parameters (θ∗, φ∗) using a forward Euler step. At this point the new position is given by eq. (14). 
One extra forward and one extra backward transform are needed in order to keep the original grid, equidistant in φ and 
Gauss–Legendre points in θ :

x(θ∗, φ∗) =
p∑

n=0

n∑
m=−n

xm
(0),nY m

n (θ∗, φ∗) =: x̃(θ,φ) =
p∑

n=0

n∑
m=−n

x̃m
n Y m

n (θ,φ) (45)

�(θ∗, φ∗) =
p∑

n=0

n∑
m=−n

�m
(0),nY m

n (θ∗, φ∗) =: �̃(θ,φ) =
p∑

n=0

n∑
m=−n

�̃m
n Y m

n (θ,φ), (46)

where x̃m
n and �̃m

n are given by eq. (12).
This whole procedure is done for all discrete points on the surface in each pseudo time step, and it is summarized in 

the pseudo-code Algorithm 2.
To test the new reparametrization, we intentionally distort6 the grid of an ellipsoid with aspect ratio (1:2) as shown in 

Fig. 11(a) and let the new procedure run.
The reparametrization is following only a fictitious velocity, so the surfactant distribution should not change but ap-

pear the same as in Fig. 11(a) also after the reparametrization (Fig. 11(b)). In Fig. 12 we compare the error in the volume 
and the area conservations for the two methods of reparametrization, the new angle-reparametrization and the old point-
reparametrization. In both cases, the adaptive ncutof f and a Perfect Low-Pass Filter are used. We can see the spectral decay 
of the error for the new reparametrization and, moreover, the dependence/independence from the pseudo-time step τ can 
clearly be seen (Fig. 12): the error for the point-reparametrization is growing with this parameter, whilst for the angle-
reparametrization it stays fixed and much smaller. This is because, with the point-reparametrization, we want to move the 
points tangential to the surface, but we practically have to deal with a discrete system and then a large pseudo-time step 
might bring the new point distribution far from the surface, as shown in the sketch of Fig. 10. With the new method, 
instead, we compute the new point distribution and the new surfactant concentration by evaluating a spherical transform, 
using the spherical harmonic coefficients xm

(0),n and �m
(0),n of the original surface/surfactant concentration, see eqs. (45)–(46). 

We are basically projecting the new position vector on the surface and computing the corresponding angle parameters; 

5 The matrix A in (43) is the so-called metric tensor gij with its inverse gij and, using enumeration instead of φ, θ , we can write

w = αiei ,

αi = ei · w = (gije j) · w = gij(e j · w),

where ei := gij e j , e j being the normalized vector tangential to the surface [14].
6 We apply an artificial tangential velocity given by v = 3kcos(3θ)tφ + 2kcos(3φ)tθ until the computational time T = 3, with k = 0.01.
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Algorithm 2 Reparametrization.
Given an initial configuration for the drop surface and for the surfactant concentration, we upsample by a factor Urep; on this finer grid the initial drop 
surface and initial surfactant concentration are given by [x0(θ, φ), �0(θ, φ)] with spectra [xm

(0),n, �m
(0),n]. Set x̃(θ, φ) = x0(θ, φ) and x̃m

n = xm
(0),n:

while ++i < imax do
• Compute the energy using eq. (37) and adaptive ncutof f computed through eq. (39);
• Use the computed energy for obtaining the pseudo-velocity ∂x

∂τ = w(θ, φ) through eq. (38);

• Solve system (42) to find the parameter pseudo-velocity α = ( ∂θ
∂τ , ∂φ

∂τ );
• Compute the new parameters (θ∗, φ∗) using a forward Euler step;
• Update the position vector using the initial expansion coefficients, eq. (45);
• Compute the updated expansion coefficients x̃m

n via (21);
• Compute the normal vector and the gradient of the energy (37) corresponding to the new position in order to update g via eq. (36);
if ‖g‖ < ε then break
end if

end while
• Compute the new surfactant concentration using the initial expansion coefficients, eq. (46);
• Compute the updated expansion coefficients �̃m

n via (21).

Fig. 11. The distorted ellipsoid with � = 2 − 1
2 x1 + x2 + 1

2 x3, (a) pre and (b) after reparametrization. Colors denote the surfactant concentration.

Fig. 12. Comparing the point-reparametrization and the new angle-reparametrization, p = 7, for the test case shown in Fig. 11.

for this reason the size of the pseudo-time step is not a restriction anymore. Note also that the level of the error for the 
new reparametrization procedure is set by the upsampling rate of the reparametrization Urep . This is shown in the example 
of Fig. 12: if we compare the level of the error in Fig. 12(b) we can see that it corresponds to the error in Fig. 12(a) for 
Urep = 2.

Finally we can check the surfactant concentration accuracy after the reparametrization using an analytical solution 
(Fig. 11(b)):

� = 2 − 1

2
x1 + x2 + 1

2
x3

and we found that the error is very low (< 10−15). This is obvious since we are just evaluating a spherical transform for a 
well-resolved geometry. We checked the reparametrization procedure for different geometries and surfactant distributions 
and results behave as for the previous case.
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Fig. 13. A single drop in an extensional flow with E = 0.35, Pe = 11.8, Ca = 0.1, λ = 0.093, p = 17. (a) 3D surfactant-covered drop (xs = 0.36) at the steady 
state; (b) 2D projection to compare clean (black dotted line) and surfactant-covered (colorful) drops at the steady state.

5. Numerical experiments and validation

In this section we will check our numerical method and perform some numerical experiments using the following 
methods/parameters:

• Time-stepping scheme: combination of Midpoint rule (drop) together with the IMEX scheme (surfactant concentration) 
with adaptivity based on the conservation error (see Algorithm 1) with the tolerance set as tol = 10−5;

• Numerical integration: for the case of multiple drops, the special quadrature for the nearly singular integration presented 
in section 2.3 is applied with the following parameters: Ã = 5h, D̃ = h

√
l, Ũ = 4 and L̃ = 8;

• Reparametrization: the angle-reparametrization presented in section 4 is used with the adaptive ncutof f defined in eq. (39)
and the following parameters: Pcutof f = 0.2, imax = 30, ε = 10−4.

A clean drop case has already been validated in Section 4 comparing our results with the experiments by Bentley and Leal 
[9], so we proceeded by validating our code with standard tests for the surfactant convection–diffusion equation. In order 
to make the reader more familiar with the role of each single term acting in eq. (5), we describe the tests below:

1. Diffusion term: in this case we do not consider the convective and the stretching term and, starting by a non-constant 
initial �, we can see the effect of the diffusion spreading the surfactant on the whole surface until it reaches a constant 
concentration, slower or faster depending on the Péclet number.

2. Stretching term: we consider the uniform expansion of a spherical drop, radius R(t), uniformly coated with insoluble 
surfactant concentration �(t). The Péclet number is set to infinity so that only the stretching term is active (there is 
only the normal velocity component, so the convection term is zero). In this case we have the analytical solution

�R2(t) = �(0),

so that ∂�
∂t + 2 �

R
∂ R
∂t =0, which is in agreement with equation (5), since the mean curvature of the sphere is − 1

R and then 
the stretching term is exactly (∇S · n)(u · n) = 2

R
∂ R
∂t .

3. Convective term: for this case we consider a rotating sphere again with infinite Péclet number. In this case only the 
tangential velocity is non-zero and the solution is kept constant.

At this point we are able to test the whole system, drop/surfactant for a single or multiple interacting drops.
We start by considering a drop with initial spherical shape subject to a planar extensional flow u = (x, −y, 0) immersed 

in a fluid with a different viscosity, λ = 0.093. The specific value of λ has been set by the experimental results [25] and 
makes all the terms involved in our equation to be active: when λ �= 1 we know that both the single and the double-layer 
play a fundamental role; moreover, when λ is small and the surfactant coverage is big enough, the Marangoni term becomes 
significant [8] and so the effect of the surfactant. We compare the behavior of a clean drop, with a surfactant-covered drop 
with surface-coverage (eq. 6) xs = 0.36, see Fig. 13. We can see that the surfactant acts to lower the surface tension and 
consequently the drop deforms more. We found for these experiments the deformation numbers (40) Dxs=0 ≈ 0.21 and 
Dxs=0.36 ≈ 0.30. These results are in good agreement with both the experimental results by Hu and Lips [25] and with the 
numerical results by Bazhlekov et al. [8] (see Fig. 8 in [8] where both experimental and numerical results are shown). We 
also performed a convergence test for this example: computing a reference solution (p = 29) we look at the error for the 
drop position and surfactant concentration at a steady state, see Fig. 14. This is a particularly interesting and complicated 
example to test: it’s a time dependent problem, we are looking at a long time horizon and there is a strong tangential flow 
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Fig. 14. L2 norm of the error for the validation test of Fig. 13. The error is computed for the spherical harmonics coefficients vector of the drop position 
(left) and of the surfactant concentration (right) using a reference solution obtained with p = 29.

Fig. 15. Two surfactant-covered drops in a shear flow at time T = 18. Comparing two different viscosity ratio: λ = 1 (left) and λ = 2 (right).

that distorts the point distribution on the drop even when the shape is steady. For this reason, the reparameterization is 
constantly activated and, since this procedure is not fixed when changing the expansion order p, it could ruin smooth error 
decay with increasing resolution; this is another reason why looking at the converge plot is so challenging. Nevertheless, 
we can see the convergence of the error in Fig. 14 where the final flattened part occurs as we are getting close to the finite 
resolution used to compute the reference solution, and we are already below the set time step tolerance.

Finally, with confidence from the successful comparisons with numerical and experimental results, we proceed with a 
numerical simulation of two interacting drops. Unfortunately there are no analytical, experimental or numerical results to 
validate the multiple surfactant covered drops experiment, but we show how our method can handle also very close inter-
actions, how the deformation is affected by the presence of the surfactant and by the viscosity ratio λ. In this experiment 
two drops are immersed in a shear flow and pushed against each other reaching a very small distance (Fig. 15), so that the 
special quadrature for the nearly-singular integrals becomes fundamental. In Fig. 16 we show 2D projections of the drops 
to compare the clean drops with the surfactant-covered ones at different time-steps for two different values of λ. We can 
see how the surfactant acts lowering the surface tension and then making the drops deform more as compared to the clean 
case. The surfactant concentration is higher at the tips and this non-uniform distribution induces a strong Marangoni force. 
In particular we observe that for the surfactant covered drops, the minimum distance reached is never less than 0.16 for 
the case λ = 1 and 0.15 when λ = 2. When considering the clean drops, due to the smaller deformation, the minimum 
distance reached is instead 0.058 and 0.056 respectively for λ = 1, 2 (see Fig. 17) which correspond approximately to 0.25h
that means that the special quadrature for the nearly-singular integral is absolutely needed as shown in Fig. 3. In Fig. 16 we 
compare the evolution of the drops at different times and we can observe how the higher viscosity yields a slower deforma-
tion. For these simulations the physical parameters used are the following: λ = 1, 2, Ca = 0.2, Pe = 200, E = 0.5, xs = 0.6. 
We used p = 13 combined with an adaptive upsampling and reparametrization. Note that, even using such a small number 
of points, we obtain an error at the final time T = 50 which is less than 0.2% in the volume conservation and than 0.3% for 
the surfactant conservation for all cases presented. The maximum number of iterations allowed for the reparametrization 
is set as imax = 30, but in practice we never need so many iterations since we are able to use large pseudo-timesteps as 
shown in Section 4.

6. Conclusions and future work

In this paper, we have presented a numerical method based on a boundary integral formulation for 3D surfactant covered 
drops. We have showed how the method can accurately simulate multiple drops immersed in a fluid with different viscosity 
(λ �= 1) also as very close interactions occur thanks to special quadrature methods for singular and nearly singular integrals.

We presented a new reparametrization method able to maintain a good quality of the surface representation, a crucial 
point when dealing with strong deformations as in our case. This new procedure can deal with large pseudo-timesteps and 
can therefore ensure fast convergence, at the same time achieving spectral accuracy of the drop volumes/areas. In addition, 
it provides a way to redefine the representation of any surface quantity, in our case the surfactant concentration, such that 
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Fig. 16. Projections of two surfactant-covered drops interacting in a shear flow; the colors denote the surfactant concentration, the dotted line denote a 
clean drop. Comparing two different viscosity ratio: λ = 1 (left column) and λ = 2 (right column).

Fig. 17. Zoom of the interaction between two drops for λ = 2, T = 25. The colors denote the surfactant concentration, the dotted line denote the contour of 
a clean drop.

it corresponds to the new drop discretization while conserving the surface quantity (pointwise error of the surfactant) to 
spectral accuracy.

Since the discretization is based on a boundary integral equation, only the surfaces of the drops must be discretized as 
compared to the full volume, and moreover with the representations based on a spherical harmonics expansion the number 
of unknowns can be kept low while still giving an excellent representation of the surfaces and of any quantities that live 
on the drops. This means that the system sizes for the Stokes solvers are small, but the matrices are however dense. The 
integral equation is of second kind, and yields a well conditioned system for which the condition number stays constant 
with an increased resolution on the drop surfaces, even though it depends on the geometry of the problem. This implicates 
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that as the linear system is solved iteratively with GMRES, the number of iterations does not grow with increased resolution 
and the computational cost is O (n2), with n = N(p + 1)(p + 2). This cost can be further reduced by using a fast summation 
method to evaluate the matrix-vector multiply to O (n) or O (n log n). The fast multipole method [52] is one alternative, 
others include the FFT based Ewald methods that has been developed for periodic [32], [5] and recently also for free-space 
[1] settings. In the simulations presented in this paper, we have not used these methods, but it will become necessary as 
we want to consider more drops in one simulation.

We studied and compared different combinations of time-stepping schemes for the drop-surfactant system, with the 
design criteria to minimize the number of solvers of the Stokes equations relative to the achieved accuracy, since this 
is the computationally most costly part. The final choice (Midpoint rule with IMEX 2nd order) is adaptive based on the 
estimated accuracy for both the drop and surfactant evolution, ensuring to keep the error below a given tolerance. This 
method treats the diffusive term in the surfactant equation implicitly, reducing the CFL condition to first order. This however 
requires a system to be solved, which we do with GMRES. To accelerate the convergence of the iterations, we introduce a 
preconditioner based on analytical properties of the spherical harmonics.

This is only one of the advantages of using a spherical harmonics representation: a Galerkin formulation (Section 1.2) 
results to be cheaper than a discrete solver for the physical variables; in the reparametrization procedure the spherical har-
monics representation can ensure spectral decay of the error and no strict pseudo-time restrictions. Also when computing 
singular and nearly-singular integrals, the spherical harmonics representation plays a fundamental role: in the first case 
(Section 2.2) we use analytical expressions for the rotation of the spherical harmonics coefficients (Appendix B), and when 
computing the interpolation for the nearly-singular quadratures (Section 2.3), the on-surface value is based on a spherical 
harmonics interpolation. When two or more drops are getting close enough that the special quadrature evaluation is needed, 
the evaluation of the nearly singular integrals become expensive. Since no error estimates are available to guide parameter 
selection in the special quadrature method, choices that yields unnecessarily expensive computations might be made to 
ensure sufficient accuracy. In [3] af Klinteberg and Tornberg developed a quadrature method denoted Quadrature by Expan-
sion (QBX) [30] for the case of spheroidal rigid particles in Stokes flow. The known geometry of the rigid particles allows 
for precomputations that makes the method very efficient. For deformable drops, such precomputations are not possible. In 
[2] af Klinteberg and Tornberg developed an adaptive QBX method (AQBX) in two dimensions. Given a user specified error 
tolerance, parameters are selected on the fly to meet this tolerance, using error estimates derived in [4].

If error estimates such as those in [4,2] would be available in three dimensions, they could be used to determine the 
accuracy that the quadrature method with a specific resolution yields at a given target point. Hence, given an error toler-
ance, they could also predict what upsampling is required to achieve that accuracy. This could then be used to determine 
the parameters Ã and Ũ introduced in section 2.3. Further analysis is however needed to ensure that the error in the in-
terpolation procedure in the nearest region (where it is unfeasible with plain upsampling) can be controlled and optimal 
parameters selected. An alternative route is to use the idea of target specific QBX (TSQBX) as introduced in [44], in the 
nearest region, which would build on a generalization of the methodology in [2]. Both these approaches do however need 
rather precise error estimates, and our first aim will be to extend the error analysis to three dimensions. Only then can we 
pursue the goal to design an algorithm that automatically selects parameters to minimize the cost of the integral evaluation, 
while maintaining errors below a set tolerance.
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Appendix A. Derivatives of spherical harmonics

For convenience, we will use the normalized associated Legendre functions which will be denoted by P̃m
n (x):

P̃m
n (x) =

√
2n + 1

(4π)

(n − m)!
(n + m)! Pm

n (x). (A.1)

It follows that:

P̃−m
n (x) =

√
2n + 1

(4π)

(n + m)!
(n − m)! P−m

n (x)

=
√

2n + 1

(4π)

(n + m)!
(n − m)! (−1)m (n − m)!

(n + m)! Pm
n (x)

= (−1)m

√
2n + 1

(4π)

(n − m)!
(n + m)! Pm

n (x) = (−1)m P̃m
n (x),

(A.2)
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so that

f (θ,φ) =
p∑

n=0

n∑
m=−n

f m
n Y m

n (θ,φ) =
p∑

n=0

n∑
m=−n

f m
n P̃m

n (cos(θ))eimφ. (A.3)

To compute the normalized associated Legendre functions, we can use the following recursive relations (m ≥ 0):⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

P̃ 0
0 =

√
1

4π ,

P̃m
m = −cm

√
1 − x2 P̃m−1

m−1,

P̃m
m+1 = √

2m + 3xP̃m
m,

P̃m
n = am

n (xP̃m
n−1 + bm

n P̃m
n−2)

where am
n =

√
4n2−1
n2−m2 , bm

n = −
√

(n−1)2−m2

4(n−1)2−1
, cm

n =
√

1 + 1
2m .

The k-th derivatives of f are then computed by:

∂k f

∂φk
(θ,φ) =

p∑
n=0

n∑
m=−n

(im)k f m
n Y m

n (θ,φ) (A.4)

∂k f

∂θk
(θ,φ) =

p∑
n=0

n∑
m=−n

f m
n

∂k

∂θk
P̃m

n (cosθ)eimφ (A.5)

where we apply recursion formulas for computing the Associated Legendre Functions derivatives. For k = 1, 2 we obtain:

d

dθ
P̃m

n (cos θ) = αm
n P̃m+1

n (cos θ) + m cot φ P̃m
n (cos θ)

= −
√

dm
n P̃m−1

n (cos θ) − m cot θ P̃m
n (cos θ)

(A.6)

d2

dθ2
P̃m

n (cos θ) = αm
n αm−1

n P̃m+2
n (cos θ) + αm

n (2m + 1) cot θ P̃m+1
n (cos θ) − m2 P̃m

n (cos θ)

=
√

dm
n D̃m+1

n (cos θ) − m(1 + cot2 θ) P̃m
n (cos θ) + m cot θ D̃m

n (cos θ)

=
√

dm
n cot θ P̃m−1

n (cos θ) + (−dm
n + m + m(1 + m) cot2 θ) P̃m

n (cos θ)

(A.7)

where dn = (n + m)(n − m + 1), αm
n = √

(n − m)(n + m + 1).

Appendix B. Rotation of spherical harmonics

In order to compute singular integrals, we need to rotate the pole of the spherical harmonics expansion into a general 
grid location (β, α). In the rotated system, the function f defined in (13) can be expressed as ([21], [20], [13]):

f (θ ′, φ′) =
p∑

n=0

n∑
m′=−n

f m′
n (α,β,γ )Y m′

n (θ ′, φ′) (B.1)

where (θ ′, φ′) denote the new coordinates,

f m′
n (α,β,γ ) =

n∑
m′=−n

Dm′,m
n (α,β,γ ) f m

n (B.2)

and the standard Euler angles (α, β, γ ) define the rotation using the z − y − z convention, meaning that we first rotate by 
an angle α respect to the z-axis, then by an angle β respect to the new y-axis and then again by an angle γ respect to the 
new z-axis. The coefficients of the transformation are given by [54]:

Dm′,m
n (α,β,γ ) = eimγ dm′,m

n (β)eimα, (B.3)

where

dm′,m
n (β) = (−1)m′−m[(n + m′)!(n − m′)!(n + m)!(n − m)!]1/2 Sm′,m

n (B.4)

with

Sm′,m
n (β) =

min(n+m,n−m′)∑
s=max(0,m−m′)

(−1)s (cos β
2 )2(n−s)+m−m′

(sin β
2 )2s−m+m′

(n + m − s)!s!(m′ − m + s)!(n − m′ − s)! . (B.5)
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