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What is a poster? 

ª An enlarged book page/article page or 
something completely different? 
ª Simplify and focus – should not tell the full story 

ª Why do we make posters? 
ª Inform about and create an interest for your 

subject 
ª Show who you are and market your research/

subject 
ª Make contacts – network 



What is a poster? 

ª Reaction in yor audience: 
ª Know 
ª Think 
ª Feel 
ª Do 
ª Change their mind 

See your poster as an ad 

• An ad for your project! A teaser with just the 
essence of your project. 

• What is done? 
• Who did it? 
• Conclusion  

Should be understood in a 
few seconds by the reader 

Parallells -> 





General about posters 

ª If you are not seen, you do not exist. 

ª Do not hide your message in too much text  
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ª  A picture says more than a thousand words   
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General about posters General about posters 

ª If you are not seen, you do not exist. 
ª Do not hide your message in too much text 
ª Use illustrations 

ª  A picture says more than a thousand words   
ª Focus on your main header, aim and conclusion 

ª  These should show what was done and what  
the findings were 



How much )me have you got?


ª For how long time does one look at the 
poster before deciding to read it? 

ª How long time does one then spend 
reading the poster? 

The practical work 



The poster: Think before 
you start making it 

ª What is your message?  
ª Focus on your audience 

ª Who are the target persons? 
ª  Adapt you message to your target group 

ª How can you make people come to your 
poster? 

ª Always tell the most important first 
ª  You need to make you audience interested 

ª The headline and the general apperance 
decides if people want to keep reading 

Uppsala University  
graphical profile 

ª Layout 
ª 70 x 90 cm 
ª Landscape or 

portrait 
ª No images in the 

margin/top border 
ª 2–4 colmns 
ª Classic reading 

pattern: top left-> 
bottom right 

ª Logo 
ª Colours 

ª Fonts 



Poster title goes here, containing strictly  
only the essential number of words... 

Author’s Name Goes Here, Author’s Name Goes Here 
Biology Department, Skyline College, San Bruno CA 

Acknowledgements 
Just highlight this text and replace with your own text. 
Replace this with your text.  

Literature Cited 

Background 
How to use this poster template… 

Simply highlight this text and replace it by typing in your 
own text, or copy and paste your text from a MS Word 
document or a PowerPoint slide presentation.  
The body text / font size should be between 24 and 32 
points. Arial, Helvetica or equivalent.  
Keep body text left-aligned, do not justify text. 

The color of the text, title and poster background can be 
changed to the color of your choice. 
 

Illustrate the procedure in figure (flow chart) 

Abstract 
First… 

Check with conference organisers on their 
specifications of size and orientation, before you start 
your poster eg. maximum poster size; landscape, 
portrait or square. 

The page size of this poster template is A0 (84x119cm), 
landscape (horizontal) format. Do not change this page 
size, the printer can scale-to-fit a smaller or larger size, 
when printing. If you need a different shape start with 
either a portrait (vertical) or a square poster template.  

Bear in mind you do not need to fill up the whole space 
allocated by some conference organisers (eg. 8ftx4ft in 
the USA). Do not make your poster bigger than 
necessary just to fill that given size. 

Methods 
Tips for making a successful poster… 

§  Re-write your paper into poster format ie. 
Simplify everything, avoid data overkill. 

§  Headings of more than 6 words should be in upper 
and lower case, not all capitals. 

§  Never do whole sentences in capitals or underline to 
stress your point, use bold characters instead. 

§  When laying out your poster leave breathing space 
around you text. Don’t overcrowd your poster. 

§  Try using photographs or colored graphs. Avoid long 
numerical tables. 

§  Spell check and get someone else to proof-read. 

Results 
Importing / inserting files… 

Images such as photographs, graphs, diagrams, logos, 
etc, can be added to the poster. 

To insert scanned images into your poster, go through 
the menus as follows: Insert / Picture / From File… then 
find the file on your computer, select it, and press OK. 

The best type of image files to insert are JPEG or TIFF, 
JPEG is the preferred format. 

Be aware of the image size you are importing. The 
average color photo (13 x 18cm at 180dpi) would be 
about 3Mb (1Mb for B/W greyscale).  

 

Notes about graphs… 

For graphs use MS Excel 

Discussion & Conclusion 

Printing and Laminating… 

 

Note: Do not leave your poster until the last minute.  

Simply highlight this text and replace. 

 

 

 

Captions to be set in Times or Times New Roman or equivalent, italic, 18 to 24 
points, to the length of the column in case a figure takes more than 2/3 of column 
width. 

Captions to be set in Times 
or Times New Roman or 
equivalent, italic, between 18 
and 24 points.  
Left aligned if it refers to a 
figure on its left. Caption 
starts right at the top edge of 
the picture (graph or photo). 

Captions to be set in Times 
or Times New Roman or 

equivalent, italic, between 18 
and 24 points. Right aligned 

if it refers to a figure on its 
right. Caption starts right at 
the top edge of the picture 

(graph or photo). 

Captions to be set in Times or Times New Roman or equivalent, italic, 18 to 24 
points, to the length of the column in case a figure takes more than 2/3 of column 
width. 

Captions to be set in Times 
or Times New Roman or 
equivalent, italic, between 18 
and 24 points.  
Left aligned if it refers to a 
figure on its left. Caption 
starts right at the top edge of 
the picture (graph or photo). 

Aim 
 

What should you include? 

• Pictures (relevant photos, tables etc) 
• Text (title, attracting lead, subtitles, body text) 
• Image captions 
• References – not always necessary – depends … 
• Contact information 
• Acknowledgements (important contributions, 
funding) 

• Picture of the author (small) 
• Handout optional 
• White space!!! 



Fig. 1. The suvival increased after treatment 
for all species. The bars show the ± sd. 
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•  Avoid complex 
diagrams 

•  At least A5 size 

•  Explanation in the 
caption, not in the 
text. 

 

Figures/Diagrams The text – be concise… 

• Do not use too much text 
• Every word on the poster should be important. ”Wash” 
your text carefully. 

• Aim for short concise sentences illustrated by the images.  
• Also image captions should be short and readable (well 
written, adapted to the audience, good size).  



The text 
• Short striking header (lowe case/upper case) – ca 4–5 cm high 

– try it by printing parts in full size! 
• Conclusions and intro 
• Explaining subtitles –> a little less text 
• Running text: all that information you want to give and write 

about – leave it out – ”Kill your darlings” J 

• Length of text lines – ca 35-40 letters (never more than 60), 
and up to ca 6 lines per paragraph 

• References smaller font size (if included) 
• Text adjustment left or straight right margin? 
• Use a clean font without feet (sans serif) – not more than two 

different on one screen. UU: Times New Roman and Arial 

Pictures 
•  Images 

• Start with high resolution pictures (300 dpi or 
more)  since posters are quite large and you 
might have to use large pictures.  

• Try printing parts of the images in full poster 
format on a regular printer to get and idea about 
the resulting quality. 

• Copyright 
• You have to have permission to reproduce 
someone elses images and tables.  

• You have to give references also to images (that 
you have permission to reproduce).  



Handouts 

• Handouts and business cards in a box or plastic folder 
hanging by your poster is a possibility 

• It is a good idea to have handouts with the main 
message, explanation and contact information. It may 
be a small size copy of the poster. 

Some examples 



Example 
istR-tisAB 
The istR-tisAB locus encodes a toxin-antitoxin (TA) system. This locus encodes 
two small RNAs (IstR-1 and IstR-2), and a toxic peptide, TisB. Transcription of 
tisAB and IstR-2 is SOS regulated whereas IstR-1 is present throughout growth. 
IstR-1 and IstR-2; transcription initiates from two different promoters, terminator 
is shared. IstR-1 prevents toxicity during normal growth by base-pairing to a 21 
nt long region in the divergently transcribed tisAB mRNA. This antisense 
interaction occurs 100 nt upstream of the tisB ORF, entailing RNase III cleavage. 
This inactivates the mRNA and toxicity is prevented. In the absence of the SOS 
response, IstR-1 is present in high access over tisAB mRNA. Upon SOS 
induction, the IstR-1 pool is depleted, tisAB mRNA accumulates, and toxicity is 
conferred. [1, 2]     This is the first reported case where an sRNA acts as 
an antitoxin involved in the SOS response.  

 

1. Argaman, L., Hershberg, R., Vogel, J., Bejerano, G.; Wagner, E.G.H., 
Margalit, H. & Altuvia, S.  (2001) Curr. Biol. 11, 941-950                    2. 
Vogel, J, Wagner, E.G.H. & Altuvia, S. (2004) Curr. Biol. 14, 2271-6 

An active tisAB mRNA species 
In the cell, tisAB mRNA appears as three species with different 5'-ends. In vitro 
experiments show that both the full-length and the RNase III-cleaved mRNA fail to be 
translated, whereas a 5'-processed version is highly active – and thus must be the 
active mRNA (Fig. 1 and 2). Activity in the translation assay matches toeprinting signals 
at the tisB RBS (Fig. 2B). 

IstR-1 is the primary inhibitor 
IstR-1 is the primary inhibitor of tisAB toxicity (IstR-1 is constitutively expressed). In vitro, 
IstR-1 is an effective inhibitor of TisB translation, whereas IstR-2 is much less effective. 
This is shown by in vitro translation assays (Fig. 3), and confirmed by on-rate 
determinations. Fig. 3 also demonstrates IstR-1 specificity: when either the IstR-1 or 
tisAB interaction sequence is mutated (M6 mutation), inhibition is lost. When both carry 
the mutation, inhibition is restored. Thus, translation assays mirror regulatory effects 
seen in vivo.  
Why is IstR-2 ineffective in spite of containing the entire antisense sequence? Fig. 4 
shows secondary structure based on in vitro probing. In IstR-2, several nucleotides in 
this region have become sequestered. Thus, we propose that IstR-2, when induced by 
SOS, acts on another target.  

Working model 
During normal growth (no SOS) only IstR-1 is transcribed to inhibit any fortuitously 
expressed tisAB. When SOS is on, both IstR-1 and IstR-2 are expressed as well as 
tisAB. Since tisAB mRNA is present in excess over IstR- 1 (IstR-1 pool becomes 
depleted), TisB is translated and causes growth arrest. IstR-2 binds less efficiently 
(100x) to tisAB mRNA and cannot prevent the toxicity. IstR-2 probably regulates 
other target(s) in SOS conditions. We are currently searching for regulated targets.  

tisAB

LexA
istR

IstR-1
IstR-2

tisAB

LexA
istR

IstR-1IstR-1
IstR-2IstR-2

Fig 2. A) Translation efficiency of 3 different tisAB mRNA species. 1: primary mRNA,+1 2: processed 
mRNA, +41 3: RNase III-cleaved mRNA, +104. B) Toeprinting experiments for the 3 different tisAB 
mRNA species. C) Schematic model of the 3 mRNA species. Note that in all cases, the TisB SD is not 
accessible and is located in a very stable stem loop (data not shown). 

B. Toeprinting assays  

C. Model 

Only TisB is translated from tisAB mRNA 
There are two ORFs (TisA and TisB) in tisAB. Mutational analyses had shown 
before that toxicity resides in TisB, but translational coupling could be an 
option, since the sRNA binds near tisA RBS, upstream of TisB to inhibit toxicity. 
Differential labelling showed that only TisB is translated (Fig. 1). This was also 
confirmed by mutational analyses (Fig. 1). Thus, translational coupling does not 
occur. 

Fig 3. Effects of the IstR RNAs on tisAB translation. A) A translation assay showing that IstR-1 
inhibits translation of TisB at least 20x better than does IstR-2. IstR-M6: mutation in the antisense 
sequence to tisAB mRNA. tisAB +41-M6 has a compensatory mutation. B) RNase III cleavage assays 
showing how tisAB +104 mRNA is generated. C) A schematic model. 

Fig 1. A) Differential labelling for TisA and TisB (gel 1) and a mutational analysis for TisB 
(gel 2). [14C]-leucine was used as a control (TisAB), [14C]-argenine was used to detect TisA 
and [14C]-aspartic acid was used to detect TisB. The truncated TisB has a premature stop 
codon inserted in tisB and TisBN-His has a his-tag inserted in tisB. B) Schematic picture of 
the tisAB mRNA. 

The predicted upstream ORF (TisA) is not translated 

TisB  peptide (29 aa) 

A. In vitro translation assays  

B. Schematic representation of tisAB mRNA 

Nter-MNLVDITILILKLIVAALQLLDAVLKYLK-Cter

TisB – the toxin 
TisB is a small (29 aa) hydrophobic, entirely helical peptide with a predicted 
membrane localization. Preliminary in vivo studies suggest that TisB inhibits 
replication, transcription and translation (pulse labelling experiments), and that 
membrane integrity is affected (Sytox green staining). Loss of proton motive 
force might  inhibit macromolecular synthesis during SOS. The toxicity of TisB 
also seems to be reversible. Thus, TisB would slow down growth due to DNA 
damage to facilitate SOS-related adjustments of metabolism. 

1Institute of Cell & Molecular 
Biology, Uppsala University,  
Uppsala, Sweden.  
 
2Max Planck Institute for 
Infection Biology, Berlin, 
Germany 
 
 
 
E-mail: 
cecilia.unoson@icm.uu.se  
fabien.darfeuille@icm.uu.se 
gerhart.wagner@icm.uu.se  
 
Web: 
http://www.icm.uu.se
 

Complexity in the antisense regulation of SOS-induced toxicity in E. coli 
Cecilia Unoson1, Fabien Darfeuille1, Jörg Vogel2, and  E. Gerhart H. Wagner1 

 

Fig 4. A) Structures of IstR-1 and IstR-2. Region of complementarity to tisAB mRNA is highlighted in 
blue. This region is more accessible in IstR-1 compared to IstR-2. B) Binding rate constants for 
IstR-1 and IstR-2. C) Footprinting experiment. Primary IstR-1 generates a protected site, a footprint. 

A. sRNA structure B. Binding rate constant C. Footprint 

Conclusions 

IstR-1 is the primary inhibitor of TisB toxicity 

IstR-1 binds 100 nt upstream to inhibit translation of TisB 

IstR-2 is believed to have another target 

TisB inhibits macromolecular synthesis and may 
affect membrane potential 

Questions: Target for IstR-2?, how is the primary  mRNA 
processed (+41)?, Indirect regulation of tisAB? 

The RNA chaperone Hfq (involved in many sRNAs/target 
RNA interactions), is not required for regulation 

Three tisAB mRNA species: only a processed (+41) 
RNA is active 

This does not involve  translational coupling 

The toxicity induced by TisB seems to be reversible 

tisAB contains two ORFs, but only TisB is translated 

Regulation 

Toxicity 

A. In vitro translation assays  

B. RNase III cleavage assays  

C. Model of inhibition  

Fig 5. A) Inhibition of translation initiation with IstR-1 as shown by toeprinting. Binding of IstR-1 
100 nucleotides upstream to the SD sequence inhibits translation initiation of TisB. B) Model 
that shows three different ways to inhibit TisB translation. In all cases, the accessibility of the 
same specific region of the mRNA seems to be needed for initiation at the TisB RBS. IstR-1 
binding does not induce any structural change in TisB region (data not shown). 
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Three different ways to inhibit TisB translation 
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Biogenic VHOC Distributions in the Arctic Ocean During Spring: Preliminary Results From the AO-02 Cruise 
 Jacques Pruvost1, Mikael Theorin2, Charlotte Eliasson2, Peter S. Liss1, Pauli Snoeijs3 and Katarina Abrahamsson2 

  1 LGMAC - School of Environmental Sciences, University of East Anglia, Norwich, NR4 7TJ, United Kingdom 
  2 Analytical and Marine Chemistry, Chalmers University of Technology, Kemivagen 3, Göteborg, SE-412 96, Sweden 
  3 Department of Plant Ecology - Evolutionary Biology Centre (EBC), Uppsala University, Villavagen 14, Uppsala, SE-752 36, Sweden  

��
��
��
��
���
�

��������

��

��

��

��

��

��

	�


�������������������� ��������������������

 Volatile Halogenated Organic Compounds (VHOC) are present in trace concentrations in the ocean and in the atmosphere. They are strong 
sources of halogens to the atmosphere and have a great catalytic potential for ozone depletion, as well as being involved in numerous other chemical 
reactions in the atmosphere. VHOC have therefore important implications for changes in atmospheric composition and global climate. Biogenic VHOC 
are produced in the surface ocean by phytoplankton and seaweeds and are transferred from surface ocean to lower atmosphere by exchange across the 
air-sea interface. Some biogenic VHOC measurements have already been performed in the Pacific, Southern and Atlantic Oceans, but they were often 
restricted to limited areas and depths of these oceans. 

 During the AO-02 cruise, measurements have been done in the Arctic Ocean and in the Greenland Sea in the spring period. Here, as preliminary 
results, we present a descriptive study of the vertical distributions of some brominated and iodinated VHOC at seven sections along the Greenland east 
coast. 

�������������
 The AO-02 cruise lasted from 20th April to 7th June 2002. Seawater was 

sampled with a 24-bottles rosette at 45 stations from 82.4°N to 64.8°N. Samples 
were withdrawn from the Niskin bottles with a sampler (8 glass ampoules 
connected to a 16-positions Valco valve) or with glass syringes.  The extraction 
of VHOC from the seawater sample and their pre-concentration in a trap were 
performed with a Purge and Trap system. When the extraction was completed, the 
VHOC were injected in a Gas Chromatography-Mass Spectrometer for separation 
and quantification. 
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 The distributions of the 

concentrations of CH2Br2 and CHBr3 are 
presented for the seven sections. The 
concentrations are comprised between 0 
and 47.7 pmol L-1 for CH2Br2, and 
between 0 and 17.3 pmol L-1 for CHBr3. 
The highest concentrations are observed 
mainly in the upper layer, however 
relatively high levels can be observed at 
depth. 
 

 Section 1: Concentrations of both 
compounds are low in deep waters (<1.5 
and <3.0 pmol L-1,respectively). They 
are high in the surface layer near the 
shores (15.6-19.8 and 14.0-16.5 pmol 
L-1, respectively). However, relatively 
high levels (6.5 and 15.3 pmol L-1, 
respectively) are observed as deep as 
700db near the Spitzberg slope. 
 

 Section 2: Concentrations are high 
above 200 db depth on the continental 
shelf (12.0-16.6 and 8.0-17.3 pmol L-1, 
respectively). They are lower in the open 
ocean surface waters and minimum in 
the deep waters (<1.5 and <4.0 pmol L-1, 
respectively). 
 

 Section 3 and 4: Concentrations 
are low in the open  ocean surface and 
deep waters (<3.0 and <5.0 pmol L-1, 
respectively). High concentrations of 
CH2Br2 are observed near the shore on 
section 4 (11.1-17.0 pmol L-1). 
 

 Section 5: Concentrations are high 
in the upper layer above the continental 
shelf of Greenland (10.0-11.6 and 
11.6-16.4 pmol L-1, respectively). Strong 
maximums are observed at 125db on the 
Icelandic shelf (47.7 and 15.4 pmol L-1, 
respectively). Concentrations are lower 
in open ocean surface and deep waters 
(<3.0 and <5.0 pmol L-1, respectively). 
 

 Section 6 and 7: Concentrations 
are relatively high in the surface waters 
over the Greenland continental shelf 
(7.1-8.8 and 6.9-13.9 pmol L-1, 
respectively) and low in the open ocean 
surface and deep waters (<2.0 and <4.0 
pmol L-1, respectively). 

 The distributions of the 
concentrations of CH2ClI and CH2I2 are 
presented for the seven sections. The 
concentrations are comprised between 0 
and 4.0 pmol L-1 for CH2ClI, and 
between 0 and 6.7 pmol L-1 for CH2I2. 
The highest concentrations are observed 
mainly in the upper layer, however 
relatively high levels of CH2I2 can be 
observed at depth. 
 
 

 Section 1: Concentrations of both 
compounds are low in deep waters 
(<0.15 pmol L-1). They are high in the 
surface water, near the Greenland shore 
for CH2ClI (1.0-3.6 pmol L-1) and near 
the Spitzberg shore for CH2I2 (0.3-0.6 
pmol L-1). Relatively high levels (0.6 
and 0.8 pmol L-1, respectively) are 
observed as deep as 700db near the 
Spitzberg slope. 
 

 Section 2: Concentrations of 
CH2ClI are high above 200 db depth on 
the continental shelf (0.8-1.2 pmol L-1), 
whereas those of CH2I2 are quite low 
(<0.2 pmol L-1). CH2I2 presents 
relatively high concentrations (0.3 pmol 
L-1) at 2°W between 500 and 730db. 
 

 Section 3 and 4: Concentrations 
are low for both compounds (<0.3 and 
<0.2 pmol L-1, respectively), except for 
CH2ClI in the surface waters near the 
shore (0.6-0.9 pmol L-1). 
 

 Section 5 and 6: The main feature 
of these 2 sections is the strong 
maximum (especially on the section 6: 
3.7-4.0 and 5.7-6.7 pmol L-1) between 
100 and 200 db depth at the edge of the 
Icelandic slope. Relatively high 
concentrations of CH2ClI are observed in 
the surface waters on the Greenland 
shelf (0.5-0.7 pmol L-1). 
 

 Section 7: Both compounds 
present high concentrations (1.0-1.15 
and 0.7 pmol L-1) in the surface waters at 
31.7°W. CH2I2  also presents high 
concentrations (1.4 pmol L-1) at 33.8°W. ⇒ The distributions of brominated and iodinated compounds can be completely different, probably due to specific sources for each group of 

compounds. 
⇒ The maximum concentrations are observed mainly near the shores and above the continental shelves. 

Don’t call me 
Lobelia 
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Kernel density estimation, 
KDE, is a topic covering 
methods of making 
nonparametric continuous 
estimates of the underlying 
density of a data set. In this 
project different methods 
to perform KDE have been 
tested and compared.  
 
The idea behind KDE is to 
approximate the underlying 
density f of a data set by 
representing each point by  
a kernel K. 
 

The most important factor for 
an accurate KDE is the 
choice of the kernel 
bandwidth. This can be done 
automatically by minimizing 
an approximation of the error. 
 
Two different bandwidth 
selection methods have been 
investigated in this project, 
plug in bandwidth selection 
(PI) and smooth cross 
validation (SCV).  Our results 
showed that PI is the faster 
method, especially for small 
data sets.  

To make the calculations 
more efficient binning can be 
used to assign the data 
points to fixed grid points and 
calculate the estimate on the 
grid. 
 
This allows usage of the fast 
fourier transform, FFT, 
yielding a significant speed-
up. However the binning 
introduce errors to the 
estimate which are related to 
the sample size and 
coarseness of the grid. 

Regarding accuracy it was 
found that an important factor is 
pre-transformation. Two 
transformation methods were 
compared, scaling and 
sphering (*). The scaling should 
be adjusted depending on the 
properties of the data set. 

Example of univariate KDE 

Example bivariate KDE 

In conclusion kernel density 
estimation is a potent way to 
explore the properties of 
multivariate data.  For a fast 
and accurate kernel density 
estimate the recommendation 
is to bin the data on a dense 
grid and use FFT for the 
estimation.  !f (x,h) = 1

n
Kh (x − xi )

i=1

n
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Analysis of different optimization 
algorithms for a black box problem

NLopt
NLopt is an open-source 
library for non-linear 
optimization. It contains 
several single-objective 
optimization routines.

Our task
Analyze the algorithms of the NLopt library with 
respect to (listed in order of importance)

1. Feasibility
2. Optimal objective value
3. CPU time

Based on these measures, nominate the best 
algorithm for a specific set of problems.

Methods
In order to assure a feasible solution different 
methods were applied

Standard runs
The sum of the objective function value and the 
constraint violations is minimized. The idea is that 
this should give a solution with a low objective 
value and a constraint violation of zero. However, it 
may fail when the algorithm finds a low objective 
value which is slightly infeasible.

Penalty multiplier method (PMM)
A scalar is multiplied to the constraint violation to 
penalize it more, such that feasibility is prioritized. 
PMM is identical to the standard run if the penalty 
multiplier is set to one.

Feasible initial guess method (FIGM)
A fully feasible initial guess is first generated by 
only minimizing the constraints and neglecting the 
objective function. This solution is then used as an 
initial guess when minimizing the objective function 
with a barrier-like method to remain feasible.

Figure 3 shows that there is no clear correlation 
between penalty multiplier and feasibility, making 
the choice of a penalty multiplier difficult. This lack 
of generality is the main drawback of PMM.

A drawback of using FIGM is that one has to first 
generate the feasible guess by minimizing the 
constraints only. It is likely that two different 
algorithms will be used, one for generating the 
feasible guess and another one for minimizing the 
objective function.

Conclusions
● Standard runs are not sufficient to achieve a 

feasible solution

● Both PMM and FIGM yield feasible solutions

● PMM lack generality therefore FIGM is the 
recommended method

● A feasible initial guess is best generated by 
SBPLX

● Given a feasible initial guess the preferred 
algorithm is NELDERMEAD

Figure 1: The violations of the constraints are shown for the 
different algorithms.

Figure 2: The sums of the objective values are shown for the 
different algorithms.

Figure 3: The sum of the constraints are shown as a function of 
the penalty multiplier for the COBYLA algorithm. Penalty 
multipliers less or equal to one give constraint violations greater 
than 1.5.

Results
In Figure 1 and 2 the feasibility and minimum 
objective value are displayed. It is clear that 
standard runs are not sufficient to achieve a 
feasible solution. Both PMM and FIGM yield 
completely feasible solutions, but FIGM has a 
greater number of successful algorithms. Also, 
FIGM gives a slightly better objective value than 
PMM. The best feasible objective value is achieved 
by NELDERMEAD with FIGM.

?Input
Objective value
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Introduction
The aim of this project was to create a 

football betting model that gives a net 

gain in the long run. This was done by 

analyzing data from Premier League 

over the last 10 years. The model that 

was developed utilize that there exist 

a difference between the odds and the 

actual outcomes and has made a net 

gain between 30-300% per season in 

the last five years. The plot above 

shows how well the model performed 

during the 2013 season.  

Method 
We have evaluated three different 

methods that can be used to model 

the outcomes of the games.

The first two approaches we have been 

studying are commonly used in the 

football community and are called the 

Elo-ranking model and the Expected 

Goals model. Both of these methods 

use data from previous matches to 

predict the outcome of future games. 

The Elo model, first developed in 

1960 for chess players, is used to 

create a ranking for the playing teams 

and will change depending only on the 

outcome of the games.The more 

recent Expected Goals model is 

similar to Elo-ranking, but instead of 

the match results, the number of 

shots on goal is used to estimate the 

performance of a team. The advantage 

of using this variable is that the 

expected number of goals should be 

less random compared to the 

outcome, and thus a model using this 

variable could potentially achieve 

higher accuracy predictions. 

A Study of Football Betting and Implementation of Statistical Algorithms to Enhance One’s Betting Performance 

The Odds Bias Model
The bookmakers will attempt to set 

the odds such that the average game 

will make them earn money. Let the 

“true” probability of one outcome 

(home win, draw, or away win) be p. If 

the odds are b, and you bet a total of 

M on the outcome, your expected net 

gain will be

which comes from that you always pay 

M for the bet, but with probability p 

you win Mb. The bet will be "fair" if

since this makes G=0. The 

bookmakers will also add a margin on 

 the odds (usually 4-8%) to prevent 

“sure bets". We can thus get the 

bookmakers probability by the 

equation and normalize p such that 

they sum to 1 for the three 

outcomes.

But what if there is a bias in the 

bookmaker probabilities compared to 

the actual match results? In the figure 

above we have plotted the home 

team advantage P(Home) - P(Away) 

versus the probability for draw, over 

the last 10 years. The blue dots 

represent the odds-probabilities, and 

the blue line is the corresponding 

trend line. The red line is a trend line 

for a multinomial logistic regression 

of the game outcomes. Even though 

these lines are close to each other 

they are not identical which implies 

that the odds are not perfect 

estimations of p. By utilizing this 

difference we have created a model 

that in the long run will earn money.

Result
Our research has resulted in three 

betting algorithms of which the 

Odds bias model, to our knowledge, 

is profitable in the long run as can be 

seen in the graph above. A 

comparison of all the three models 

for 2013 can be seen in the log scale 

graph below. As a part of this project 

a web application was built that 

shows live recommendations, and 

contain a lot more information 

about the project. Please go to 

www.betamatics.com (QR-code on 

your left) to see it and get the best 

bets of the week.
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Problem:
Cloud computing provides usability, scalability
and on demand availability of resources, remotely. 
That’s why we are using it for scientific 
applications. We have designed an architecture in 
cloud that help scientists run their applications 
elastically. In addition we are also quantifying the 
performance overhead when using cloud to solve 
a numerical experiment. To evaluate performance, 
we ran already existing MPI code on the cloud. 

QTL as a service (QTLaaS):
Using already existing technologies i.e. R
language, Apache Spark, SparkR, Jupyter 
notebook and OpenStack cloud 
infrastructure, we have designed a 
framework that help biologists run their 
QTL (Quantitative traits loci) code on 
cloud. 

Aims:
Our aims are threefold:
1. Make this architecture viable for other 

scientific applications as well.
2. Make it ready & useable from scratch 

on any Cloud i.e. Amazon, HP Helion
etc. with minimal effort.

3. Study the performance of a 
computationally intensive scientific 
application when executed in a cloud 
environment.

Method:
When trying to evaluate the performance using 
the cloud, Laplace’s equation was solved, 
discretized using finite elements and solved by 
the Algebraic Multigrid method (AMG) and 
simulated using the open source scientific 
libraries – deal.ii and PETSc.  Deal.ii handles 
the mesh generation and the discretization. The 
arising large linear system of equations is 
solved by the AMG implementation, provided by 
PETSc. The code is parallelized using MPI.

Results:
From the results we see that, the run time while 
solving the problem on the cloud scales as well 
as when solving it on the bare metal machine. 
The increase usability and simplicity that 
comes with our framework can be seen as a 
tradeoff with performance degradation that 
appears when using the cloud. 

Performance Analysis:
When performing numerical experiments using 
cloud, there are two potential causes for 
performance degradation. The causes are 
consolidation and virtualization. 
Consolidation occurs when more and more 
applications run on a single physical server, and 
virtualization is the layer between an application 
tier and the physical hardware in addition to the 
operating system. 

Features:
1. System Scalability 
2. Interactivity
3. Automation
4. Portability
5. User familiar environment settings

Directions:
1. Application as a service
2. Performance analysis of scientific

applications 

Performance on the cloud:
In the scientific world, number of applications are 
well aligned with computing model. However, there 
are applications that require profound 
understanding to gain maximum performance 
together with the services, offered by the cloud 
concept.
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• Find out where. 
• When: Normally you should have at least a 
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