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Application: Handwritten digits, classification

Digitized handwritten digits, $16 \times 16$ pixels

Vectorize the image: vector in $\mathbb{R}^{256}$
Means of digits

0 1 2 3
4 5 6 7
8 9
Set of digits from two classes
Matrix of digits

81 digits in a matrix $A \in \mathbb{R}^{256 \times 81}$:

Each column is a digit.
Principal component analysis

Compute the SVD: $[U, S, V] = \text{svd}(A)$;

Singular values:
First two singular vectors: $u_1$ and $u_2$

Principal components: $u_1$ and $u_2$
$u_1$ and $u_2$ are orthogonal basis vector in a two dimensional subspace of $\mathbb{R}^{256}$.

Project all the digits in $A$ down to the 2D space: The coordinates of a vector $a \in \mathbb{R}^{256}$ are $u_1^T a$ and $u_2^T a$.

The coordinates of all digits: $(U(:,1:2))^\top A$
PCA for classification etc.

Classical approach: Project to a low-dimensional space (2D or 3D) and plot. Separate classes visually.

PCA = SVD analysis

1. compute the parameters of the method (singular vectors) from training data
2. project the data to a $k$-dimensional space and perform the analysis on test data (that are manually analyzed)
3. select the value of $k$ that gives best performance for the test data
4. apply the method to real data
Many different variants are possible, see e.g. the books below.
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