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Abstract

The copying approach to tabling (CAT) is an alternative to SLG-WAM and based on incrementally copying the areas that the
SLG-WAM freezes to preserve execution states of suspended computations. The main advantage of CAT over the SLG-WAM
is that support for tabling does not affect the speed of the underlying abstract machine for strictly non-tabled execution. The
disadvantage of CAT as pointed out in a previous paper is that in the worst case, CAT must copy so much that its tabled
execution becomes arbitrarily worse than that of the SLG-WAM. Remedies to this problem have been studied, but a completely
satisfactory solution has not emerged. Here, a hybrid approach is presented: abbreviated as CHAT. Its design was guided by
the requirement that for non-tabled (i.e. Prolog) execution no changes to the underlying WAM engine need to be made. CHAT
not only combines certain features of the SLG-WAM with features of CAT, but also introduces a technique for freezing WAM
stacks without the use of the SLG-WAM's freeze registers that is of independent interest. This article describes only the basic
CHAT mechanism which allows for programs that perform arbitrarily worse than under the SLG-WAM. However, empirical
results indicate that even basic CHAT is a better choice for implementing the control of tabling than SLG-WAM or CAT.
© 2000 Elsevier Science B.V. All rights reserved.
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1. Introduction

In [5], we developed a new approach to the implementation of the suspend/resume mechanism that tabling needs:
the ‘copying approach to tabling’ abbreviated as CAT. The essential characteristic of the approach is that preserving
the execution state of suspended computations through freezing of the WAM stacks (as in the SLG-WAM [10]) was
replaced by a selective and incremental copying of these states. One advantage is that this approach to implementing
tabling does not introduce new registers, complicated trail or other inefficiencies in an existing WAM: CAT does not
interfere at all with Prolog execution. Another advantage is that CAT can perform completion and space reclamation
in a non-stack based manner without need for memory compaction. Finally, experimentation with new scheduling
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strategies seems more easy within CAT. On the whole, CAT is also easier to understand than the SLG-WAM. The
main drawback of CAT, as pointed out in [5], is that its worst case performance renders it arbitrarily worse than the
SLG-WAM: CAT might need to copy arbitrary large parts of the stacks; the SLG-WAM's way of freezing in contrast

is an operation with constant cost. Although this bad behavior of CAT has not shown up as a real problem in our
uses of tabling (see [5] and the performance section of the current article), in [6] we have described a partial remedy
for this situation. Restricted to the heap, it consists of performing a minor garbage collection while copying; i.e.
preserve only the useful state of the computation by copying just the data that are used in the forward continuation
of each consumer (a goal which resolves against answers from the table). The same idea can be applied to the local
(environment) stack as well. [6] contains some experimental data which show that this technique is quite effective
at reducing the amount of copying in CAT. This is especially important in applications which consist of a lot of
Prolog computation and few consumers. However, even this memory-optimized version of CAT suffers from the
same worst case behavior compared to SLG-WAM.

We therefore felt the need to reconsider the underlying ideas of CAT and SLG-WAM once more. In doing
S0, it became quite clear that CAT and SLG-WAM represent the two extremes of a wide spectrum of possible
implementations of tabling: namely CAT being a tabled abstract machine totally based on copying and SLG-WAM
one totally based on sharing of execution states. Once this was realised, it also became clear that all sorts of
hybrid implementation schemes are possible, e.g. one could copy the local stack while freezing the heap, trail and
choice point stack, etc. However, we are convinced that the guiding principle behind any successful design of a
(WAM-based) tabling implementation must be that the necessary extensions to support tabling should not impair
the efficiency of the underlying abstract machine for (strictly) non-tabled execution, and that support for tabled
evaluation should be possible without requiring difficult changes to the WAM: CAT was inspired by this principle
and provides such a design. CHAT, the hybrid sharing and copying tabling abstract machine we present here enjoys
the same property.

If the introduction of tabling must allow the underlying abstract machine to execute Prolog code at its usual speed,
we have to be able to preserve and reconstruct execution environments of suspended computations without using
SLG-WAM'’s machinery; in other words we have to get rid of the freeze registers and the forward trail (with back
pointers as in the SLG-WAM). The SLG-WAM has freeze registers for heap, trail, local, and choice point stack.
These are also the four areas which CAT selectively copies. Section 6 is the main section of the article and describes
what CHAT does for each of these four areas. We start, however, by a brief introduction to the idea of tabling and
the issues that have to be addressed by the abstract machine when tabling is incorporated in the execution model
of a logic programming language such as Prolog (Section 2). This introduction is followed by some terminology
in Section 3 which is used in later sections of this article. The next two sections, present a brief account of the
main ideas of the SLG-WAM (Section 4) and of CAT (Section 5), because CHAT is a mixture of ideas from the
SLG-WAM and from CAT. Section 7 shows best and worst cases for the basic CHAT design compared to the
SLG-WAM. Section 8 discusses the combinations possible between CHAT, CAT, and SLG-WAM. Section 9 shows
the results of some empirical tests with our implementation of CHAT and Section 11 concludes.

2. Tabling in logic programming

Tabling in logic programming [14] is similar to memoization in functional languages: the idea there is to remember
the first invocation of each function call (henceforth referred topduceror generatoj and its computed result,
so that subsequent identical function calls (referred to asahsumerscan get at the remembered answer without
repeating the computation. Tabling can be applied in the context of general programming and is also related to
memo-ing in artificial intelligence [9]. See e.g. [3] for a discussion of issues related to tabulation in an essentially
functional programming context; more references to the origin of tabling can also be found there. Although tabulation
is a powerful instrument in writing efficient programs, it must be realised that it can change the complexity of a
program in an arbitrary way, both as a speedup and as a slowdown. Logic programming languages deal with resolving
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(sub)goals rather than evaluating function calls to obtain their (single) result. Thus, tabling in logic programming

differs from memoization in the functional setting in the following respects:

1. Subgoals can contain variables as opposed to being completely instantiated as in the functional setting. As a
result, the notion of “identical call” becomes more flexible, as it can be given sense as “identical up to renaming
of the variables” (tabling based on variance) or as “is subsumed by” a previously encountered subgoal (tabling
based on subsumption).

2. While in a functional setting, a call can return only one result, in logic, a subgoal can succeed potentially more
than once (with a different answer substitution each time) or even fail (i.e. have no answers). To preserve the
semantics, a subsequent identical subgoal must consume all the answers produced by the first one (the generator).

3. Sinceingeneralitis notknown how many answers a subgoal will produce, itis not a priori clear when the generator
really has found all its answers. This means that some sort of saturation detection (kmompéetion detection
of subgoals in the context of tabling) must be implemented by the abstract machine.

4. Subgoals can also occur in a context involving negation or aggregation (e.g. in a context where all solutions
need to be found). In these contexts, evaluation in general cannot proceed until the subgoals meet the completion
criterion mentioned above.

Whereas the implementation of memoization in functional programming is — at least conceptually — trivial,

it is the combination of the second and third points above that makes the implementation of tabling in a logic

programming setting difficult: indeed, the situation can occur that a consumer must necessarily start consuming

answers before the generator has finished producing all its answers; i.e. before the genevatpidted For a

functional program, this would indicate a loop in the program and tabling helps in detecting it. On the other hand,

in logic programming, such a situation can be given sense beyond looping with tabling. In the remaining part of
this section, we will show the issues involved with a series of examples of increasing complexity. To indicate that

a subgoap is a generator (respectively, a consumer), we will denote pidgor) pc).

2.1. A completed generator and then a consumer

Consider the programy below (for some appropriate implementatiorfiofl _first _N_primes/2 ) where
thetable declaration denotes thptime/2 is a tabled predicate (a predicate whose subgoals and answers will
be stored in a table). Throughout this article, all other predicates are implicitly assumed to be evaluated as in Prolog.

:-table prime/2.
prime(N,Prime) :-
find _first _N_primes(N,Prime)

Consider the query-prime 4(1000,P ). A lengthy computation will produce by backtracking the sequence of
answersP=1,P =2, P =3,P =5, ...,P =7907. Since the subgoakime(1000,P)  neveroccurred before,
this subgoal is a generator and the subgoal together with its answer substitutions is stored in thegafie/for .
Once no more answers can be generated for this subgoal, the table for this subgoal gets completed. Asking the same
(up to variable renaming) query again now avoids the lengthy computation and simply picks up the answers from
the table. Since the second query is asked after the first one was finished, this operation is relatively straightforward;
for example, the tabled abstract machine can implement it through backtracking.

2.2. A generator in conjunction with a consumer

Consider now the prograif:
-table p/1.
p(X) :-(X =1 ; X=2).

and the query-p 4(X), pc(Y) The first answer from the generator can be consumed by the consumer before any
other answer is generated; this strategy of returning answers ¢alteded scheduling stratedsies to mimic
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the evaluation strategy of Prolog. The consumgiY) that is created at the moment there is only the first answer
available, consumesthis answer and then backtracking will bring the computation back to the generator. Backtracking
should, however, not destroy the consumer’s state completely as the consumer should remember which answers it
has consumed already. Otherwise, the consumer will consume too few answers, or possibly some answers more than
once. This means that a consumer subgoal must have its own state and identity so that it can be made to continue with
subsequent answers and in an execution context where the goals to the left of the consumer are already resolved.
This reasoning also shows that the state of a consumer cannot be destroyed earlier than the moment of completion
of its corresponding generator.

Note that the query can also be transformed to

? — (pg(X), failitrue ), pc(X), pe(Y).

where the purpose of the disjunct within the parentheses is to generate all answexXj treaibgoal and in effect
complete its table; only then execution continues with the rest of the computation. This new — and equivalent —
guery no longer contains an incomplete generator that appears in conjunction with one of its consumers. In fact,
such a conceptual transformation is the main point ofltieal scheduling strateggsee [8]) which performs it
dynamically. It could then appear that it is enough to consider finished generators and consumers as in the previous
section. However, the following shows by example that this is not true.

2.3. A generator which depends on its consumer

Typically Prolog goes in an infinite loop for this kind of programs where a generator depends on some of its
consumers. A tabled prograrg, exhibiting such a phenomenon is shown below.

-table p/1

p(1) .

pX):-p  <(Y),Xis2 xY,X<20.
pX)-p  ¢(Y),Xis3 xY,X<20.
?-p g(X).

This tabled program produces the set of answer substitu{oas{1,2,4,8,16,3,6,12,9,18 1, while
if executed under a Prolog-style evaluation (without tabjigy ), the query will run into an infinite loop after
producing the sequence of answer substitutiéag, X =2, X =4, X =8, andX=16.

The previously shown transformation does not apply anymore: in order for the generator to produce the answer
2 or 3, the consumer must have consumed the andviiest! In other words, the table for the subgpéK) cannot
be completed before some of its consumers have consumed answers from it.

2.4. Multiple generators which depend on each other

The examples so far presented situations where only one generator is present. In general, however, a tabled eval-
uation might encounter more than one generator. When generator subgoals are not mutually dependent, evaluation
could proceed by finding all answers of thelependent generatdirst (at the same time possibly returning them to
its consumers), complete this subgoal (meaning that the generator’s state and the state of all its consumers can be
safely forgotten by the backtracking mechanism of the abstract machine), and only then continue with the remaining
subgoals. This process can be repeated until all subgoals are completed and all their consumers have consumed
all answers from the corresponding table. For the ey 4(X), the tabled progran®s below provides such an
example:

:-table p/1. :-table g/1.
pX):-p  <(Y),Xis3 xVY,X<20. q(1).
pX):-q  ¢(X). aX) :—qgc(Y),Xis2 *Y,X<20.
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| State of p, ] l State of pg ’
| State of pey | ‘ State of pcy I
| State of qj‘ | State of qg |

(a) Before the coup (b) After the coup

Fig. 1. Stacks during execution &5.

Upon encountering the generator &fX) , the tabled abstract machine can completely evaluate this subgoal (as
the generatogy and the consumeg do not depend on p subgoal) and only then start returning answers to the
consumepc(Y). Furthermore, note that in a stack-based abstract machine like the WAM, the stqteanafq
are not intermixed on the execution stacks with statgsofubgoals. As a result, states corresponding(¥) 's
generator and consumer can upon (or afi€X) 's completion be safely reclaimed by backtracking similar to that
of the WAM.

There are cases, however, where subgoals are mutually dependent as is the case in the following modification of
programpP,. We denote this program d@%; the query is agaiff — pg(X).

:-table p/1. :-table g/1.
p(X):-p  c1(Y), Xis3 =Y, X<20. q(1).
P(X) :—dg(X). ad(X) : —pca(Y), Xis2 *Y, X<20.

In this caseq(X) cannot be completely evaluated on its own, as it depends gn(¥)e subgoal because of the
goalpco(Y). So, to determine completion, the subgoal dependencies have to be taken into account. Evaluation thus
does not proceed by completely processing one subgoal at a time, but by processing sets of inter-dependent subgoals
(where potentially all possible pairs among them are mutually dependent) setieduling componentEhe tabled

abstract machine has thus to be able to maintain information about scheduling components and to possibly switch
back and forth between all subgoals in a scheduling component in order to schedule the return of every answer to
all their consumers. This context switching between subgoals may need to take place more than once. Regarding
completion of scheduling components and space reclamation, note the following: before encoppi€¥indghe

g(X) subgoal formed its own scheduling component and could be completed (meaning its state and the state of its
possible consumers could be forgotten) on its own. Upon encouniggy) this situation changed (we will say

that acoupoccurred) and the two scheduling components collapsed into a single one. The placement of the execution
states of generators and consumers on the stack in Fig. 1 (stacks grow downwards) shows how the coup collapses
the two scheduling components in Fig. 1(a) into one scheduling component in Fig. 1(b). The space corresponding
to g in Fig. 1(b) cannot be reclaimed before completion of the entire scheduling component.

2.5. Tabling integrated in a Prolog environment

The above discussed issues have relied on a left-to-right, depth-first selection as in Prolog, but were otherwise
pure. Even so, the usual Prolog semantics is not respected with tabling: the interesting tabled programs (those
in which the generator depends on its consumer) loop in Prolog, while tabling computes their (minimal model)
semantics in finite time. Even if the termination characteristics of a Prolog program are not changed by adding
tabling, there is the issue of the multiplicity of the answers (tabling removes duplicate answers) and the order in
which answers are consumed (tabling does not respect the order). These points might deviate from Prolog practice,
but the effect is that Prolog with tabling behaves more logically and closer to the theory of the logic programming
paradigm; e.g. computed answer substitutions are sets rather than sequences.
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Apart from the issues above, the incorporation of tabling in full Prolog raises some new points which we briefly
indicate below. Tabling in programs with side effects (I/CGassert /retract ) can produce unexpected results,
because consumers do not use program clause resolution and because tabling does not respect the order or multiplicity
of answers in the same way as in Prolog. Next, the Prolod/€ut) operator poses either semantics or performance
problems when it cuts over a generator subgoal. Therefore, currently XSB disallows cuts over tabled predicates.

Also all-solution predicates likéndall/3 pose a problem. For one thing, it is difficult to give meaning to a
program that uses aggregation that is not stratified like in

:-table p/1.

p().

p(X) :-findall(Y,p(Y),L), member(Z,L), X is Z +1, X < 10.
butinthe cases where the aggregation is stratified, a special version of Pfinldglk3 (namedfindall/3 )

can be used in XSB. As for negation, the situation is better for tabled predicates than for ordinary Prolog predicates,
thanks to the better termination properties of tabling and the use of delaying to resolve loops through negation
(see [4]). Indeed, XSB supports even non-stratified negation (through a predicatetrwaliéd ) and evaluates
programs according to the well-founded semantics (see [11]).

3. Notation and terminology

We assume familiarity with the usual implementation model for Prolog: the Warren abstract machine (WAM)
[12]; see also [1] for a gentle introduction. Brief descriptions of the SLG-WAM and of CAT are included in the next
two sections. More information on SLG-WAM and CAT can be found in [10] and [5], respectively. As a starting
point, we assume a four stack WAM, i.e. an implementation with separate stacks for the choice points and the
environments as in SICStus Prolog or in XSB. This is by no means essential to this article and whenever appropriate
we mention the necessary modifications of CHAT for the original WAM design. We will also assume stacks to grow
downwards; i.e. higher in the stack means older, lower in the stack means younger or more recent.

Notation We will use the following notatiort for top of heap pointefTR for top of trail pointer;E for current
environment pointel=B for top of local stack pointeB for most recent choice point; the (relevant for this article)
fields of a choice point are ALT, H and EB, the next alternative, the top of the heap and local stack, respectively, at
the moment of the creation of the choice point; for a choice point of Typeinted byB, these fields are denoted as
Br[ALT], Br[H] andBy[EB] — T can be either Generator, Consumer or Prolog. The SLG-WAM uses four more
registers for freezing the four WAM stackdF for freezing the heaikF for the local stackTRF for the trail and
BF for the choice point stack.

Although some of the following terminology of tabling was used in Section 2, we also include it here so as to
provide a complete account of relationships between the concepts or implementation issues that are involved in the
construction of a tabled abstract machine.

Tabling terminology In a tabling implementation, some predicates are designatéabéed by means of a
declaration; all other predicates amen-tabledand are evaluated as in Prolog. The first occurrence of a tabled
subgoal is termed generatorand uses resolution against the program clauses to derive answers for the subgoal.
These answers are recorded in the table (for this subgoal). All other occurrences of identical (e.g. up to variance)
subgoals are callezbnsumerss they do not use the program clauses for deriving answers but they consume answers
from this table. Implementation of tabling is complicated by the fact that execution environments of consumers need
to be retained until they have consumed all answers that the table associated with the generator will ever contain.

To partly simplify and optimize tabled execution, implementations of tabling try to detercaimgletionof
(generator) subgoals: i.e. when the evaluation has produced all their answers. Doing so involves examining depen-
dencies between subgoals and usually interacts with consumption of answers by consumers. The SLG-WAM has a
particular stack-based way of determining completion which is based on maintaatiaduling componentse.
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sets of subgoals which are possibly inter-dependent. A scheduling component is uniquely determineddbsrits

a (generator) subgoél; with the property that subgoals younger th@nmay depend o7, butG depends on

no subgoal older than itself. Obviously, leaders are generally not known beforehand and they might change in the
course of a tabled evaluation. How leaders are maintained is an orthogonal issue beyond the scope of this article; see
[10] for more details. However, we note that besides determining completion, leaders of a scheduling component
are usually responsible for scheduling consumers of all subgoals that they lead to consume their answers.

4. SLG-WAM

Tabling can be implemented by modifying the WAM to preserve execution environments of suspended consumers
by freezingthe WAM stacks, i.e. by not allowing backtracking to reclaim space in the stacks as is done in the WAM.
In implementation terms, this means that the SLG-WAM adds an extra freeak registerso the WAM, one for
each stack and allocation of new information occurs below the frozen part of the stack. Suspension of a consumer
is performed in the SLG-WAM by creating a consumer choice point to backtrack through the answers in the table,
setting the freeze registers to point to the current top of the stacks, and upon exhausting all answers fail back to the
previous choice point without reclaiming any space. Frozen space is reclaimyagbon determining completion.
Note that a side-effect of having frozen segments in the stacks is that the stacks actually represent trees: for example,
contrary to the WAM, choice points on the same branch of the computation may not be contiguous and the previous
choice point may be arbitrarily higher in the stack.

Memory areas of the SLG-WAM and their relationships are depicted in Fig. 2. Initially all freeze registers point
to the beginning of the stacks; they are shown by arrows next to each stack. After executing some Prolog code the
execution encounters a generafbrand a generator choice point is created for it. The execution continues, some
more choice points are created and eventually a consthigencountered. The SLG-WAM stacks at this point
are shown in Fig. 2(a). The heap and the trail are shown segmented by choice points; the same segmentation is not
shown for the local stack as itis a spaghetti stack. From the trail, some pointers point to cells older than the generator
G: these cells have addresses @1 and @2 in the picture, and the values of the eeia@pe One can see that

local stack  choice points ~ heap twail o local stack  choice points heap trail
— — . - - *
EF BF el a { : el a \
= o
: = :
3 }5‘3 P
; / B [ C

(a) Stacks on encountering a consumer (b) Continuing forward execution after freezing

Fig. 2. Memory areas while executing under an SLG-WAM-based implementation.
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a trail entry in this picture consists of two pointers and a value, while in WAM, a trail entry is just one pointer. On
encountering” the stacks are frozen by setting the freeze registers to point to the current top of the stack (cf. Fig.
2(b)). After possibly returning answers@ the execution fails out of the consumer choice poir@ phnd suppose

that the youngest choice point with unexplored alternatives is the choice point dendtedsishown in Fig. 2(b),
allocation of new information (shown very lightly shaded) takes place below the freeze registers and no memory
above the freeze registers is reclaimed. Notice the conceptual tree form of e.g. the choice point stack as shown by
previous pointers from choice points: e.g. the parent choice poiAt & P. Finally, note that by continuing with

some other part of the computation, some cells in the heap or local stack may change value: e.g. cell g8 from

Y.
As expected, to resume a suspended computation of a consumer, the SLG-WAM needs to have a mechanism to
reconstitute its execution environment. Besides resetting the WAM registers (e.g. Batipgint to the consumer

choice point), the variable bindings at the time of suspension have to be restored. This can be done using what is
known as dorward trail [10]. An entry in the forward trail consists of a reference cell, a value cell, and a pointer

to the previous trail entry. These entries are shown in Fig. 2: entries for @1 and @2 record thexyA|usasdy .

Because of the previous pointers the trail is also tree-structured. Given this trail, restoring the execution environment
EE from a current execution environmeBie, is a matter of untrailing fronkEE. to a common ancestor &t and

EE, and then using values in the forward trail to reconstitute the environmét.of

5. CAT

Instead of maintaining execution environments of suspended consumers through freezing the stacks and using
an extended trail to reconstruct them, one can also preserve environments of consumers by copying all the relevant
information about them in a separate memory area, let execution proceed as in the WAM, and reinstall these copies
whenever the corresponding consumers need to be resumed. This is the main idea behind CAT: the ‘copying approach
to tabling’. An advantage of this approach is that, contrary to the SLG-WAM, Prolog execution happens as in the
WAM: there is no need for a forward trail nor freeze registers and the stacks do not have a tree form. CAT selectively
copies information needed to reinstall suspended environme@®&Trareasas briefly explained below.

The CAT area has four memory areas (containing information from each of the four WAM stacks). Fig. 3 shows
these memory areas in a CAT-based implementation. When execution encounters a consumer, a choice point C
is created for it. Let the youngest generator choice point in the stack be G (the dots show possible Prolog choice
points that appear in between). A CAT copy is about to be made; the situation is depicted in Fig. 3(a). The shaded
parts in Fig. 3(a) show exactly what CAT copies. From the heap, the CAT copies the part between the current top
H andBg[ H]. The part of the local stack that needs copying is betweRmandBg[ E]. One could think that from
the choice point stack, CAT needs to copy fréntill B, but [5] argues this is wrong because this would lead to
re-execution: instead, it is correct to copy only the consumer choice point.

Copying the trail is more complicated: as we do not save the part of the heap that is old8f;thad since this
part can contain values that were put there during execution more recerhave need to save together with
the trailed addresses also the values these trailed addresses now contain; we do not need a similar value trail for the
part of the heap that is more recent thi&n because we copy that part completely.

The copied information is saved in a CAT area which is separate from the stacks (cf. Fig. 3(b)) and execution
continues as in the WAM by failing out of the consumer choice point. Contrary to what happens in the SLG-WAM,
backtracking in CAT now reclaims space. Fig. 3(b) shows a possible situation where backtracking has taken place up
to a Prolog choice point P which lied between G and C in Fig. 3(a), and then an alternative path of the computation
was tried (shown in a darker shade). Note that this new computation has resulted in the stacks having different
contents than what is saved in the CAT areas (although as shown some parts are still intact). Also ndté that if

1 Actually, it does so in a more incremental way, but as this is not relevant for this article we refer to [5] for more details.
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. . . local stack  choicepoints heap trail
local stack choicepoints heap trail .

@
e CAT area

(a) Stacks just before making the (b) Stacks and CAT area after making the CAT copy
CAT copy and continuing computation

local stack choice points heap trail

. e N CAT area

(c) Memory areas upon reinstalling the CAT area for consumer C

Fig. 3. Memory areas while executing under a CAT-based implementation.

consumer choice point, another CAT area will be created at this point. Eventually, through backtracking execution
will fall back to G and after G exhausts all resolution with program clauses, the evaluation reinstalls consumers
with unresolved answers that have copied up to the generator G.

The resulting stacks are shown in Fig. 3(c): through copying, the consumer has just been reinstall&i;below
and can start consuming its answers from the table. Note that after reinstalling the consumer, the choice point and
trail stack are in general smaller than at the time of saving the CAT area. The CAT area itself remains in existence
until it can be determined that the associated generator is complete.

6. The anatomy of CHAT

We describe the actions of CHAT by means of example situations. First consider a similar example as that used for
SLG-WAM and for CAT in the previous sections: a generator G has already been encountergdiagictor choice
point has been created for it immediately below a (Prolog) choice pjnthen execution continued with some
other non-tabled code (P and all choice points shown by dots in Fig. 4). Eventually a consumer C was encountered
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local stack  choice points heap trail

. @l
le— B 2%\

ts——1 G

. @3] vy
\EI/@‘ts

C

Fig. 4. CHAT stacks immediately upon laying down a consumer choice point.

and let us, without loss of generality, assume that G is its generator and G is not confplEied, aconsumer

choice points created for C; see Fig. 4. As previously, the heap and the trail are shown segmented according to the
values saved in the corresponding fields of choice points. The local stack is not segmented in the same way, the EB
values of choice points are shown by pointers nevertheless.

Without loss of generality, let us initially assume that C is the only consumer. The whole issue is how to preserve
the execution environment of C. As seen, CAT does this very simply through (selectively and incrementally) copying
all necessary information in a separately allocated memory area— see [5]. The SLG- WAM efrg@dagsegisters
and freezes the stacks at their current top; allocation of new information occurs below these freeze points — see
[10] or Section 4. We now describe what CHAT does.

6.1. Freezing the heap without a heap freeze register

As mentioned, we want to prevent that on backtracking to a choice point P that lies between the consumer
C and the nearest generator G (includéd))is reset to theBp[H] as it was on creating P. However, the WAM
sets

H := Bp[H]

upon backtracking to a choice point pointed toBy. We can achieve that no heap lower tligs{H] is reclaimed
on backtracking to P, by manipulating Bs[H] field, i.e. by setting

Bp[H] := Bc[H]

at the moment of backtracking out of the consumer. Note that rather than waiting for execution to backtrack out
of the consumer choice point, this can happen immediately upon encountering the consumer (see also [10] on why
this is correct).

More precisely, upon creating a consumer choice point for a consumer C the action of CHAT is

for all choice points Pbetween Cand its generator (included)
Bp[H] := Bc[H]

The picture (illustrating the protection of the heap using the (HAT-freeze technique) shows which H fields of
choice points are adapted by CHAT in our running example.

2 Otherwise, if G is completed, the whole issue is trivial asoapleted table optimizatiocan be performed and execution proceeds by
backtracking through answers in the table as if these were stored as Prolog facts; see [10].
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To see why this action of CHAT is correct, compare it with how the SLG-WAM freezes the heap using the freeze
registerHF:

when a consumer is encountered, the SLG-WAM B#is= B¢[H]
on backtracking to a choice point P, the SLG-WAM red¢tas follows:
ifolder (Bp[H], HF)thenH := HF elseH := Bp[H]

In this way, CHAT neither needs the freeze regi#térof the SLG-WAM nor uses copying for part of the heap
as CAT.

The cost of setting th8[H] fields by CHAT is linear in the number of choice points that exist between the
consumer and the generator up to which the setting is performed. In principle this is unbounded, so the act of
freezing in CHAT can be arbitrarily more costly than in SLG-WAM. However, this problem only exists for the basic
CHAT abstract machine as described in this article and is completely dealt with in the full CHAT machine described
in a forthcoming paper [7]. Secondly, our experience with CHAT is that this problem seems not to occur in practice,
at least not often; see the experimental results of Section 9. This is fortunate, because full CHAT is more difficult
to implement than basic CHAT.

6.2. Freezing the local stack without EF

The above mechanism can also be used for the top of the local stack. Similar to what happens for the H fields,
CHAT sets the EB fields in affected choice point8i©[EB]. In other words, the action of CHAT is
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for all choice points P between the consumer Cand its generator (included)
Bp[EB] := B¢[EB]

The top of the local stack can now be computed as in the WAM
if older (B[EB],E) then E+length(environment) else B[EB]

and no change to the underlying WAM is needed.

Again, we look at how the SLG-WAM employs a freeze regigiErto achieve freezing of the local stadkF is
set toEB on freezing a consumer. Whenever the first free entry on the local stack is needed, e.g. on backtracking
to a choice poinB, this entry is determined as follows:

if older (B[EB],EF) then EFelse B [EB]

The code for thallocate  instruction is slightly more complicated as a three-way comparison betB{&d],
EF andE is needed.

It is worth noting at this point that this schema requires a small change tetitye instruction in the original
three stack WAM, i.e. when choice points and environments are allocated on the same stack. The usual code (on
backtracking to a choice poii) can seEB := B while in CHAT this must becomEB := B[EB].

As far as the complexity of this scheme of preserving environments is concerned, the same argument as in Section
6.1 for the heap applies. Below we will refer to CHAT’s technique of freezing a WAM stack without the use of
freeze registers aBSHAT freeze

6.3. The choice point stack and the trail

CHAT borrows the mechanisms for dealing with the choice point stack and the trail from the CAT model. From the
choice point stack, CAT copies only the consumer choice point. The reason is that at the moment that the consumer
C is scheduled to consume its answers, all the Prolog choice points (as well as possibly some generator choice
points) will have exhausted their alternatives, and will have become redundant. This means that when a consumer
choice pointis reinstalled, this can happen immediately below the scheduling generator (see [5]) for a more detailed
justification why this is so. CHAT does exactly the same thing: it copies in what we CHMIT areathe consumer
choice point. This copy is reinstalled whenever the consumer needs to consume more answers.

Also for the trail, CHAT’s actions are similar to those of CAT: the part of the trail between the consumer and
the generator is copied together with the values the trail entries point to. However, as also the heap and local stack
are copied by CAT, CAT can make a selective copy of the trail, while CHAT must copy all of the trail between the

local stack  choice points

Fig. 5. Stacks and CHAT area after making a CHAT copy and adapting the choice points.
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consumer and the generator. Note that this amounts to reconstructing the forward trail of the SLG-WAM (albeit
without back-pointers) for part of the computation.

For a single consumer, the cost of (partly) reconstructing the forward trail is not greater (in complexity) than
what the SLG-WAM has incurred while maintaining this part of the forward trail. Fig. 5 shows the state of CHAT
immediately after encountering the consumer and doing all the actions described above; the shaded parts of the
stacks show exactly the information that is copied by CHAT.

6.4. More consumers and change of leader: a more incremental CHAT

The situation with more consumers, as far as freezing the heap and local stack goes, is no different from that
described so far. Any time a new consumer is encountered3[tEB] and B[H] fields of choice points that exist
between the new consumer and its generator are adapted. Note that the same choice point can be adapted several
times and that the adapted fields can only point lower in the corresponding stacks; an example is shown in Fig. 6.
Assume that there exist two generatGrsandG, and that a consumér, of the same tabled subgoal as generator
G is encountered. The action of CHAT is to copy the trail and perform CHAT freezé& illsee Fig. 6(a). By
continuing with forward execution, e.g. by returning an answéhtanother consumet; is encountered (this time
of the same subgoal &&;) and the action is now to perform CHAT freeze tilk; Fig. 6(b). Note how the adapted
fields now point lower in the stacks.

It is also worth considering explicitly a coup: a change of leaders. The example shown in Fig. 6 already presents
such a situation: at the moment whésis encountered, the answerd®f do not depend on the answerg®f. This
ceases to be the case wh@nis encountered: the two scheduling components — conta@yandG 1, respectively
— collapse into one and now the single leadaris responsible for determining fixpoint and completion of both
subgoals. Note that as far as the heap and local stack is concerned, nothing special needs to be done if each consumer
performs CHAT freeze till its current leader at the time of its creation; Fig. 6(b) already shows this.

For the trail, a similar incremental coup handling mechanism as for CAT applies to CHAT as well: an incremental
part of the trail between the former and the new leader needs to be copied and this copy needs to be attached to all
consumers whose leader changed. In our running example this would amount to making an incremental trail copy
of the following address-value pairs: (@%,(@28) and (@1g) and attaching it to the CHAT area of consumer
Ca. In [5] it is shown that this need not be done immediately at the moment of the coup, but can be postponed
until backtracking happens over a former leader so that the incremental copy can be easily shared between many

local stack choicg points trail local stack  choice points heap trail

CHAT areas

CHAT areas

(a) Stacks and CHAT areas on suspending Co (b) Stacks and CHAT areas on suspending C

Fig. 6. Actions of CHAT when CHAT freeze and trail copy is non-incremental.
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Fig. 7. Actions of CHAT with incremental CHAT freeze and incremental trail copying.

consumers. It also leads directly to the same incremental copying principle as in CAT: each consumer needs only to
copy trail up to the nearest generator and update this copy when backtracking over a non-leader generator occurs.
The incrementality of copying parts of the trail also applies to the change of the EB and H fields in choice points:

instead of adapting choice points up to the leader, one can do it up to the nearest generator; see Fig. 7(a) . In this
scheme, if backtracking happens over a non-leader generator, then its EB and H fields have to be propagated to
all the choice points up to the next generator; see Fig. 7(b). Indeed, our implementation of CHAT employs both
incremental copying of the trail and incremental adaptation of the choice points. Fig. 7 shows a more accurate
picture of tabled execution in our CHAT implementation; the actions upon the suspensipaua those shown in

Fig. 6(a). Note that the incremental copy of the trail is shared between all consumers that need it; Fig. 7(b).

6.5. Reinstalling consumers

As in CAT, CHAT can reinstall a single consumer C by copying the saved consumer choice point just below
the choice point of a scheduling generator G. Let this copy happen at a point identiBedimshe choice point
stack. The CHAT trail is reinstalled also exactly as in CAT by copying it from the CHAT area to the trail stack and
reinstalling the saved bindings. There remains the installation of the correct top of heap and local stack registers:

local stack  choice, points

CHAT area

Fig. 8. Memory areas upon reinstalling the CHAT area for a single consumer C.
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Fig. 9. Scheduling of three consumérs, C2, C3 and reinstallation of the trail of’3.

since the moment C was first saved in the CHAT area, it is possible that more consumers were frozen, and that
these consumers are still suspended (i.e. their generators are not complete) when C is reinstalled. It means that C
must protect also the heap of the other consumers. This is achieved by instaBipghe EB and H fields of G at

the moment of reinstallation. This will lead to correctly protecting the heap as G cannot be older than the leader of
the still suspended consumers and G was in the active computation when the other consumers were frozen. Fig. 8
depicts the resumption of the consumer that was suspended as in Fig. 5 and gives a rough idea of the reinstallation
of the execution environment of a single consumer; shaded parts of the stacks show the copied information.

The above describes a scheduling algorithm that schedules one consumer at a time. This contrasts with the current
SLG-WAM scheduler which schedules in one pass all the consumers for which unconsumed answers are available.
The CHAT scheduler can do the same as follows: the saved consumer choice points of all scheduled consumers
Ci, ..., Cyare copied one after the other in the choice point stack (again starting from immediately below the choice
point of the generator G). The EB and H fields of these choice points reflect the corresponding fields of G. However,
only one of these consumers can have its execution environment (as represented by bindings in the corresponding
CHAT trail area) reinstalled at any given point. Thus, only the last scheduled conélyroan immediately reinstall
its trail and start consumption of its answers. The situation is depictet for3 in Fig. 9; the right part of the
figure shows the ALT fields of choice points in detail. After all answers have been retur@gdttos choice point
is exhausted and execution fails back to the choice point of another scheduled cofgumaet this pointCj_1
through the use of ahat _reinstall _trail  instruction reinstalls its traibnceand starts consumption of the
current set of answers through taeswer _return instruction (see [10]). In short, upon failing to a consumer
choice point whos8¢[ALT] is a chat _reinstall _trail  instruction the action taken is as follows:

reinstall the trail from the CHAT trail area of the consumer in Bc;
save in B¢[TR]the new top of trail stack;

alt := B¢ [ALT] :=answer _return;

goto alt;  /* transfer control to altt/

6.6. Releasing frozen space and the CHAT areas upon completion

The generator choice point of a leader is popped only at completion of its component. At that moment, the CHAT
areas of the consumers that were led by this leader can be freed: this mechanism is again exactly the same as in
CAT. Also, there are no more program clauses to execute for the completed leader and backtracking occurs to the
previous choice point, say.2 Py contains the correct top of local stack and heap in its EB and H fields: these

3 If there is no previous choice point, the computation is finished.
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fields could have been updated in the past by CHAT or not. In either case they indicate the correct top of heap and
local stack.

The SLG-WAM achieves this reclamation of stacks at completion of a leader by resetting the freeze registers
from the values saved in the generator choice point of the leader. Indeed, the SLG-WANHEa##s5 TRF and
BF in all generator choice points; see [10].

6.7. Handling of negation in CHAT

Although efficient support for well-founded negation implies the ability to suspend and resume negative literals of
incomplete tabled subgoals, the ability to implement the full set of operations of SLG resolution [4] and thus compute
the well-founded semantics is an issue orthogonal to the actual mechanism used for suspension/resumption. Our
currentimplementation of CHAT provides support for well-founded negation and indeed, the handiingofvc
andsiMPLIFICATION SLG operations is similar to its handling by the SLG-WAM (see [11]). We therefore mainly
restrict our attention here to fixed-order stratified negation as in [10]. Upon encountering a negative literal of
an incomplete subgoal the SLG-WAM lays down a negation suspension frame in the choice point stack and the
current execution path is suspended by freezing the WAM stacks (see [10]). CHAT mimicks this behaviour by
creating a CHAT area for the suspended computation, saving immediately the negation suspension frame there (i.e.
without creating it first on the CP stack) and incrementally saving its trail entries as in the case of a suspended
consumer. Upon derivation of an (unconditional) answer for a subgoal with negation suspensions, the CHAT areas
of these suspensions can be immediately reclaimed effectively failing the corresponding execution paths. The more
interesting case is when a subgoal fails (i.e. gets completed with no answers): then all its negation suspension
frames can be reinstalled through copying them one after the other in the choice point stack. The topmost one
can immediately reinstall its trail and continue with its saved forward continuation. The situation is completely
analogous to the case of scheduling multiple consumers described in Section 6.5; notable differences are that:

1. Since in the case of fixed-order stratified negation the subgoal is completed, the negation suspension frames
are not reinstalled below the choice point of the gener8iprbut starting from that point. In the case where
DELAYING iS heeded, the subgoal is not completed, so the resumption happens immediately below the choice
point of the leader.

2. CHAT hasthe possibility to immediately reclaim the CHAT area of negation suspension frames upon reinstallation
of its trail as this reinstallation only happens once. This action, which in general is not easy to do in the SLG-WAM
because the suspension frames may be trapped above the freeze registers in the choice point stack, is valid even
in the case of non-stratified negation.

7. Comparing CHAT with SLG-WAM

As noted in [5], a worst case for CAT can be constructed by making CAT copy and reinstall arbitrarily often,
arbitrarily large amounts of heap to (and from) the CAT area. Since CHAT does not copy the heap, this same worst
case does not apply. Still, CHAT —in its basic form described in this article —can be made to behave arbitrarily
worse than the SLG-WAM. We also show an example in which the SLG-WAM uses arbitrarily more space than
CHAT.

7.1. The worst case for CHAT

There are two ways in which CHAT can be worse than the SLG-WAM:

1. Every time a consumer is saved, the part of the choice point stack between the consumer and the leader is
traversed; such an action is clearly not present neither in the SLG-WAM nor in CAT.

2. Some trail chunks are copied by CHAT for each initial suspension of a consumer and these chunks are not shared
between consumers. The inefficiency lies in the fact that consumers in the SLG-WAM can share a part of the
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trail even strictly between the consumer and the nearest generator; this is a direct consequence of the forward

trail with back pointers. Both space and time complexity are affected. Note that the same source of inefficiency

is present in CAT as well.

The following example program shows both effects. The subscripts g and ¢ denote the occurrence of a subgoal
that is a generator or consumer fo).

query(Choices,Consumers) :-
make_choices(Choices, ),
make_consumers(Consumers,[]).

make_choices(N,trail) :-

N>0, M is N-1, make _choices(M, .).
make_choices(0, ).
make_consumers(N,Acc) :-

N>0, M is N-1,

pc( 2), make _consumers(M,[a |Acc]).
-table p/1.

p(1).

Predicatemake_choices/2 is supposed to create choice points; if the compiler is sophisticated enough to
recognize that it is indeed deterministic, a more complicated predicate with the same functionality can be used.
The reason for giving the extra argumentrtake_consumers is to make sure that on every creation of a
consumerH has a different value and an update of the H field of choice points between the new consumer and
the generator is needed —otherwise, an obvious optimization of CHAT would be applicable. The query is e.g.
?-query(100,200) . CHAT uses(Choices«x Consumerstimes more space and time than SLG-WAM for this
program. If the binding with the atom trail were not present in the above program, CHAT would also use a factor
of (Choicest Consumersmore time than CAT.

At first sight, this seems to contradict the statement that CHAT is a better implementation model than CAT.
However, since for CHAT the added complexity is only related to the trail and choice points, the chances for
running into this in reality are lower than for CAT whose worst behaviour is also related to the heap and the local
stack.

7.2. A best case for CHAT

The best case space-wise for CHAT compared to SLG-WAM happens when lots of non-tabled choice points get
trapped under a consumer: in CHAT, they can be reclaimed, while in SLG-WAM they are frozen and retained fill
completion. The following program shows this phenomenon:

query(Choices,Consumers) :-
pg(-), create(Choices,Consumers), fail.
create(Choices,Consumers) :-

Consumers>0,

(make _choicepoints(Choices) , Pe(Y), Y=2
;C is Consumers-1, create(Choices,C)

)

make_choicepoints(C):-

C > 0, C1 is C-1, make _choicepoints(C1).
make_choicepoints(0).
:-table p/1.

p(1).
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When called with e.g?-query(25,77). the maximal choice point usage of SLG-WAM contains at least
25 77 Prolog choice points plus 77 consumer choice points; while CHAT’'s maximal choice point usage is 25
Prolog choice points (and 77 consumer choice points reside in the CHAT areas). Time-wise, the complexity of this
program is the same for CHAT and SLG-WAM.

One should not exaggerate the impact of the best and worst cases of CHAT: in practice, such contrived programs
rarely occur and probably can be rewritten so that the bad behaviour is avoided. One can note that a small change
to the SLG-WAM gets rid of its worst case behaviour: just saving and restoring the consumer choice point in the
CHAT way is enough. On the other hand, removing the worst case behaviour of CHAT (while still not changing
the underlying WAM for strictly non-tabled execution) is doable but considerably more involved. This subject is
explored in detail in [7].

8. Alternatives for implementing tabling

After SLG-WAM and CAT, CHAT offers a third alternative for implementing the suspend/resume mechanism that
tabled execution needs. The influence of CAT and SLG-WAM on CHAT is apparent: CHAT shares with CAT the
characteristic that Prolog execution is not affected and with SLG-WAM the high sharing of execution environments
of suspended computations. On the other hand, viewed from a lower-level implementation perspective, CHAT is
not really a mixture of CAT and SLG-WAM: CHAT copies the trail in a different way from CAT and CHAT freezes
the stacks differently from SLG-WAM, namely with the CHAT freeze technique. CHAT freeze can be achieved for
the heap and local stack only. Getting rid of the freeze registers for the trail and choice point stacks can only be
achieved by means of copying; Section 8.2 elaborates on this.

8.1. A plethora of abstract machines for tabling

Thus, it seems there are three alternatives for the heap (SLG-WAM freeze, CHAT freeze and CAT copy) and
likewise for the local stack, while there are two alternatives for both choice point and trail stack (SLG-WAM freeze
and CAT copy). The decisions on which mechanism to use for each of the four WAM stacks are independent. It means
there are at least 36 different implementations of the suspend/resume mechanism which is required for tabling!

It also means that one can achieve a CHAT implementation starting from the SLG-WAM as implemented in XSB,
get rid of the freeze registers for the heap and the local stack, and then introduce copying of the consumer choice
point and the trail. This was our first attempt: the crucial issue was that before making a complete implementation of
CHAT, we wanted to have some empirical evidence that CHAT freeze for heap and local stack was correct. As soon
as we were convinced of that, we implemented CHAT by partly recycling the CAT implementation of [5] which is
also based on XSB as follows:

e Replacing the selective trail copy of CAT with a full trail copy of the part between consumer and the closest
generator.

e Not copying the heap and local stack to the CAT area while introducing the CHAT freeze for these stacks; this
required a small piece of code that changes the H and EB entries in the affected choice points at CHAT area
creation time and consumer reinstallation.

e Modifying XSB’s handling of negation, previously based on the SLG-WAM, to be in accordance with Section
6.7.

As a final comment, it might have been nice to explore all 36 possibilities of implementing tabling, with two or
more scheduling strategies and different sets of benchmarks but unlike cats, we do not have nine lives!

8.2. More insight on CHAT's design

One might wonder why CHAT can achieve easily (i.e. without changing the WAM) the freezing of the heap and
the local stack (just by changing two fields in some choice points) but the trail has to be copied and reconstructed.
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There are several ways to see why this is so. In WAM, the environments are already linked by back-pointers, while
trail entries (or better trail entry chunks) are not. Note that SLG-WAM does link its trail entries by back-pointers;
see [10]. Another aspect of this issue is also typical to an implementation which uses untrailing (instead of copying)
for backtracking (or more precisely for restoring the state of the abstract machine): it is essential that trail entry
chunks are delimited by choice points; this is not at all necessary for heap segments. Finally, one can also say that
CHAT avoids the freeze registers by installing their value in the affected choice points: the WAM will continue to
work correctly, if the H fields in some choice points are made to point lower in the heap. The effect is just less
reclamation of heap upon backtracking. Similarly for the local stack, on the other hand, the TR fields in choice
points cannot be changed without corrupting backtracking.

9. Performance measurements

All measurements were conducted on an Ultra Sparc 2 (168 MHz) under Solaris 2.5.1. Times are reported in
seconds, space in kBytes. Space numbers measure the maximum use of the stacks (for SLG-WAM) and the total
of max. stackt max. C(H)AT area (for C(H)AT)? The size of the table space is not shown as it is independent
of the suspension/resumption mechanism that is used. The benchmark set is exactly the same as in [5] where more
information about the characteristics of the benchmarks and the impact of the scheduling can be found. We also note
that the versions of CAT and CHAT we used did not implement the multiple scheduling of consumers described in
Section 6.5, while the SLG-WAM scheduling algorithms scheduled all consumers in one pass and was thus invoked
less frequently.

9.1. A benchmark set dominated by tabled execution

Programs in this first benchmark set perform monomorphic type analysis by tabled execution of type-abstracted
input programs. Minimal Prolog execution is going on as tabling is also used in the domain-dependent abstract
operations to avoid repeated subcomputations. Tables 1 and 2 show the time and space performance of SLG-WAM,
CHAT and CAT for the batched (indicated by B in the tables) and local scheduling strategy (indicated by L).

For the local scheduling strategy, CAT and CHAT perform the same time-wise and systematically better than
SLG-WAM. Under the batched scheduling strategy, the situation is less clear, but CHAT is never worse than the
other two. Taking into account the uncertainty of the timings, it is fair to say that excepeddr _o all three
implementation schemes perform more or less the same time-wise in this benchmark set for batched scheduling.

As can be seen in Table 2, the local scheduling strategy has a clear advantage in space consumption in this
benchmark set: the reason is that its scheduling components are tighter than those of batched scheduling — we
refer to [5] for additional measurements on why this is so. Space-wise, CHAT wins always over CAT and 6 out of
8 times from SLG-WAM (using local scheduling). Indeed, most often the extra space that CHAT uses to copy trail
entry chunks is compensated for by the lower choice point stack consumption.

9.2. A more realistic mix of tabled and Prolog execution

Programs in this second benchmark set are also from an application of tabling to program analysis: a different
abstract domain is now used and although tabling is necessary for the termination of the fixpoint computation, the
domain-dependent abstract operations do not benefit from tabling as they do not contain repeated (i.e. identical)
subcomputations; they are thus implemented in plain Prolog. As a result, in this set of benchmarks 75-80% of the
execution concerns Prolog code. We consider this mix a more “typical” use of tabling. We note at this point that

41t is known that the memory reclamation of XSB could be improved. Although this affects all implementation schemes, it probably does not
affect them equally, so the space figures should be takemgrano salis
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Table 1
Time performance of SLG-WAM, CAT and CHAT under batched and local scheduling
cso csr disj-o gabriel kalaho peep pg read

SLG-WAM(B) 0.23 0.45 0.13 0.17 0.15 0.44 0.12 0.58
CHAT(B) 0.21 0.42 0.13 0.15 0.15 0.46 0.14 0.73
CAT(B) 0.22 0.41 0.13 0.15 0.14 0.50 0.15 0.92
SLG-WAM(L) 0.23 0.43 0.13 0.16 0.16 0.42 0.12 0.61
CHAT(L) 0.22 0.42 0.12 0.15 0.14 0.40 0.11 0.53
CAT(L) 0.22 0.42 0.12 0.15 0.14 0.40 0.11 0.55

Table 2
Space performance of SLG-WAM, CAT and CHAT under batched and local scheduling

cso csr disj.o gabriel kalaho peep pg read
SLG-WAM(B) 9.7 11.4 8.8 20.6 40 317 119 512
CHAT(B) 9.6 11.6 8.4 24.7 35.1 770 276 1080
CAT(B) 13.6 194 11.7 45.3 84 3836 1531 5225
SLG-WAM(L) 6.7 7.6 5.8 17.2 13.3 19 15.8 93
CHAT(L) 5.8 7.2 5.6 19 8.2 16 13.2 101
CAT(L) 7.9 10.7 7.1 29.5 125 17 235 246

CHAT (and CAT) have faster Prolog execution than SLG-WAM by around 10% according to the measurements of
Sagonas and Swift [10] — this is the overhead that the SLG-WAM incurs on the WAM. In the following tables all
figures are for the local scheduling strategy; batched scheduling does not make sense for this set of benchmarks as
the analyses are based on an abstract least upper bound (lub) operation. For lub-based analyses, local scheduling
bounds the propagation of intermediate (i.e. not equal to the lub) results to considerably smaller components than
those of batched: in this way, a lot of unnecessary computation is avoided.

Table 3 shows that CAT wins on average over the other two. CHAT comes a close second: in fact CHAT's
performance in time is usually closer to those of CAT than those of SLG-WAM. Space-wise — see Table 4 —
CHAT wins over both SLG-WAM and CAT in all benchmarks. It has lower trail and choice point stack consumption
than SLG-WAM and as it avoids copying information from the local stack and the heap, it saves considerably less
information than CAT in its copy area.

Table 3
Time performance of SLG-WAM, CHAT and CAT

akl color bid deriv read browse serial rdtok boyer plan peep
SLG-WAM 1.48 0.67 111 2.56 9.64 32.6 117 3.07 10.02 7.61 9.01
CHAT 1.25 0.62 1.03 2.54 9.73 32 0.84 2.76 10.17 6.14 8.65
CAT 1.24 0.62 0.97 2.50 9.56 32.2 0.83 2.75 9.96 6.38 8.54

Table 4
Space performance (in kBytes) of SLG-WAM, CHAT and CAT

akl color bid deriv read browse serial rdtok boyer plan peep
SLG-WAM 998 516 530 472 5186 9517 279 1131 2050 1456 1784
CHAT 433 204 198 311 4119 7806 213 746 819 963 1187

CAT 552 223 206 486 8302 7847 227 821 1409 1168 1373
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10. Related work

As we have noted before in [5], there is a strong analogy between the SRI-model [13] for implementing
OR-parallelism and MUSE [2] on one hand, and the SLG-WAM for implementing tabling and CAT on the other.
Like the SLG-WAM, the SRI-model has a complicated management of the stacks and switching from one worker
to another — the analogue of suspending one consumer to resume another one — uses a trail structure that is more
complicated than the WAM trail because bindings have to be undone as well as reinstalled. Like MUSE, CAT avoids
complicated stacks by copying the portion of the stacks that is particular to a consumer or in the case of MUSE a
worker. Since CHAT is a hybrid design that combines in a particular way SLG-WAM and CAT design principles,
one might expect that there exists also a hybrid design that combines principles from the SRI-model and MUSE.
Apparently this is not the case as private conversations with people involved in OR-parallelism revealed. It remains
to be seen whether a hybrid design of an abstract machine for OR-parallelism makes sense and in particular whether
the CHAT freeze technique can be of use in this domain.

11. Conclusion

CHAT offers one more alternative to the implementation of the suspend/resume mechanism that tabling requires.
Its main advantage over SLG-WAM'’s approach is that no freeze registers are needed and in fact no complicated
changes to the WAM. As with CAT, the adoption of CHAT as a way to introduce tabling to an existing logic
programming system does not affect the underlying abstract machine and the programmer can still rely on the full
speed of the system for non-tabled parts of the computation. Its main advantage over CAT is that CHAT's memory
consumption is lower and much more controlled. The empirical results show that CHAT behaves quite well and also
that CHAT is a better candidate for replacing SLG-WAM (as far as the suspension/resumption mechanism goes)
than CAT. Indeed, CHAT has been fully integrated in the distribution of XSB as of version 2.0. Finally, CHAT also
offers the same advantages as CAT as far as flexible scheduling strategies goes.
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