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Psi-calculi is a parametric framework for extensions ofgghealculus with data terms and arbitrary
logics. In this framework there is no direct way to represastion priorities, where an action can
execute only if all other enabled actions have lower piyokite here demonstrate that the psi-calculi
parameters can be chosen such that the effect of actioritigsaran be encoded.

To accomplish this we define an extension of psi-calculi vaittion priorities, and show that
for every calculus in the extended framework there is a spwading ordinary psi-calculus, without
priorities, and a translation between them that satisfremgtoperational correspondence. This is a
significantly stronger result than for most encodings betwgrocess calculi in the literature.

We also formally prove in Nominal Isabelle that the standawdgruence and structural laws
about strong bisimulation hold in psi-calculi extendedhgitiorities.

1 Introduction

Priorities in process calculi allow certain actions to takecedence over others. This is useful when
modelling systems because it admits more fine-grained @oover the model’'s behaviour. Phenomena
that exhibit prioritised behaviour include eg. interruptisoperating systems, and exception handling
in programming languages. In this paper we demonstrate hionitigs can be represented in the psi-

calculi framework, by encoding them into the logical thetirgt determines how actions are generated
by process syntax.

Psi-calculi B] is a family of applied process calculi that generalisesghealculus in three ways.
First, the subjects (designating the communication cHahaad objects (designating the communicated
data) of input and output actions may teemstaken from an arbitrary set, and not just single names.
Second, equality tests on names are replaced by tests atqies] calledconditions taken from an
arbitrary logic. Finally, the process syntax is extendethwassertionswhich can be seen as introducing
new facts about the environment in which a process execdigs.unguarded assertions of a process
influence the evaluation of conditions and the connecthvtiiveen channel terms, and can change as the
process executes.

In this paper, we show that the psi-framework is sufficiemtkpressive to represent action priori-
ties derived from a priority order on the communication ctels. We are interested in priorities for
two reasons. First, previous work on priorities indicatat tthey are highly expressive: Jeffrey defines
a process calculus with time and priority where timed preessan be encoded in the untimed frag-
ment of the calculuslp]; Jensen shows that CCS augmented with priority choice naad® broadcast
communication 16]; and Versari et al. shows that CCS with priority and only prefix and parallel
operators can solve both leader election (unlike the mitdas), and the “last man standing”-problem
(unlike the broadcast pi-calculus}3]. Second, we are not aware of another process calculusoith
priorities) where adding priorities has been shown to yi@dncreased expressiveness. The prevailing
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methods to introduce priorities in process algebras aitir semantic rules with negative premises or
new auxiliary relations to express the absence of higheriy actions; we shall need none of those.

We accomplish our result as follows. First we define an extansf the psi-calculi framework with
explicit channel priorities, where the priority level of hamnel can change dynamically during process
execution, as defined by an auxiliary relation represeralmggnce of actions. We formally prove, using
the interactive theorem prover Isabellg], that in this setting strong bisimilarity satisfies the alsu
algebraic laws and congruence properties familiar frompibealculus. We proceed to show that for
every psi-calculus with priorities, separate choice arefiyguarded replication, it can be encoded in
a standard psi-calculus without priorities. This encodsagjsfies particularly strong quality criteria,
namely strong operational correspondence, meaning thatahslation does not introduce any protocol
in the target language. The main idea is that we use a nontmandogic for the assertions, where
the appearance of enabled high-priority channels can tearifyoprevent lower priority channels from
resulting in actions.

The rest of the paper is structured as follows. In Section Dbrefly recapitulate the essentials of
psi-calculi, and in Section 3 we define the extension witHiexghannel priorities. Section 4 contains
an encoding into standard psi-calculi. In Section 5 we édistalstrong operational correspondence and
briefly discuss other criteria for encodings, among theralo$traction, and Section 6 contains conclu-
sions with future work.

Full proofs of all theorems presented in this paper are ablglonline ahttp: //www.it.uu.se/
research/group/mobility/prio-proofs.pdf.

2 Psi-calculi

The following is a quick recapitulation of the psi-calculaimework. For an in-depth introduction with
motivations and examples we refer the readeg}o [

We assume a countably infinite set of atom#&nes. 4 ranged over by, b, ...,z Intuitively, names
are the symbols that can be scoped and be subject to substitAtnominal sef21, 12] is a set equipped
with a formal notion of what it means to swap names in an eléntbis leads to a notion of when a
namea occurs in an elemenX, written a € n(X) (pronounced & is in the support 0X”). We write
a#X, pronounced 4 is fresh forX”, for a ¢ n(X), and if A is a set of names we writd#X to mean
vae A. a#X. In the followingd'is a finite sequence of names. The empty sequence is weitter
the concatenation of andb is written ab. We say that a function symbol eqguivariantif all name
swappings distribute over it.

A nominal datatypds a nominal set together with a set of functions on it. Inipaftar we shall
consider substitution functions that substitute elemtmmteames. 1X is an element of a datatypajsa
sequence of names without duplicates #rid an equally long sequence of elements of possibly another
datatype, thesubstitution X& := ] is an element of the same datatypexXasThe substitution function
can be chosen freely, but must satisfy certain natural lagarding the treatment of names; it must be
equivariant, the namesin X[a:= ﬂ must be alpha-convertible as if they were bindinginSee B] for
details.

A psi-calculus is defined by instantiating three nhominabhdgpes and four equivariant operators;
formally itis a tuple(T,A,C,,®,<>,1) as follows.

Definition 1 (Psi-calculus parametersi psi-calculus requires the three (not necessarily dig)ailom-
inal data types: the (data) termE, ranged over by MN, the conditionsC, ranged over byp, the
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assertionsA, ranged over by, and the four operators:

<> €T xT—C Channel Equivalence ® € AxA—A Composition
1:A Unit FCAxC Entailment

The binary functions above will be written in infix. Thud, <+ N is a condition, pronouncedvf and
N are channel equivalent”. We writd - ¢, pronounced ¥ entails¢”, for (W,¢) €+, and if¥ and¥’
are assertions then so4s% W', which intuitively represents the conjunction of the imf@tion inW and
W,

We say that two assertions atatically equivalentwritten W ~ W' if they entail the same conditions,
i.e. for all ¢ we have thatV |- ¢ iff W' ¢. We impose certain requisites on the sets and operators:
channel equivalence must be symmetric and transitivejust be compositional with regard 4, and
the assertions witli®,1) form an abelian monoid moduts. Finally, substitutionM[@:=T] on terms
must be such that if the namaesare in the support oM, the support off must be in the support of
M@a:=T].

A frameis an assertion together with a sequence of names that bimét:iit is of the form (vb)W
whereb binds into the assertio. We useF, G to range over frames. We overlo#tto also mearive )W
and® to composition on frames defined I()ybl)lvl ® (vbz)le = (vblbz)(lvl ® W,) whereb;#b,, W,
and vice versa. We writd @ F to mean(ve)¥Y @ F, and(vc)((vb)lP) for (vch)W.

We defineF - ¢ to mean that there exists an alpha variauit) W of F such thab#d) and¥+ ¢. We
also defind= ~ G to mean that for alp it holds thatF - ¢ iff G+ ¢.

Definition 2 (Psi-calculus agentsisiven a psi-calculus? with parameters as in Definitioh theagents
P(Z), ranged over by R), ..., are of the following forms.

0 Nil

MN.P Output
M(AX)N.P Input
casedi P[] - [ ¢n: Py Case
(va)P Restriction
P|IQ Parallel

IP Replication
(W) Assertion

Restriction(va)P binds ain P and input NAX)N . P bindsX in both N and P. An occurrence of a subterm
in an agent igguardedf it is a proper subterm of an input or output term. An agerassertion guarded
if it contains no unguarded assertions. An agenwval-formedif in M (AX)N.P it holds thatx C n(N)

is a sequence without duplicates, that in a replicatlénthe agent P is assertion guarded, and that in
caseds: P[] -+ [ ¢n: P, the agents fPare assertion guarded.

The agentase¢; : Py [| -+ [| ¢n: Py is sometimes abbreviated easeg : P. We sometimes write
M(x).P for M(Ax)x.P. From this point on, we only consider well-formed agents.
Theframe.# (P) of an agent is defined inductively as follows:

FZ(MAXN.P) = Z(MN.P) = Z(0) = Z(cased : P) = Z(IP) =1  F((¥)) = (ve)¥
F(P|Q) =F(P)®F(Q) F((Vb)P) = (vb).7 (P)

Theactionsranged over byx, 3 are of the following three kinds:
OutputM(va)N, input MN, andsilent 7. Here we refer tdVl as thesubjectandN as theobject We
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Table 1: Structured operational semantics. Symmetridaessof Com and PR are elided. In the rule
Com we assume tha# (P) = (vbp)Wp and.Z (Q) = (vbQ)lPQ wherebp is fresh for all of¥ bQ,Q,

andP, and thathg is similarly fresh. In the rule AR we assume tha# (Q) = (vbg)Wo wherebg is
fresh forW, P anda. In OpENthe expressioa {b} means the sequeneeawith b inserted anywhere.

define bnfA(va)N) = & and bn@) = 0 if o is an input ort. As in the pi-calculus, the outp® (va)N
represents an action senleganngM and opening the scopes of the naraes ~

Definition 3 (Transitions) A transitionis written¥ > P -5 P, meaning that in the environmett, P
can doa to become P The transitions are defined inductively in Tafil&Ve abbreviatd > P -2 P/
asP-%L P,

We identify alpha-equivalent agents, frames and tramstidn a transition the names in lorj(bind

into both the action object and the derivative, therefor@hbis in the support ofr but not in the support
of the transition.

Definition 4 (Strong bisimulation) A strong bisimulatior?Z is a ternary relation on assertions and pairs
of agents such tha# (¥, P, Q) implies

1. Static equivalence¥ ® .7 (P) ~ W ® .#(Q); and

N

. SymmetryZ(¥,Q,P); and

3. Extension of arbitrary assertiontV'. Z(W @ W', P,Q); and

4. Simulation: for alla, P’ such that¥ > P -2 P’ andbn(a)#¥, Q,
there exists Qsuch that¥ > Q % Q and Z(W,P, Q).
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We defindl > P <~ Q to mean that there exists a bisimulatighsuch thatZ (W, P,Q), and write P~ Q,
pronounced P and Q argstrongly) bisimilay for 1> P ~ Q.

Definition 5 (Strong congruence)We define P~y Q to mean that for all substitution sequenags
Y > Po ~ Qo holds. We write P~ Q, pronounced P igstrongly) congruento Q, to mean Pv1 Q.

We have shownd] that strong bisimilarity preserves all operators excaptit, and that strong con-
gruence is a congruence and satisfies the expected alg&hwaitor structural congruence.

3 Extension: Psi-calculi with priorities

The most common approaches to implementing priorities atgss calculi are (1) to add a priority
operator® such that®(P) may only take the highest-priority actions Bfas defined by some ordering
on actions 1], and (2) to alway enforce priorities, rather than only a@al operators9, 10]. In order
to avoid introducing a new operator, we follow the secondeggh.

We associate a priority level to actions that may depend erafisertion environment, and hence
change dynamically as a process evolves. The intuitionaswe writeW - M : p to mean that the
priority level of communication on the channdl in the environment¥ is p, where lower values op
indicatehigher priority. Priorities are subject to some natural constsithey must be equivariant, and
in a given assertion, channel equivalent terms must havsatime unique priority level.

Definition 6 (Psi-calculi with priorities) A psi-calculus with prioritiesranged over by#, 2, is a tuple
(T,A,C,F,®,<+,1,:) such that

1. (T,A,C,H,®,<,1) is a psi-calculus, and

2. : of typeT x N = C is an equivariant operator written in infix, i.e., we write M for : (M, p),
such that for all,M,N, if W+ M <> N then there is a unique @ N such that¥ - M : p and
WYEN:p.

The semantics of psi-calculi with priorities is as the setearof psi-calculi, but with two changes.
The first is thatr actions are replaced with: p actions, where is the priority level of the transition.
The second is that the rules are augmented with side conslitiiat prevent a process from taking low
priority actions. This has a natural formulation in termsefjative premises], but in order to make
implementation in Isabelle easier we instead define the sgrsan two layers, following9, 10, 22].

The bottom layer is denoted with the transition arrew, and is used to determine which transitions

would be available, disregarding priorities. The semantic—y, is exactly as in Tablé with the sole
extension that the @ rule generates an action of kird: p, wherep is derived from the priority of
the channel. We then define a predicater, W, P), which intuitively means that no transition whose
priority is higher than that aff can be derived frorR in W. Finally we define—: to represent transitions
respecting priorities, where theaGg, Par, and QM rules get side conditions usirtg
Definition 7. .

H(a,W,P) £ -3InP.(W>P 5, PAn<PRIOD(W®.Z(P),a))

wherePRIO(F,a) is defined to be p if eithem = 7: p or F I subja) : p, and—, is defined in
Definition 8 below.
Definition 8 (Transitions with priorities) The transitions of psi-calculi with priorities are definetiuc-

tively by the same rules as in Taldlgbut with all occurrences of— replaced with—:;, and theCASE,
Cowm andPaR rules replaced by the following:
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The transition relation—:y, is defined by the same rules as;;,, but with all side conditions involv-
ing H omitted.

Strong bisimulation and strong congruence on psi-calcith priorities can be obtained from Defi-

nitions 4-5 by replacing all occurrences ef- with —;,. The meta-theory pertaining to strong bisimu-
lation from the original psi-calculi carries over to psiaai with priorities, and formal proofs in Isabelle
have been carried out:

Theorem 1. Strong congruence on psi-calculi with priorities is a congruence, and satisfie

P ~ P|O
PIQIR) ~ (PIQ[R
PIQ ~ Q|P

(va)0 ~ O
(va)(vb)P ~ (vb)(va)P

va)(P| Q) if a#P
N.P if a#M, N
(AX)N.P if a#M, XN

casep : (va)P ~ (va)cased:P ifap

As an example, Versari’'ga@ [22] is an extension of the pi-calculus with priorities. Inpuadeoutput
prefixes inm@ are of formu : k(y) and : k(z), wherept is the subjectk is the priority level ang/ and
z are the objects. The semantics is the standard reductioansiesh of the pi-calculus, augmented with
side conditions stating that no higher-priority reductispossible, similar to our use of tliepredicate.

i@ can be recovered in our framework as follows. For simpliei consider only monadic synchro-
nisation. Let the terms be the union.gf (corresponding to objects m@) and{a: njlac .#,n € N}
(corresponding to subjects annotated with their priogtel), let the conditions be the booleans and the
assertions b¢l}. Define channel equivalence and : so thah is equivalent to itself and has priority

As an immediate consequence, we equi@ with a labelled semantics and a theory of strong bisim-
ulation; no labelled semantics or bisimulation theory hesrbpreviously developed far@.

Note that in our representation af@, it is possible to write agents where the teamn occurs in
object position. We can rule out such ill-formed agents bggithe sort system for psi-calculi described
in [6], the details of which are beyond the scope of the preserdrpap
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For a slightly more involved example, we consider dynamiorfites. We define a psi-calculus with
priorities based on the pi-calculus, with the addition ttfznnels may have one of two priority levels:
0 (high) and 1 (low). Rather than annotating prefixes withiarjty level, we let channels have high
priority by default, and let our assertions be the set of noeEwhose priority have been flipped to low
priority. If a channel is asserted to be flipped twice, theeegmns cancel each other and the channel
is flipped back to high priority. Thus we may flip the priority @ channela dynamically by asserting
{a}. Similarly, assertind a, b} flips the priorities of botta andb. Composition of assertions is exclusive
or, e.g.{a} ® {a,b} = {b}. To illustrate how this calculus can be used, suppose we toagnforce a
fairness scheme such that synchronisations on two charrmeldy are guaranteed to interleave. This
can be achieved by swapping the prioritiexahdy after every such synchronisation, as in the following
derivation sequence, where for ak {x,y} we letP, = ({z})) | 'X.({X,y}) | 'V.({X, ¥}).

1 > R|x.xx|y L0>p B x.x|y
e By x.x
—p Pc|x
—p R

Note that the above sequence is the only possilitesequence — as long as botlandy are available
they are guaranteed to be consumed alternatingly.

Formally, we define this psi-calculus by lettiig= .4, C={x=y|xyeT}U{M:n|M €
T An e N} and by lettingA be the finite sets of names. Moreover, ldbe the empty set andl® B =
(AUB) — (ANB). Entailment is defined so the#t-x =y iff x=y, WEFx: 1iff xe W, andW I- x: O iff
x ¢ WP. Finally, we let channel equivalence be syntactic equalitynames.

The definition of composition as the pairwise exclusive otlmelements of its arguments achieves
the priority flip in a manner that is associative, commutaawd compositional. This is a useful general
technique for constructing psi-calculi where facts candiected.

4 Encoding priorities

In this section we present a translation from psi-calcuthwgriorities to the original psi-calculi. The
main idea is that we augment the assertions with informatioout prefixes, and ensure that the frame
of a process records precisely its enabled prefixes.Hlfpredicate is thus obtained from the entailment
relation.

The main technical complication with this idea is that wiketakes a transition t&, some of the
top-level prefixes oP may be absent iR’. The frame of’ will always be the frame dP composed with
assertions that are guardedHand unguarded iR’; in other wordsZ (P') ~ (vbp: ) (We @ W). It follows
that composing with thi& must in effect retract the prefixes no longer availabl®ifrom Wp. For this
purpose we use a non-monotonic logic, where assertiongioamultisets with negative occurrencd.[

4.1 Preliminaries: integer-indexed multisets

Intuitively, an integer-indexed multiset is like a regutaultiset, except that the number of occurrences of
an element may be negative. We fisite integer-indexed multisets with a maximum elen(tegriceforth
abbreviated=IMM), ranged over b¥. Let Z* denoteZ U {«}. Formally, the FIMMs over a s&is the
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set of functionsE : S=- Z* such that for all but finitely many elemergs S E(s) = 0. We define some
of the usual operations on sets as follows:

X€E 2 E(x)>0 0= Ax0 EUE' £ AX.(E(X) +E'(X))

The maximal element will be used to represent prefixes under a replication opei@#iese are
permanently enabled and cannot ever be retracted). We vité Y(2,)Xo, - . ., (zn)X,} for the multisete
such thaE(x) =z if 0 <i < n, andE(x) = 0 otherwise. We will sometimes writ¢ to mean(1)x; and
—X; to mean(—1)x.

4.2 Preliminaries: Requisites and guarding elements

From this point in the paper, we restrict attention to pseudawith separate choice and prefix-guarded
replication. In other words, case statements have the ¢aseg : a.P, where either every; is an input,

or everya; is an output. Moreover, replications are of the formP. These restrictions significantly
simplify our definitions and proofs. In the conclusion wesffisi discuss what would be involved to lift
them.

We also require that substitution has no effect on terms eviier names being substituted do not
occur, i.e. that ifé#M thenM[X:=T| = M. This natural requirement on substitution is found in the
original publication on psi-calcul], but is often omitted since it is not needed for the stand#mattural
and congruence properties of bisimulation.

Further, for convenience we will assume that the psi-cakcuinder consideration has a condition
that is always true in every context, i.e. it is such titW+ T,Vo.To =T andn(T) = 0. If such a
condition is absent, it can simply be added.

A guarding elemenis simply a prefix guarded by a condition. Enriching the a&ses with FIMMs
of guarding elements will provide all the information nesay to encodd in the entailment relation.
Definition 9 (guarding elements)The set ofguarding elementsf a psi-calculus? = (T,A,C,,®,<»

,1) is denoted (%) and defined as

F(2) =Cx ({MN:M,N€T}U{MMARX:M,NeT})

We consider guarding elements as implicitly quotientedlpliaequivalence, where the names
the input prefix MAX)X bind into N. We will sometimes writeto mean(T, a).

4.3 The encoding

Assume a psi-calculus with prioritie® = (T,A,C,,®,<>,1,:). We shall encode it in the psi-calculus
2= (T,A',C.FH, & ' (1,0), whose parameters are defined as follows:

A = Ax(F(Z)= 17"
C' = CY(Z°xF(2)W{MS' N:MNeT}
(WE)®' (W.E) = (WoW, EUE)

(WE)H¢ = Wre if p cC
(W.E)F (2(¢,a) = E(¢,a)=z2 N
(WE)HFM&'N = WEMSNA-IM' N nmXKXL¢ ¢'.WHM < N

AYEM:mAWYEM :nAn<mA(¢,M(AX)X) € E
A@',N'K) EEAK = X[K:=L]AWFd AW ¢
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Assertions inA’ augment the original assertions with FIMMs of guarding edats, representing
the top-level prefixes of a process. The conditions are anggdewith multiplicity tests on elements
of the FIMMs (only needed for technical reasons concerniiedompositionality of’), as well as
channel equivalence statements. Composition and entgilofenultiplicity tests and conditions i€
are straightforward. The definition of entailment of chdremuivalence statements intuitively means
that two channeldvl,N are equivalent ifW,E) if (1) they are equivalent in¥, and (2)E does not
contain prefixes that can communicate with each other withcaity higher than that oM,N. This is
the mechanism by which we prevent lower-priority actionshia translations: those actions that would
be ruled out by in & are ruled out in2 by not being channel equivalent to anything.

In order to avoid bogging down the notation with brackets,imieoduce some syntactic sugar for
assertions irA’. We will sometimes writed for (W,0) andE for (1,E). Further, we will sometimes
write single-element multisets without the curly brackeés (z)x for {(z)x}. For an example, com-
bined with the previously introduced syntactic sugar folltisets and guarding elements, we may write
(L,{(1)(T,a)}) as simplya, and(1,{(—-1)(T,a)}) as—a.

Lemma 2. 2 is a psi-calculus, meaning that it satisfies the requisitettireed in Sectior?.

The translation of agents fro¥ to 2 is defined by the functiof)_] : P(#?) = P(£). The main
idea is that in parallel to every prefix, we add the prefix as ssewdion (recall thaf¥) denotes the
assertion¥ occurring as a process), so that it can be used when decitisgnel equivalences. The
continuation after the prefix contains the same prefix negigtiand since{a} U {—a} = 0 the effect
is to retract the prefix from the frame once it has been usatlftars ensures that the frame of an agent
[P] contains an up-to-date copy of the top-level prefixeR.abince replicated prefixes are permanently
enabled, a replicated prefix is asserted with infinite miidify to ensure that it is never retracted. For
casestatements, we make sure to retract the guarding elemesgsiaied with the other branches after
a particular branch has been chosen.

[0 = o
[(W] = ((%0)
[PIQ) = [PIIIQ
[(vP] = (v)[P]
[aP] = gal) la.([P]] (=a))

[taP] = ((@)a)[ta.([PT](-a))
[casep :a.P] = ((¢,a))|cased:a.([P]|((—1)(¢,a)))

Recall that we require that substitution has no effect omsewhere the names being substituted

do not occur. To see why, consider the encoding of the inpefixoo = M(AX)N, whereX is chosen

to be fresh inM. If the encoding takes a transitidjar] MRpe=L, (a) | (—a[x:=L]), we need that

a[X:=L] = a to achieve a retraction af. This follows from our requirement sincedoes not occur
freely ina.

5 Quality of the encoding

In this section, we show that the encoding presented in@etiBsatisfies strong operational correspon-
dence, and briefly discuss two other quality criteria: Geffimmework [L3] and full abstraction.

Let =, pronouncedstructural congruencebe the smallest congruence on processes that satisfies the
commutative monoid laws with respect(tp,0) and the rulesP =P | IP and0 = (1) and(¥) | (V') =
(Yo w).
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The main result of this paper is a one-to-one transitionespondence between agentsghand
their encodings in2:

Theorem 3(Strong operational correspondence)

1 IfW>P - P andbn(@)#P anda # T: p, then there exists’Psuch that( W, 0) & [P] - P”
and [P = P".

2. fW>P 25 P, then there exists'Psuch that(W,0) > [P] — P” and[P'] = P".

3. If (W,0) > [P] = P’ andbn(a)#P anda # 1, then there exists’Psuch that[P”] = P’ and
WP -5 P

4. 1f (W,0) > [P] — P, then there exists p and’Ruch thaffP"] = P and¥ > P =% P”.

Note that a simplification of the encoding wifha .P] = ((«)a) | ! a.[P] would render the above
theorem false, since we would then lose the property [hatP] = [a.P | ! a.P], and transitions may
unfold replications.

Gorla [13] proposes a unified approach to encodability results, vihexeranslation function is
considered an encoding if it satisfies the five prope@mspositionality name invarianceoperational
correspondencelivergence reflectigrandsuccess sensitiveness

Because our encoding satisfies strong operational comdspee, the three last criteria follow im-
mediately. Name invariance is immediate since our encogdimgjuivariant, and compositionality holds
with the caveat that we must consider replicated prefigeB s an operator in itself, rather than con-
sidering the replication and the prefix as separate opetadmd likewise forcaseguarded prefixes.

Full abstraction means that two agents are equivalent éff tinanslations are equivalent. The en-
coding presented in Sectigh3is not fully abstract with respect to strong bisimilarityhi¥ is because
we require bisimilar agents to be statically equivalent,tha translation function introduces assertions
such that the translation of bisimilar agents may not becstit equivalent. For a simple example,
consider the agent® = a.0 andQ = a.P, wherea is an output prefix. Clearly? | P <~ Q holds,
but for [P] = (a) | a.(0] (—a)) and [Q] = (a) | a.([P] | (—a)), we haveZ([P | P]) -’ (2)a but
Z(IQ]) ¥ (2)a and hencdP | P]  [Q].

At first glance, this difference betweéR | P] and[Q] seems to be an unimportant technicality: the
conditions(2)a and(1)a are not intended to be used as guardsasestatements. Their only use is in
the evaluation of channel equivalences, BUP | P]) and.# ([Q]) entail the same channel equivalences
since the set of prefixes available coincides. To motivadettiey must be considered different, consider
the distinguishing contex®@ = (—a) | (B) | y.0, wheref is an input that can synchronise with andy
has lower priority tharm; we have thaR | [Q] can take an action oy butR | [P | P] cannot. This high-
lights an interesting difference betwegfand2: in &, a prefix describes both an interaction possibility
and a constraint on other (lower-priority) interactions; 2, the interaction possibility and interaction
constraint are two separate syntactical elements. Thisstbat in2 we may write(a|), which is a pro-
cess with no transitions that blocks lower-priority trdiosis as though it had am-transition; conversely
a.P has a non-blockingr-transition that may be blocked by higher-priority traiusis.

Note that in the counterexample to full abstraction presgabove, the conteRis not in the range
of [-]. Thus our encoding may well satisfy weak full abstractid®][meaning that full abstraction holds
if we restrict attention to contexts in the range[df An investigation of this is deferred to future work.

A related question is whether a fully abstract encodingzéfinto some psi-calculus exists. The
following theorem, inspired by recent work by Gorla and Metn [L4] and Parrow 20] , shows that
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because of the generality of the psi-calculi framework @atifully abstract “encoding” with strong
bisimilarity as the target equivalence always exists, nélgas of the source language and source equiv-
alence under consideration.

Let Sbe a set ranged over lsyand~ be an equivalence d& Then there is a psi-calculug’ with
no terms, with elements @& as assertions and conditions, where entailment.i®efine the encoding
[s:S= P(.¥) by [s]s = (9).
Theorem 4. s~ s iff [s]s ~ [S]s

This “encoding” simply embeds both the source language aatts equivalence into a target lan-
guage with no transition behaviour at all. We conclude thateaningful approach to full abstraction
would have to impose additional criteria. For an examph@gitonsider Gorla’s criteria presented earlier,
this “encoding” satisfies name invariance and divergentteatéon, but fails to satisfy compositionality,
operational correspondence and success sensitiveness.

6 Conclusion

In this paper, we have defined an extension of the psi-cdi@riework with dynamic action priorities,
and translated it to the original framework. This illusésithe high expressiveness of the assertion
mechanism in psi-calculi: usually, it is necessary to idtrce negative premises or define a multi-layered
transition system in order to obtain action priorities inigeg calculus; for psi-calculi, what is already
there suffices.

The extension with explicit priorities is interesting is ibwn right despite the encoding. Expres-
siveness is not usefulness. Modelling a system with pigésrin terms of the translation would be more
cumbersome than representing priorities directly. Alsmrg bisimulation in the extension is useful for
proving equivalences that fail to hold in the encoding.

The most closely related development to psi-calculi witlonitres is theattributed pi-calculus with
priorities, written 11(.¢’) [17]. Itis designed as a generalisationre® [22] and the stochastic pi-calculus.
Input and output prefixes take the foene;|?X ande;[€,]!y, wheree; ande, are subjectsx andy are
objects and?] and €, are interaction constraints, which may be instantiatedriwrifies or stochastic
rates. e ranges over expressions in attribute language which is a kind of call-by-valué\ -calculus
equipped with a big-step reduction relation. The idea inctiee of priorities is that if the expressions
ande;, reduce to the same channel name, @retluces to some valugsand the applicatios] €, reduces
to the priority levelr, thene; (€] X.P | e;[€},]!€.Q reduces td’[X:=V] | Q, unless another pair of prefixes
can similarly communicate on a higher priority level. Theus is on developing type systems to prevent
mismatches, on showing how the calculus can be applied tehptetnomena in systems biology, and
on the development and implementation of a stochastic sitoal algorithm.

While m(.#) and our approach both generalig@, the way the priorities are set up have several
interesting differences that suggest incomparable egwepower in general. Priority levels im(.¢)
are taken from an arbitrary partial order, whereas our pigsrare natural numbers. Thusm.¥) we
may have systems where actions have mutually incomparaibléty levels, unlike psi-calculi with pri-
orities. The reason we use natural numbers is that the pfodienreml uses induction and successor
arithmetic on the priority level; for future work we wouldké to investigate alternative proof strate-
gies that would permit a generalised notion of prioritiespsi-calculi, priority levels are associated to
communication channels, whereasrii?’) they are associated with a particular pair of prefixes. The
priority level of a particular pair im(.¢) is however static and cannot be influenced by the environment
in any way, whereas in our approach priorities are dynamicraay change arbitrarily as the assertion
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environment evolves. While psi-calculi has no explicitiontof computation on data such as that given
by the attribute language, the substitution function cachwsen so that it performs explicit computation
on data, or implicit computation can be performed duringdb@uation of entailments. For a detailed
discussion of how to express computation on data in psutale refer to p].

The translation assumes separate choice and prefix-gueedichtion. An interesting question is
if these assumptions can be relaxed. Allowing mixed chaicpassible, but a different definition of
guarding elements must be made, that records which prefc@g @ different branches of the same
casestatement. With the current definitioficaseT : M [| T : M] has the same guarding elements as
[M | M], meaning that the former erroneously blocks other trawstas if a communication dvi could
be derived. Allowing unguarded choice and replication widud more difficult, but we conjecture that
it is possible at the expense of compositionality. The sautvould involve extending the guarding
elements to contain whole syntax trees, including bindgvs.then lose compositionality since if e.g.
[caseT : P [ T : Q] takes a transition fron®, the derivative must contain an assertion that retracts all
interaction possibilities offered Y. Hence the translation @ depends o, violating compositional-
ity.

Another way to introduce priorities in process calculi ighwa priority choiceoperatorP+)Q, as is
done for CCS in§]. It is like the standard choice operator, with two excemsio First,P and Q may
for technical reasons not contain unguarded output pref&esond, transitions from take precedence
over Q. More precisely, its semantics is defined so that it may adwant asP, but may act ag) only
if no synchronisation on the prefixes Bfis possible in the current environment. This operator could
be encoded in psi-calculi using techniques similar to thpyesented in this paper. The main idea is to
augment the assertions with information about output peefas in Sectiod.3, and to translate priority
choice ag[P+)Q] = caseT : [P] | ¢p : [Q], wheregp is a condition that holds if no output prefixes
matching the inputs oP are enabled in the current environment. A more detailedsiny&tion of this
idea is deferred to future work.

We would also like to investigate if a result by Jens&f],[ that broadcast communication can be
encoded in CCS with priority choice up-to weak bisimulatioan be adapted to our setting. If broadcast
psi-calculi [7] can be encoded in psi-calculi with priorities, then by sigéimity so can the original psi-
calculi. This would contrast with the situation in the pletdus, where broadcast communication cannot
be encodedl1].

Since both the original psi-calculi and their extensiorhwpitiorities have been formalised in Nominal
Isabelle, we aim to formalise the correspondence resuttssrpaper, in order to be more certain of their
correctness. As a first step, it would be necessary to dewefopmalisation of FIMMs in Isabelle, and
integrate it with the nominal logic package.
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