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Abstract—Wireless sensor networks (WSNs) have been widely
deployed for environmental monitoring and urban sensing appli-
cations. With the advancement of mobile phones, mobile users
have increasing demands for sensing data relevant to their
locations and activities. It is crucial to support reliable ubiquitous
sensing for mobile users to retrieve sensing data of their interests
anytime and anywhere. In this paper, we propose a novel location-
based publish/subscribe framework for mobile users to subscribe
for sensing data by simply specifying the event types and target
locations of their interests. The framework is developed on a
location-based Distributed Hash Table (DHT) overlay formed
by a network of brokers. Event data can be subscribed by
mobile users and then multicast to the subscribers through
efficient location-based routing. To support client mobility, we
further propose a reliable protocol to handle client registration,
location look-up and client relocation. It can provide reliable
data delivery without causing any data loss even when the users
are disconnected or moved to a new place. Extensive simulation
are conducted to evaluate the message delay, communication
overheads, and the support of client mobility.

I. INTRODUCTION

A number of innovative location-based services and sensing
applications have been implemented, such as environmental
monitoring and urban sensing applications [1], [2]. Although
wireless sensors could be deployed for monitoring the envi-
ronment, they are usually small and stationary devices with
limited computation capability, battery, and no user interface
[3], [4]. Mobile devices such as smart phones, which have
larger memory and batteries, could be utilized as mobile
terminals to collect sensing data from remote or sparsely
deployed sensors [5], [6]. With the advancement of mobile
and sensing technology, mobile users will be able to obtain
ubiquitous sensing data relevant to their locations and activities
anytime and anywhere. They can subscribe to events of interest
in a sensing field and receive the corresponding data when the
unusual events occur. It is important to provide efficient and
reliable subscription and data delivery even though there is
disconnection or relocation of the mobile users.

In this paper, we present a novel publish/subscribe frame-
work that enables mobile clients to subscribe for sensing
events of interests at specified locations. Whenever a sub-
scribed event is detected by any wireless sensors, notifications
with relevant data will be disseminated to the correspond-
ing subscribers. Given a dynamic network with both mobile
devices and randomly deployed wireless sensors, our major
challenge is to design a reliable network infrastructure that
can provide users with efficient subscriptions and data delivery

even in mobility. More specifically, our framework will include
the following features: (1) The system architecture will be dis-
tributed, scalable and able to support heterogeneous devices.
(2) The routing strategies will be efficient in terms of message
delay and communication overheads. (3) Reliable data delivery
will be supported to prevent data loss in disconnections or
relocations due to mobility of clients.

To achieve the above goals, we propose a novel pub-
lish/subscribe framework for mobile and sensing devices by
building a distributed and location-based peer-to-peer (P2P)
overlay with a network of brokers. Mobile users can sub-
scribe for sensing events in specified target areas through
their associated brokers. The delivery of sensing data will
be triggered by the sensors or mobile phones that observe
the subscribed events. The sensing data will be forwarded to
the corresponding brokers and dispatched to the subscribers.
Location-awareness in our publish/subscribe system is facili-
tated by an addressing scheme based on a deployment space
partition strategy. Efficient routing strategies are proposed to
reduce the communication overheads for both the brokers and
mobile devices. Our system also includes a handover protocol,
which can handle client mobility by redirecting event data
reliably from the previously associated broker to the new
location.

II. RELATED WORK

Several publish/subscribe frameworks have been proposed
for WSNs. TinySIP [7] makes the functionality of the Session
Initiator Protocol (SIP) available to WSNs. It supports session
semantics, publish/subscribe service and instant messaging.
Mires [8] is another publish/subscribe architecture for WSNs.
In Mires, sensors only publish readings after the user has
subscribed to specific sensor reading. Messages are aggregated
in the clusterheads. Subscriptions are issued from the sink
node directly connected to the end user terminals. DV/DRP
[9] is a publish/subscribe architecture in which subscriptions
are made based on the content of the desired messages.
Subscriptions are flooded in the network. Intermediate nodes
aggregate the subscriptions and forward the data only if there
is an interest for the data. However, all of the above systems
considers stationary network without any mobile nodes. More-
over, either the advertisements or the subscriptions have to be
flooded to the whole network, which may lead to high message
overheads.
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Structured P2P overlay networks, such as Distributed
Hashed Table (DHT) [10], have been suggested for building
decentralized distributed applications. Pastry [11] is a scalable,
distributed object location and routing substrate for wide-
area P2P applications. Each Pastry node can efficiently route
message to the node with a node ID that is numerically closest
to the key. Scribe [12] is an application-level multicast infras-
tructure that built upon Pastry [11]. It forms a multicast tree by
joining the Pastry routes from each subscriber to a rendezvous
point associated with a topic. Since the above approaches
route the subscriptions and the data simply based on the key
and the nodes IDs, the locations of sensors have not been
taken into account. Although location-based publish/subscribe
has been studied in [13], it assumes that the publishers and
the subscribers are within the communication range. Different
from our work, location-based routing between the publishers
and subscribers has not been fully investigated.

Client mobility is another key problem in providing reliable
publish/subscribe services for WSNs and mobile devices. A
publish/subscrib middleware has been presented in [14] to
support mobile clients. It relies on an acyclic underlying
network topology so that a conjunction node between the old
and new routes can always be found. A component called
“mobile proxy” is introduced in [15] to explore the possibility
of creating a generic solution for different publish/subscribe
frameworks. Other than that, the MobileIP protocol [16] has
been proposed, which applied techniques like Care-of-Address
(CoA), Home Agent (HA) and Foreign Agent (FA) to cope
with host mobility issues. Similar to MobileIP, our approach
also takes the advantages of on-demand handover to avoid
the triangle routing problems. Nevertheless, we explore the
location information of the nodes in our P2P overlay and inte-
grate it seamlessly with our location-based publish/subscribe
scheme in the application layer.

III. NETWORK INFRASTRUCTURE

We consider a network consisted of three kinds of nodes,
including brokers, sensors and mobile phones as shown in
Figure 1. Mobile phone users can subscribe data from the
wireless sensors located at different part of the sensing field
through a network of brokers. The brokers are interconnected
through various available communication standards, such as
WiFi, Bluetooth, ZigBee, GPRS, etc. Any wireless sensors or
mobile phones can join the network if they can communicate
with any of the brokers. The role of the brokers is to maintain
the information and process the requests of the associated
mobile users, such as storing client subscriptions, routing event
notifications to subscribers, and handling the handover process
in support of client mobility. Buffers are allocated in brokers
for storing subscriptions, client information and sensing data.
There is a logical interconnection of brokers which is based
on a structured peer-to-peer (P2P) overlay in the network. This
design can support any distributed hash table (DHT) protocols
applied longest prefix matching in routing.

Fig. 1. Network infrastructure with sensors and mobile devices.

IV. LOCATION-BASED ADDRESSING

We present a location-based addressing strategy, in which
subscriptions are propagated only to the areas of interest for
efficient communications.

A. Field Partitioning

We consider that the mobile phones and sensors in the
system can obtain their locations by GPS [17] or some existing
localization techniques [18], [19]. The deployment area is split
into partitions managed by the brokers. Figure 2 illustrates the
deployment field partitioning with 10 brokers. The join of a
new broker always results in a binary splitting of one existing
partition. The partition and ID assignment forms a hierarchical
structure according to the common prefix of their IDs. Each
broker will take the prefix of its partition ID as the prefix of
its broker ID. The broker ID will be used as the destination
key to route the messages. Since the ID prefixes are assigned
according to the locations, it can ensure that the two nodes
having adjacent node ID prefixes are geographically close to
each other. This location-aware node ID assignment reduces
the difference between the logical route in the DHT and the
physical path in the underlying network topology, which can
reduce message latency in routing.

B. Boundary List

We include a boundary list to store the information of the
partitions in each broker. Boundary list has its size dependent
on the level of the node in the hierarchical partition. The ith

element in the list stores the splitting boundary of the partition
that shares a common prefix in the first i bits of its broker
ID. Each element in the boundary list is represented in the
format of a triplet {Dimension, Coordinates, Direction}. The
first field “Dimension” is either “X” or “Y”, specifying the
splitting is done based on which dimension. The second field
“Coordinates” specifies the boundary location on the splitting
dimension. The last field “Direction” indicates on which side
of the splitting the broker is located. Possible values are “INC”
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Fig. 2. Deployment space partition with 10 brokers.

or “DEC”, which stand for the increasing or decreasing side
on the chosen dimension. For instance, the boundary list of
broker B0011 in figure 2 could be {X, 56, DEC}, {Y, 53,
DEC}, {X, 27, INC}, {Y, 20, INC}.

C. Client Association

Each client must be associated to a broker in order to
subscribe and receive event data. Client information, such as a
unique client identification, an IP address and a listening port,
will be registered to the broker. A client will send a request
message to the broker for association. The broker will allocate
buffer for storing the client information and the subscribed
events. Afterwards, the broker will send a response message
back to the client indicating the end of the client association
process. In case of client mobility, this association process is
extended to support client reconnection and handover, and to
enable message replay capability.

V. PUBLISH/SUBSCRIBE PROTOCOLS

In this section we explain the routing protocols for subscrip-
tion installation, event publication and event data dissemina-
tion.

A. Subscription Installation

When a client subscribes for an event of interest, it first
registers its interests to the associated broker by sending a
“SUB” message {sid, event id, area, filters}, where “sid” is
an unique ID for the subscription, “event id” is an ID for
the event type, “filters” is a set of attribute-value pairs (AVPs)
applied to the published event, so that only the events of inter-
est will be disseminated to the corresponding subscribers. The
field “area” describes the target area where the subscription
takes effect. For simplicity, we model the target area as a circle
= {x, y, r} centered at (x,y) with the specified radius r.

The brokers make use of their boundary lists and routing
tables to route the “SUB” message to the destinations through
location-based multicast (LBM). In LBM, each broker checks

Fig. 3. Subscription installation by LBM routing.

its local boundary list to see which side the target area belongs
to. A level index is introduced here to prevent the route from
forming a loop. The level index i is set to 0 for the source
broker. If the target area is covering two or more partitions,
the “SUB” message will be sent to the brokers in all of these
partitions. More details of the LBM algorithm is presented in
Algorithm 1.

Algorithm 1 LBM subscription installation algorithm
for each element bj in the boundary list of broker B do

disj = distance(bj , A.center)
if |disj | < A.radius then

S′ = copy of (S)
p[0 . . . j − 1] = B.prefix[0 . . . j − 1]
p[j] = NOTB.prefix[j]
p[j + 1 . . . length− 1] = 0
send S′ to the node that shares the common prefix p with B
in B′s DHT routing table with index number i = j + 1
if the target area overlaps with B′s partition then

B stores the subscription
end if

end if
end for

Figure 3 illustrates a subscription installation scenario in
which user A issues a subscription of event “e1” to the target
area {13, 75, 12}, which is geographically a circle covering
three partitions, “0100”, “0110” and “0111”. Given the kd-tree
formed on the routes by the brokers, the time complexity mea-
sured in number of hops for the LBM subscription installation
algorithm is log2 N , where N is the number of brokers.

B. Event Notification to Responsible Brokers

When any of the subscribed events is observed by the
sensors or mobile phones equipped with sensing capabilities,
the event notification process will be triggered. Events will be
published by sensing devices in the format of e = {eid, loc,
timestamp, data}, where “eid” is a unique event ID. The field
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“timestamp” indicates the time when the event occurred. The
field “data” encloses the real sensing data. The field “loc”,
in the format of loc = {X, Y}, specifies the X,Y coordinates
where the event occurred.

When an event is captured by a sensing device, the device
will encapsulate the event information in a “PUB” message
and forward it to the associated broker. The broker will exam-
ine the “loc” field of the message to see if the event occurred
in its own partition. If not, the “PUB” message has to be
forwarded to the responsible broker of that partition. Note that
the associated broker is not necessary the broker responsible
for the received “PUB” message due to the inconsistency
between the partitions and the wireless communication range.

C. Data Delivery to Subscribers

When a “PUB” message is dispatched to its responsible
broker, the encapsulated event information (i.e. event ID,
location, filters) is matched against the subscriptions stored
in the broker. For each of the matched subscriptions, the
corresponding event data will be disseminated by the broker
through the overlay network to the subscribers.

Since the traditional DHT protocol does not support multi-
cast in key-based routing (KBR) [20], [21], we introduce an
ID-based multicast (IDM) algorithm in overlay network level
to reduce the communication overheads. The IDM algorithm
is executed when a broker B receives a notification N with
a list of destination IDs as shown in Algorithm 2. As a
result, event notification can be dispatched to all the subscribed
brokers along the paths that shape a spanning tree. The time
complexity in terms of message hop count is log2 N , which
is the same as the average hop count of most ID-based DHT
routing protocols.

Algorithm 2 IDM event notification to subscribers
for subscriber ID on the client list in broker B do

Get next hop h of B′s routing states
if h is not found then

Send a copy of the notification N(eid, data) to each client c
in CL

else
if h is not in T then

Add h into T
end if
add current {id, CL} in T.h.destination

end if
for each h in T do

Send a copy of the notification N(eid, data, T.h.destination)
end for

end for

VI. SUPPORT OF CLIENT MOBILITY

We further extend the client association process and the
event notification protocol to support mobility of clients. Our
handover protocols is implemented in the application layer,
which allows us to explore the location and publish/subscribe
information from the P2P overlay.

A. Client Registration and Location Lookup
Client location registration is a process for updating the lo-

cation information of a mobile client whenever a reconnection
or a relocation occurs. In a mobile scenario, the connection
between the broker and the client could be broken for any
length of time depending on the communication range and
remaining battery. Hence, it is important for the clients to
update their information to the system when they associate to
any brokers again. In our design, we utilize the identity of the
associated broker to estimate the location of the mobile client.
The mapping from the client identity to its associated broker
ID, i.e. cid → bid, is referred as Care-of Address (CoA).

We integrate the CoA with the overlay of brokers. For each
client, its CoA information will be stored in the broker whose
node ID is numerically closest to the hash value of the client
identity. We name this broker as the Home Broker (HB) of
that client. Each time a mobile client associates to a broker,
the broker will compute a hash value by applying a hash
function to the client identity, and forward the client location
information to the home broker with a “REG” message.
Whenever a broker in the overlay loses the trace of a mobile
client, it can fetch the latest location of the client by routing
a “LOOKUP” message to the home broker.
B. Handover and Event Notification Redirection

We design our handover protocol by introducing a new data
structure, called “forward pointer”, which is maintained in the
broker. Forward pointer is a table storing key value pairs of
client identifications and the IDs of their newly associated
brokers after relocations. Our handover protocol ensures that
the buffered data during disconnection or relocation will be
replayed to the new location without any data loss.

We present the procedure of a mobile client relocated from
broker 1 to broker 2 as an example. At beginning, client A is
associated with broker 1, such that the home broker of client
A stores A’s CoA={A, broker 1}. All matched event data are
disseminated to client A through broker 1. At a later time,
a disconnection of client A occurs and is detected by broker
1, broker 1 then starts buffering all the incoming event data
towards client A to avoid data loss. After awhile, client A
sends an association request to broker 2. Broker 2 notices
the relocation of client A from its old broker ID from the
association message. A handover process is then triggered in
broker 2 by sending a handover message to broker 1 after
registration in the home broker. Upon receiving the handover
message, broker 1 starts to replay all the buffered event data
for client A to broker 2. It also informs the new location
information of client A to all the brokers from which event
data instances have been buffered, so that the new event data
will be redirected to the new location.

VII. SIMULATIONS

We implement our publish/subscribe framework in Over-
Sim, which is an overlay and P2P module for the OMNET++
simulator [22]. Two experiments, one for networks with only
stationary clients and another for networks with mobile clients,
are conducted.
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Fig. 4. Average message hop count for LBM routing.

A. Experiments with Stationary Clients

We evaluate the performance of the subscription installation
process and event data notification process. The experiment is
run in an overlay with 8 to 64 brokers and involving only
stationary clients in this experiment. It measures the message
latency in hop counts.

1) Subscription Installation: The top of figure 4 presents
the average message latency in hop count for subscription
installation. The average hop count is calculated as the sum of
message hop counts divided by the total number of destination
brokers that have received at least one subscription. The theo-
retical bound for existing P2P KBR routing protocols (log2 N )
is also plotted in the figure for reference. The maximum hop
count of all runs are presented in the middle of figure 4.
The bottom of figure 4 gives the standard deviation of the
measured hop count. As shown in figure 4, the average hop
count increases logarithmically with the size of the broker
overlay, but it keeps much lower than log2 N . We also find
that the length of node ID gives no effect to the message
latency.

2) Event Notification: Figure 5 shows the average message
latency in hop count for event notification. The results show
that the average hop count increases logarithmically with the
size of the broker overlay. Again, the results keep much
lower than log2 N . However, different from the subscription
installation protocol, the average hop counts are affected by
the length of broker ID. With the increase of ID length, the
average hop count decreases for all sizes of broker overlay.

B. Experiments with Mobile Clients

We evaluate the latency and message overheads of our
framework in support of client mobility. There are 32 mobile
clients in the network as subscribers, who move randomly
in the field following the mass mobility pattern implemented
in the INET framework of OMNeT++ [23]. We measure the

Fig. 5. Average message hop count for IDM routing.

Fig. 6. Message latency on mobile client with short disconnection time.

end-to-end delay as the time difference between the data is
published and the data is received by the subscriber.

1) Event Notification Latency: Figure 6 shows the end-to-
end delay for the events collected by one of the mobile clients
from 200s to 1200s. The size of the broker overlay is set to
24. The relocation times of the mobile client are shown as
vertical dashed lines. During the extracted time period, the
mobile client relocated 3 times and has been associated with
4 different brokers. Since the client always associates to a new
broker immediately after it moves out of the previous broker,
there is almost no disconnection time for this client. We also
observe that the latency for event notifications from the same
broker remains almost the same.

We repeat the same experiment with long periods of dis-
connection at the client. Figure 7 shows that immediately
after the first three relocations, several messages have been
received at almost the same time. During the disconnection,
these messages are buffered in the old broker and then replayed
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Fig. 7. Message latency on mobile client with long absent time.

Fig. 8. Message overhead for handover process.

to the new broker as soon as the mobile client reconnects to
the broker overlay. There is a 10 seconds gap between each
two consecutive buffered messages, which is due to the event
publication rate of the system.

2) Message Overhead: Figure 8 shows the average message
overhead for handover. As the size of the broker overlay grows,
the message overhead for handover increases logarithmically.
This is because all handover messages are disseminated by the
broker overlay through the DHT routing protocol.

VIII. CONCLUSIONS

We proposed a novel location-based publish/subscribe
framework that supports mobile users to subscribe and retrieve
events of interest in a sensing field. The framework is built
on a location-based DHT overlay with a network of brokers.
We presented a scalable geographic addressing and routing
scheme, which utilizes the locations of the brokers to route
the subscriptions to the destinations. Event data collected by

the sensors can be forwarded to their associated brokers and
multicast to the corresponding subscribers. Client mobility is
supported by our framework through a client location regis-
tration protocol and a reliable handover protocol to avoid data
loss in relocation. Extensive simulation results demonstrate
that our scheme can achieve low message latency for both
subscriptions and event notifications. It can also handle client
mobility successfully by forwarding messages to the new
location without causing any data loss.
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