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#### Abstract

We present a novel canonical automaton model, based on register automata, that can easily be used to specify protocol or program behavior. More concretely, register automata are reminiscent of control flow graphs: they comprise a finite control structure, assignments, and conditionals, allowing to assign values of an infinite domain to registers (variables) and to compare them for equality. A major contribution is the definition of a canonical automaton representation of any language recognizable by a deterministic register automaton, by means of a Nerode congruence. Not only is this canonical form easier to comprehend than previous proposals, but it can also be exponentially more succinct than these. Key to the canonical form is the symbolic treatment of data languages, which overcomes the structural restrictions in previous formalisms, and opens the way to new practical applications.


## 1 Introduction

Automata models that process words or trees over infinite alphabets are becoming increasingly important in many areas, including specification, verification, and testing (e.g., [2,21]), databases [1], and user modeling [5]. A natural form for such models consists of a finite control structure, augmented by a finite set of registers (aka state variables), processing input symbols using a predefined set of operations (tests and updates) over input data and registers. Specialized classes, such as timed automata [2], counter automata, and data-independent transition systems [17] have long been used for specification and verification. From a language-theoretic perspective, decision problems and connections with logics have been studied (e.g., [10, 8, 7, 23]).

Modeling and reasoning with automata models can be made much more efficient if it is possible to transform models into a canonical form. Transformation into a canonical form is heavily used in verification, equivalence checking, and refinement checking, e.g., using (bi)simulation based criteria [16, 20]. While for finite automata, there are standard algorithms for determinization and minimization, based on the Myhill-Nerode theorem [13, 19], it has proven difficult to

[^0]carry over such constructions and define canonical forms for automata models over infinite alphabets, including timed automata [24]. Often, canonical forms are obtained at the price of (re-)encoding extensive information about the relation between parameter values in the state space (e.g., $[18,3]$ ).

In this paper, we present a novel canonical automaton model, based on a form of register automata (RA). We define a form of RAs that are particularly suited to faithfully model a large class of systems that do not compute or manipulate data but manage their adequate distribution, e.g., protocols, as well as certain mediators and connectors. This class of systems is the backbone to support the large-scale, seamless integration and orchestration of, e.g., (Web) services to complex business applications running on the (Inter)net. One concrete current example for the application of such automata models is the CONNECT Project [14], which aims at dynamically synthesizing required connectors based on descriptions of component behavior in the form of automata.

RAs have a finite control structure. They process words over an infinite alphabet consisting of terms with parameters from an infinite domain. RAs can thus can be regarded as a simple programming language, with variables, parallel assignments, and conditions. In contrast to other types of automata that have been suggested for data languages [23, 6], our form of RAs does not restrict the access to variables to a specific order or pattern, nor do they constrain the contents of the variables (e.g., by uniqueness). This supports a much more intuitive modeling of data languages, while leaving the expressiveness untouched.

We present a Nerode congruence for RAs that yields a canonical form. Key to this generalization of Nerode's right congruence ( $[13,19]$ ) to RAs is the symbolic treatment of data languages in a way that abstracts from concrete data values and rather concentrates on the relations between parameter values. This allows for the required flexibility, and also leads to a more elegant canonical form, which may even be exponentially more succinct than other suggested canonical forms. This is very important in many applications. For instance, in automata learning, the complexity of the learning procedure directly depends on the size of the minimal canonical form of the automaton.

We could compare the difference between the automata of $[11,3]$ and our canonical form to the difference between the region graph and zone graph constructions for timed automata. The region graph considers all possible combinations between constraints on clock values, be they relevant to acceptance of the input word or not, whereas the zone graph construction aims to consider only relevant constraints. Our form of RAs is, however, always more succinct than those of $[11,3]$.

In summary, the contribution of this paper is a succinct and intuitive RA formalism that can easily be used to specify protocol or program behavior, with a canonical representation of any (deterministic) RA-recognizable data language by means of a Nerode congruence.

Related Work Generalizations of regular languages to infinite alphabets have been studied previously. Kaminski and Francez [15] introduced finite memory automata (FMA) that recognize languages with infinite input alphabets. Since
then, a number of formalisms have been suggested (pebble automata, data automata, $\ldots$ ) that accept different flavors of data languages (see $[23,8,6,7]$ for an overview). Most of these formalisms recognize data languages that are invariant under permutations on the data domain. In [9] a logical characterization of data languages is given plus a transformation from logical descriptions to automata.

While most of the above mentioned work focuses on non-deterministic automata and are concerned with closedness properties and expressiveness results of data languages, we are interested in a framework for deterministic RAs that can be used to model the behavior of protocols or (restricted) programs. This includes in particular, the development of canonical models on the basis of a new Myhill Nerode-like theorem.

In $[11,3]$, a Myhill-Nerode theorem for a form of register automata is presented. Canonicity is achieved by restricting how state variables are stored, which leads to complex and hardly comprehensible models, as argued in [12]. These complications are overcome in our structurally much easier RA-based approach.

Organization. In the next section we introduce the RA model as a basis for representing data languages. In Section 3, we introduce a succinct representation of data languages, which suppresses non-essential tests, in the form of a novel, decision tree-like structure called constraint decision trees (CDTs). Based on this representation, in Section 4 we define a Nerode congruence, and prove that it characterizes minimal canonical forms of deterministic RAs, called (rightinvariant) DRAs. In Section 5 we relate our canonical form to previously suggested ones, and establish some exponential succinctness results before we conclude in Section 6.

## 2 Data Languages and Register Automata

In this section, we introduce formally the notions of data languages and register automata. While a very general definition of data languages would define them simply as sets of data words, for our modeling purposes, focus is on data languages that are closed under permutations on the data domain. Such languages are agnostic to the concrete identitiy of data values, which they all treat alike. With this restriction, data languages are ideal to describe the flow of data as required for an adequate modeling of systems, whose behavior does not depend on the data content they distribute.

We assume an unbounded domain $D$ of data values and a set $I$ of actions. Each action has a certain arity which determines how many parameters it takes from the domain $D$. A data symbol is a term of form $\alpha\left(d_{1}, \ldots, d_{n}\right)$, where $\alpha$ is an action with arity $n$, and $d_{1}, \ldots, d_{n}$ are data values in $D$. A data word is a (finite) sequence of data symbols. A data language is a set of data words, which is closed under permutations on $D$. We will often represent a data language as a mapping from the set of data words to $\{+,-\}$, e.g. accept and reject.

We will now present an automaton model that recognizes data languages. Assume a set of formal parameters, ranged over by $p_{1}, \ldots, p_{n}$, and a finite set
of variables (or registers), ranged over by $x_{1}, \ldots, x_{n}$. A parameterized symbol is a term of form $\alpha\left(p_{1}, \ldots, p_{n}\right)$, consisting of an action $\alpha$ and formal parameters $p_{1}, \ldots, p_{n}$ (respecting the arity of $\alpha$ ). A guard is a conjunction of equalities and inequalities (here, an inequality means a negated equality, e.g., $x_{2} \neq p_{3}$ ) over formal parameters and variables. We write $\bar{p}$ for $p_{1}, \ldots, p_{n}$ and $\bar{d}$ for $d_{1}, \ldots, d_{n}$.

Definition 1. A Register Automaton (RA) is a tuple $\mathcal{A}=\left(L, l_{0}, X, T, \lambda\right)$, where

- $L$ is a finite set of locations,
$-l_{0} \in L$ is the initial location
- $X$ maps each location $l \in L$ to a finite set $X(l)$ of variables, where $X\left(l_{0}\right)$ is the empty set,
- $T$ is a finite set of transitions, each of which is of form $\left\langle l, \alpha(\bar{p}), g, \pi, l^{\prime}\right\rangle$, where $l$ is a source location, $l^{\prime}$ is a target location, $\alpha(\bar{p})$ is a parameterized symbol, $g$ is a guard over $\bar{p}$ and $X(l)$, and $\pi$ (the assignment) is a mapping from $X\left(l^{\prime}\right)$ to $X(l) \cup \bar{p}$ (intuitively, the value of $x \in X\left(l^{\prime}\right)$ is assigned to the value of $\pi(x))$, and
$-\lambda: L \mapsto\{+,-\}$ maps each location to either + (accept) or - (reject),
such that for any location $l$ and action $\alpha$, the disjunction of all guards $g$ in transitions of form $\left\langle l, \alpha(\bar{p}), g, \pi, l^{\prime}\right\rangle$ in $T$ is equivalent to true (i.e., $\mathcal{A}$ should be completely specified).

Example: We model the behavior of a fragment of the XMPP protocol [22] as a running example (shown in Figure 1). XMPP is widely used in instant messaging. In our fragment of XMPP, a user can register an account (providing a username and a password), log in using this account, change the password, and delete the account. In the figure, arcs are labeled with actions, guards, and assignments. Actions and guards are written above the horizontal delimiter; assignments are written below it. Accepting locations (where the user is logged in) are denoted by two concentric circles. For example, the user Bob could register his account with the action register(Bob, secret) (providing his username and password), and then log in with the action login(Bob, secret). Once logged in, he could change his password to boblovesalice with the action pw(boblovesalice). (For reasons of brevity, several transitions are omitted.)


Fig. 1. Partial model for a fragment of XMPP

A register automaton $\mathcal{A}$ classifies data words as either accepted or rejected. One way to describe how this is done is to define a state of $\mathcal{A}$ as consisting of a location and an assignment to the variables of that location. Then, one can describe how $\mathcal{A}$ processes a data word symbol by symbol: on each symbol, $\mathcal{A}$ finds a transition with a guard that is satisfied by the parameters of the symbol and the current assignment to variables; this transition determines a next location and an assignment to the variables of the new location. For the purposes of this paper, it will be more convenient to use a different but equivalent definition. A run of $\mathcal{A}$ is defined as a pair consisting of a sequence of parameterized symbols and a guard over its formal parameters. Each run is extracted from some sequence of transitions, and is used to classify the data words that match its sequence of symbols and satisfy its guards. We will now discuss this in more detail.

A parameterized word $w$ is a sequence of parameterized symbols in which all formal parameters are distinct; we assume a (re)naming scheme that avoids clashes. For a mapping $\pi$ from a set $X$ of variables, let $\tilde{\pi}$ denote the mapping obtained by extending the domain of $X$ to include the set of formal parameters; these are all mapped to themselves (i.e., $\tilde{\pi}(x)=\pi(x)$ if $x$ is a variable, and $\tilde{\pi}(p)=p$ if $p$ is a formal parameter); we extend $\tilde{\pi}$ to expressions and guards in the natural way.

A sequence $\sigma$ of transitions of $\mathcal{A}$ from $l_{0}$ to $l_{k}$ is of form
$\sigma=\left\langle l_{0}, \alpha_{1}\left(\bar{p}_{1}\right), g_{1}, \pi_{1}, l_{1}\right\rangle \quad\left\langle l_{1}, \alpha_{2}\left(\bar{p}_{2}\right), g_{2}, \pi_{2}, l_{2}\right\rangle \quad \cdots \quad\left\langle l_{k-1}, \alpha_{k}\left(\bar{p}_{k}\right), g_{k}, \pi_{k}, l_{k}\right\rangle$,
which starts in $l_{0}$ and ends in $l_{k}$. We define

- the parameterized word of $\sigma$ as $\alpha_{1}\left(\bar{p}_{1}\right) \alpha_{2}\left(\bar{p}_{2}\right) \cdots \alpha_{k}\left(\bar{p}_{k}\right)$, and
- the guard of $\sigma$ as $g=g_{1} \wedge \tilde{\pi}_{1}\left(g_{2} \wedge \tilde{\pi}_{2}\left(g_{3} \wedge \tilde{\pi}_{3}\left(\cdots \wedge \tilde{\pi}_{k-1}\left(g_{k}\right)\right)\right)\right)$, i.e., essentially as the conjunction the guards $g_{1}, \ldots, g_{k}$ in $\sigma$, where the result of applying the mappings $\tilde{\pi}_{1}, \ldots, \tilde{\pi}_{k-1}$ is that each variable is replaced by the formal parameter from which it originally received its value.
A run of an RA $\mathcal{A}$ is a pair $\langle w, g\rangle$ such that $w$ is the parameterized word and $g$ is the guard of some sequence of transitions $\sigma$ from the initial location $l_{0}$ to some $l_{k}$. A run is accepting if $\lambda\left(l_{k}\right)=+$. It is rejecting if $\lambda\left(l_{k}\right)=-$. (A run may be both accepting and rejecting if it can be extracted from two different sequences of transitions.)

A data word $\mathrm{w}_{d}=\alpha_{1}\left(\bar{d}_{1}\right) \cdots \alpha_{k}\left(\bar{d}_{k}\right)$ satisfies a run $\langle w, g\rangle$, denoted $\mathrm{w}_{d} \models\langle w, g\rangle$, if $\mathrm{w}_{d}$ has the same sequence of actions as $w$, and the parameters of $\mathrm{w}_{d}$ satisfy $g$ in the obvious way (i.e., $d_{i_{p}}=d_{j_{q}}$ whenever $p_{i_{p}}=p_{j_{q}}$ is a conjunct in $g$, and $d_{i_{p}} \neq d_{j_{q}}$ whenever $p_{i_{p}} \neq p_{j_{q}}$ is a conjunct in $g$ ).

Example: The data word register(Bob, secret)login(Bob, secret) takes the automaton in Figure 1 from $l_{0}$ to $l_{2}$. The sequence $\sigma$ of transitions is of the form $\left\langle l_{0}\right.$, register $\left(p_{1}, p_{2}\right)$, true, $\left.\pi, l_{1}\right\rangle\left\langle l_{1}, \operatorname{login}\left(p_{3}, p_{4}\right),\left(x_{1}=p_{3} \wedge x_{2}=p_{4}\right), i d, l_{2}\right\rangle$, where $\pi$ is $\left(x_{1}:=p_{1}, x_{2}:=p_{2}\right)$ (note that parameters have been renamed to avoid clashes). The guard of $\sigma$ is $g=\left(\right.$ true $\left.\wedge \tilde{\pi}\left(x_{1}=p_{3} \wedge x_{2}=p_{4}\right)\right)$, i.e., $g=\left(p_{1}=\right.$ $\left.p_{3} \wedge p_{2}=p_{4}\right)$. Then $\left\langle\operatorname{register}\left(p_{1}, p_{2}\right) \operatorname{login}\left(p_{3}, p_{4}\right), g\right\rangle$ is a run of $\mathcal{A}$.

An RA is determinate (called a DRA) if no data word satisfies both accepting and rejecting runs. A data word is accepted (rejected) by a DRA $\mathcal{A}$ if all runs
that it satisfies are accepting (rejecting). We define $\mathcal{A}\left(\mathrm{w}_{d}\right)$ to be $+(-)$ if $\mathrm{w}_{d}$ is accepted (rejected) by $\mathcal{A}$. The language recognized by $\mathcal{A}$ is the set of data words that it accepts.

We have chosen to work with determinate, rather than deterministic, RAs, since a determinate RA can be easily transformed into a deterministic RA by strengthening its guards, and a deterministic RA, by definition, is also determinate. Our construction of canonical automata in Theorem 2 will generate determinate RAs which are not necessarily deterministic. They can easily be made deterministic, but this conversion can be done in several ways.

We call two variables $x_{i}, x_{j} \in X(l)$ in the same location of a DRA independent if the behavior of the DRA does not depend on the relation between the values of $x_{i}$ and $x_{j}$. Technically, this means that (1) no guard of any transition may compare $x_{i}$ and $x_{j}$ when $l$ is the source location, and (2) no combination of a guard and an assignment may imply the equality of $x_{i}$ and $x_{j}$ when $l$ is the target location of a transition. If all variables of a DRA are pairwise independent, i.e., no relation between variables influences the DRA's branching behavior, we refer to it as a right-invariant DRA (in reminiscence of the right-congruence that is represented in the locations of the automaton).

For the remainder of this paper we will restrict our attention to right-invariant DRAs. Any DRA $\mathcal{A}$ can be transformed into an equivalent right-invariant DRA by expanding locations with dependent variables into sub-locations representing different valuations of the variables. This may, however, result in an exponential (in the number of variables) blow-up of the number of locations.

## 3 Symbolic Representation of Data Languages

A given data language may be accepted by many different DRAs. In order to obtain a succinct, canonical form of DRAs, we will in this section define a canonical representation of data languages; in the next section we will describe how to derive canonical DRAs from this representation.

Our plan for this section is to first introduce a canonical form for runs of a DRA, called constrained words, which can only contain equalities (no inequalities) between parameters. Since now constrained words are less expressive than runs, each data word typically satisfies several constrained words. We therefore define a new notion of satisfaction between sets of constrained words and data words, which intuitively selects a "best matching" constrained word for a given data word. We can then use sets of constrained words, together with a classification of these words as "accepted" or "rejected", as a representation of data languages. We establish, as a central result (in Theorem 1), that any data language can be represented by a minimal set of constrained words. This minimal set will correspond to the set of runs of our canonical automaton, and will serve several purposes during automata construction:
(1) it will allow us to keep only the essential relations between data values and filter out inessential ("accidental") relations between data values, (2) from it, we can derive the parameters an automaton must store in variables after processing
a data word, and (3) we can transform parts of it directly into transitions when constructing the canonical DRA.

Constrained Words A constraint is a conjunction of equalities over formal parameters (i.e., without any inequalities). We always write constraints as ordered lists of equalities without parentheses (using associativity). We use true to denote the empty constraint. For a parameterized word $w$, let $p \sqsubset_{w} p^{\prime}$ denote that $p$ and $p^{\prime}$ are formal parameters in $w$ such that $p$ occurs before $p^{\prime}$.

A constrained word is a pair $\langle w, \varphi\rangle$ consisting of a parameterized word $w$ and a constraint $\varphi$ of form $p_{1}=p_{1}^{\prime} \wedge p_{2}=p_{2}^{\prime} \wedge \cdots \wedge p_{k}=p_{k}^{\prime}$ over the formal parameters of $w$, in which the constraint $\varphi$ satisfies the following conditions:
$-p_{i} \sqsubset_{w} p_{i}^{\prime}$ for each $i=1, \ldots, k$,
$-p_{1}^{\prime} \sqsubset_{w} \cdots \sqsubset_{w} p_{k}^{\prime}$, and

- all $p_{1}, \ldots, p_{k}$ are distinct.

In other words, in each equality the arguments are ordered, the right-hand sides of $\varphi$ are ordered, and each parameter occurs at most once as a left-hand side. Constrained words that differ only by permutation of formal parameters are regarded as equivalent. We can easily see that for each pair $\langle w, \varphi\rangle$ of a parameterized word $w$ and constraint $\varphi$, there is a unique equivalent constrained word.

Since a constrained word is a special case of a run, we directly inherit a definition of satisfaction between data words and constrained words. Let $c w\left[\mathrm{w}_{d}\right]$ be the 'strongest' (w.r.t. number of equalities) constrained word that $\mathrm{w}_{d}$ satisfies, i.e., $c w\left[\mathrm{w}_{d}\right]$ contains exactly the equalities that $\mathrm{w}_{d}$ satisfies, put on the special form of constrained words. For example, $c w[$ register(Bob, secret) $\operatorname{login}($ Bob, secret $)]=$ $=\left\langle\operatorname{register}\left(p_{1}, p_{2}\right) \operatorname{login}\left(p_{3}, p_{4}\right), p_{1}=p_{3} \wedge p_{2}=p_{4}\right\rangle$.

Constraint Decision Trees We will now define how sets of constrained words can be used to classify data words as accepted or rejected. This view of a set of constrained words is called a constraint decision tree (CDT). A CDT consists of a set of constrained words together with a mapping from this set to $\{+,-\}$, and classifies a data word by finding a "best matching" constrained word.

A set $\Phi$ of constrained words is prefix-closed if $\langle w v, \varphi \wedge \psi\rangle \in \Phi$ implies $\langle w, \varphi\rangle \in$ $\Phi$ whenever $\langle w, \varphi\rangle$ is a constrained word. (We recall that constraints are regarded as ordered lists of equalities, so that $\langle w v, \varphi \wedge \psi\rangle$ is a constrained word when equalities appear exactly in the order defined by $\varphi$ and $\psi$.) It is extension-closed if $\langle w, \varphi\rangle \in \Phi$ implies $\langle w v, \varphi\rangle \in \Phi$ for any parameterized word $v$. It follows that any non-empty prefix-closed and extension-closed set of constrained words also contains $\langle w$, true $\rangle$ for each parameterized word $w$.

Definition 2. A constraint decision tree $(\mathrm{CDT}) \mathcal{T} \operatorname{pair}\left\langle\operatorname{Dom}(\mathcal{T}), \lambda_{\mathcal{T}}\right\rangle$ where $\operatorname{Dom}(\mathcal{T})$ is a non-empty prefix-closed and extension-closed set of constrained words, and $\lambda_{\mathcal{T}}: \operatorname{Dom}(\mathcal{T}) \mapsto\{+,-\}$ is a mapping from $\operatorname{Dom}(\mathcal{T})$ to $\{+,-\}$.

For a constraint $\psi$, let $p \sqsubset_{w} \psi$ denote that $p \sqsubset_{w} p_{j}$ whenever $p_{i}=p_{j}$ is an equality in $\psi$ (note that $\psi$ may also be empty). We define a strict partial order
$<$ on constrained words by defining $\langle w, \varphi\rangle<\left\langle w^{\prime}, \varphi^{\prime}\right\rangle$ if $w=w^{\prime}$ and there are constraints $\varphi^{\prime \prime}, \psi$, and $\psi^{\prime}$, such that
$-\varphi$ is of form $\varphi^{\prime \prime} \wedge \psi$, and
$-\varphi^{\prime}$ is of form $\varphi^{\prime \prime} \wedge p=p^{\prime} \wedge \psi^{\prime}$, with $p^{\prime} \sqsubset_{w} \psi$.
Example: For $w=\operatorname{register}\left(p_{1}, p_{2}\right) \operatorname{login}\left(p_{3}, p_{4}\right)$ we have $\left\langle w, p_{1}=p_{3}\right\rangle<\left\langle w, p_{1}=\right.$ $\left.p_{2}\right\rangle$ since $p_{1}=p_{2}$ is not present in $\left\langle w, p_{1}=p_{3}\right\rangle$, and since $p_{2} \sqsubset_{w}\left(p_{1}=p_{3}\right)$.

For a set $\Phi$ of constrained words, define a relation $\preceq_{\Phi}$ between constrained words in $\Phi$ and data words, by letting $\langle w, \varphi\rangle \preceq_{\Phi} \mathrm{w}_{d}$ iff $\langle w, \varphi\rangle$ is a maximal (w.r.t. $<)$ constrained word in $\Phi$ such that $\mathrm{w}_{d} \models\langle w, \varphi\rangle$.

Intuitively, if $\langle w, \varphi\rangle \preceq_{\Phi} \mathrm{w}_{d}$, then $\langle w, \varphi\rangle$ can be viewed as a constrained word in $\Phi$ which "best matches" $\mathrm{w}_{d}$, obtained by adding equalities in $\varphi$ from left to right. More precisely, given $\mathrm{w}_{d}$, we successively build $\langle w, \varphi\rangle$ as the limit of a sequence of constrained words in $\Phi$. We start with $\langle w$, true $\rangle$, and whenever we have built $\langle w, \varphi\rangle$ we extend it to some $\left\langle w, \varphi \wedge p_{i}=p_{j}\right\rangle$, where $p_{i}=p_{j}$ is chosen such that $\mathrm{w}_{d}$ satisfies the equality $p_{i}=p_{j}$, and such that there is no other extension $\left\langle w, \varphi \wedge p_{i}^{\prime}=p_{j}^{\prime}\right\rangle$ with $p_{j}^{\prime} \sqsubset_{w} p_{j}$, where $\mathrm{w}_{d}$ satisfies $p_{i}^{\prime}=p_{j}^{\prime}$. If there is no such extension (of form $\left\langle w, \varphi \wedge p_{i}=p_{j}\right\rangle$ ), we know that $\langle w, \varphi\rangle \preceq_{\Phi} \mathrm{w}_{d}$.

We call a CDT $\mathcal{T}$ determinate (a DCDT) if $\lambda_{\mathcal{T}}(\langle w, \varphi\rangle)=\lambda_{\mathcal{T}}\left(\left\langle w, \varphi^{\prime}\right\rangle\right)$ whenever $\langle w, \varphi\rangle \preceq_{\operatorname{Dom}(\mathcal{T})} \mathrm{w}_{d}$ and $\left\langle w, \varphi^{\prime}\right\rangle \preceq_{\operatorname{Dom}(\mathcal{T})} \mathrm{w}_{d}$ for some data word $\mathrm{w}_{d}$.

Example: A partially specified prefix of a DCDT for our running example can be seen in Figure 2. Here, the root node is the leftmost one, and the ordering $<$ is from top to bottom in the figure (i.e., lower nodes are bigger w.r.t. $<$ ). Let us illustrate the process of finding the maximal (w.r.t. $<$ ) constrained word $\langle w, \varphi\rangle$ that $\mathrm{w}_{d}=$ register(Bob, secret) login(Bob, secret) satisfies. The idea is to start from the root node and then successively add equalities to the constraint $\varphi$, until we have obtained the maximal one. We start with $\langle w, \varphi\rangle=\left\langle\operatorname{register}\left(p_{1}, p_{2}\right) \operatorname{login}\left(p_{3}, p_{4}\right)\right.$, true $\rangle$ and add the equality $p_{1}=p_{3}$ which $\mathrm{w}_{d}$ satisfies. We can finally add the equality $p_{2}=p_{4}$, and we see that $\left\langle w, p_{1}=\right.$ $\left.p_{3} \wedge p_{2}=p_{4}\right\rangle \preceq_{\Phi} \mathrm{W}_{d}$. (In fact, we also see that $\left\langle w, p_{1}=p_{3}\right\rangle<\left\langle w, p_{1}=p_{3} \wedge p_{2}=p_{4}\right\rangle$.)

We can now define the data language represented by a DCDT, i.e., as a mapping from the set of data words to $\{+,-\}$.

Definition 3. For a $\operatorname{DCDT} \mathcal{T}$, define $\lambda_{\mathcal{T}}\left(\mathrm{w}_{d}\right)=\lambda_{\mathcal{T}}(\langle w, \varphi\rangle)$ whenever $\langle w, \varphi\rangle \preceq_{\operatorname{Dom}(\mathcal{T})} \mathrm{w}_{d}$.

We now establish as a central result that for any data language $\lambda$ there is a unique minimal DCDT that recognizes $\lambda$.

Theorem 1 (Minimal DCDT). For any data language $\lambda$, there is a unique minimal DCDT $\mathcal{T}$ such that $\lambda=\lambda_{\mathcal{T}}$.

By minimal, we mean that if $\mathcal{T}^{\prime}$ is any other DCDT with $\lambda=\lambda_{\mathcal{T}^{\prime}}$, then $\operatorname{Dom}(\mathcal{T}) \subseteq \operatorname{Dom}\left(\mathcal{T}^{\prime}\right)$. We will sometimes use the term $\lambda$-essential (constrained) words for members of $\operatorname{Dom}(\mathcal{T})$ where $\mathcal{T}$ is the minimal DCDT with $\lambda=\lambda_{\mathcal{T}}$.


Fig. 2. Partially specified prefix of minimal DCDT for the XMPP language

Proof. (Sketch) We prove Theorem 1 by defining how a minimal set $\operatorname{Dom}(\mathcal{T})$ of constrained words can be constructed incrementally for any data language $\lambda$. We first extend the ordering $<$ so that it relates constrained words of different lengths, by defining $\langle w, \varphi\rangle<\left\langle w^{\prime}, \varphi^{\prime}\right\rangle$ if $w$ is a prefix of $w^{\prime}$ or vice versa and $\left\langle w^{\prime \prime}, \varphi\right\rangle<\left\langle w^{\prime \prime}, \varphi^{\prime}\right\rangle$, where $w^{\prime \prime}$ is the longest of the two words $w$ and $w^{\prime}$. We construct $\operatorname{Dom}(\mathcal{T})$ incrementally, starting with the set of constrained words of form $\langle w$, true $\rangle$, and then considering constrained words in increasing <-order (using the extended definition of $<$ ). Each such constrained word is added to $\operatorname{Dom}(\mathcal{T})$ if it is needed in order to classify some data word correctly.

More precisely, consider a constrained word $\langle w, \varphi\rangle$, and let $\varphi^{\prime}$ be such that $\langle w, \varphi\rangle$ is of form $\left\langle w, \varphi^{\prime} \wedge p=p^{\prime}\right\rangle$. Let $\Phi^{\langle\langle w, \varphi\rangle}$ be the set of $\lambda$-essential constrained words that are less than (w.r.t. $<)\langle w, \varphi\rangle$. Then $\left\langle w, \varphi^{\prime} \wedge p=p^{\prime}\right\rangle$ is $\lambda$-essential if $\left\langle w, \varphi^{\prime}\right\rangle$ is $\lambda$-essential (by prefix-closure), and if there is a data word $\mathrm{w}_{d}$, a constraint $\psi$, and some extension $w^{\prime}=w v$ of $w$ such that
$-c w\left[\mathrm{w}_{d}\right]=\left\langle w^{\prime}, \varphi^{\prime} \wedge p=p^{\prime} \wedge \psi\right\rangle$,
$-\left\langle w^{\prime}, \varphi^{\prime \prime}\right\rangle \preceq_{\Phi<\langle w, \varphi\rangle} \mathrm{W}_{d}$ for some $\lambda$-essential constrained word $\left\langle w^{\prime}, \varphi^{\prime \prime}\right\rangle \in \Phi^{<\langle w, \varphi\rangle}$,

- and $\lambda\left(\left\langle w^{\prime}, \varphi^{\prime \prime}\right\rangle\right) \neq \lambda\left(\mathrm{w}_{d}\right)$.

The incremental construction works, because only the set $\Phi^{\langle\langle w, \varphi\rangle}$ of $\lambda$-essential constrained words is needed to determine whether $\langle w, \varphi\rangle$ is $\lambda$-essential.

Example: To illustrate the above procedure, we will partially sketch how to obtain the $\lambda$-essential constrained words of the form $\left\langle w_{1}, \varphi\right\rangle$ where $w_{1}=$ $\operatorname{register}\left(p_{1}, p_{2}\right)$, and of the form $\left\langle w_{2}, \varphi\right\rangle$ where $w_{2}=\operatorname{register}\left(p_{1}, p_{2}\right) \operatorname{login}\left(p_{3}, p_{4}\right)$. Initially, the words $\left\langle w_{1}\right.$, true $\rangle$ and $\left\langle w_{2}\right.$, true $\rangle$ are $\lambda$-essential.

We then consider constrained words in increasing <-order, beginning with a smallest constrained word, say $\left\langle w_{2}, p_{2}=p_{4}\right\rangle$. We find a data word $\mathrm{w}_{d}=$ register(Bob, secret)login(Alice, secret) such that $c w\left[\mathrm{w}_{d}\right]=\left\langle w_{2}, p_{2}=p_{4}\right\rangle$. We also find a $\lambda$-essential word $\left\langle w_{2}\right.$, true $\rangle$ such that $\left\langle w_{2}\right.$, true $\rangle \preceq_{\Phi<\left\langle w_{2}, p_{2}=p_{4}\right\rangle} \mathrm{w}_{d}$. Since $\lambda\left(\mathrm{w}_{d}\right)=-$ and $\lambda\left(w_{2}\right.$, true $)=-$ we see that $\mathrm{w}_{d}$ is already correctly classified and thus $\left\langle w_{2}, p_{2}=p_{4}\right\rangle$ is not $\lambda$-essential.

Next, we pick the constrained word $\left\langle w_{2}, p_{1}=p_{3}\right\rangle$ which is larger than $\left\langle w_{2}, p_{2}=\right.$ $\left.p_{4}\right\rangle$ w.r.t. $<$. Consider the data word $\mathrm{w}_{d}^{\prime}=$ register(Bob, secret) $\operatorname{login}$ (Bob, secret) such that $c w\left[\mathrm{w}_{d}^{\prime}\right]=\left\langle w_{2}, p_{1}=p_{3} \wedge p_{2}=p_{4}\right\rangle$. We find a $\lambda$-essential word $\left\langle w_{2}\right.$, true $\rangle$ such that $\left\langle w_{2}\right.$, true $\rangle \preceq_{\Phi<\left\langle w_{2}, p_{1}=p_{3}\right\rangle} \mathrm{w}_{d}^{\prime}$. Since $\lambda\left(\mathrm{w}_{d}^{\prime}\right)=+$ but $\lambda\left(\left\langle w_{2}\right.\right.$, true $\left.\rangle\right)=-$ we see that $\mathrm{w}_{d}^{\prime}$ is incorrectly classified and thus $\left\langle w_{2}, p_{1}=p_{3}\right\rangle$ is $\lambda$-essential.

We now test the constrained word $\left\langle w_{2}, p_{1}=p_{3} \wedge p_{2}=p_{4}\right\rangle$ with $\mathrm{w}_{d}^{\prime}$. However, since the set of $\lambda$-essential constrained words has increased, we get a different $\lambda$-essential word $\left\langle w_{2}, p_{1}=p_{3}\right\rangle$ such that $\left\langle w_{2}, p_{1}=p_{3}\right\rangle \preceq_{\Phi<\left\langle w_{2}, p_{1}=p_{3} \wedge p_{2}=p_{4}\right\rangle} \mathrm{w}_{d}^{\prime}$. We see that $\lambda\left(\mathrm{w}_{d}^{\prime}\right)=+$ but $\lambda\left(\left\langle w_{2}, p_{1}=p_{3}\right\rangle=-\right.$, so $\left\langle w_{2}, p_{1}=p_{3} \wedge p_{2}=p_{4}\right\rangle$ is also $\lambda$-essential.

The $\lambda$-essential constrained words are now $\left\langle w_{2}, p_{1}=p_{3} \wedge p_{2}=p_{4}\right\rangle,\left\langle w_{2}, p_{1}=p_{3}\right\rangle$, $\left\langle w_{2}\right.$, true $\rangle$, and $\left\langle w_{1}\right.$, true $\rangle$. Note that these (together with the empty word) are exactly the constrained words in the DCDT of Figure 2.

## 4 Nerode Congruence and Canonical Form

In this section, we define a Nerode-type congruence on the set of constrained words of some (minimal) DCDT, which is then used to construct a succinct DRA that recognizes a data language.

Following standard Nerode, we will define equivalence of words w.r.t. suffixes. When splitting a constrained word into a prefix and a suffix, however, the equalities between parameters in the prefix and parameters in the suffix are also split. In the resulting RA, the "loose" connections will be represented by variables. These will be derived from the concept of memorable parameters, which is the set of parameters that need to be remembered after processing a prefix. Based on the minimal DCDT representation, this will guarantee that the number of variables stored by a canonical DRA is minimal. Similar definitions of data values that need to be remembered after a sequence of input symbols are also found in $[4,3]$.

In order for our canonical form to capture exactly the causal relations between parameters, we will allow memorable parameters to be re-shuffled when comparing words. Two words will be considered equivalent if they require equivalent parameters to be stored, independent of their ordering or their names.

Let us first see how a constrained word can be split into a prefix and a suffix. Consider a constrained word $\langle w, \varphi\rangle$, where $w$ is a concatenation $u v$. We can make a corresponding split of $\varphi$ as $\varphi^{\prime} \wedge \psi$, where the right-hand sides of equalities in $\varphi^{\prime}$ are parameters of $u$ and the right-hand sides of equalities in $\psi$ are parameters of $v$. Then $\left\langle u, \varphi^{\prime}\right\rangle$ (the prefix) is a constrained word, but $\langle v, \psi\rangle$ (the suffix) is in general not, since $\psi$ refers to parameters that are not in $v$. We therefore define a $\langle w, \varphi\rangle$-suffix as a tuple $\langle v, \psi\rangle$, where $\psi$ is a constraint in which right-hand sides of equalities are parameters of $v$, and such that $\langle u v, \varphi \wedge \psi\rangle$ (which we often denote $\left.\left\langle u, \varphi^{\prime}\right\rangle ;\langle v, \psi\rangle\right)$ is a constrained word.

We define the potential of a constrained word $\langle w, \varphi\rangle$, denoted $\operatorname{pot}[\langle w, \varphi\rangle]$, as the set of formal parameters in $w$ that do not occur as the left argument of any equality in $\varphi$; for example, $\operatorname{pot}\left[\left\langle\alpha_{1}\left(p_{1}, p_{2}\right) \alpha_{2}\left(p_{3}, p_{4}\right), p_{1}=p_{2} \wedge p_{2}=p_{3}\right\rangle\right]=$ $\left\{p_{3}, p_{4}\right\}$.

Definition 4 (Memorable). Let $\lambda$ be a data language, and let $\mathcal{T}$ be the minimal DCDT recognizing $\lambda$. The $\lambda$-memorable parameters of a constrained word $\langle w, \varphi\rangle \in \operatorname{Dom}(\mathcal{T})$, denoted $\operatorname{mem}_{\lambda}(\langle w, \varphi\rangle)$, is the set of parameters in $\operatorname{pot}[\langle w, \varphi\rangle]$ that occur in some $\langle w, \varphi\rangle$-suffix $\langle v, \psi\rangle$ such that $\langle w, \varphi\rangle ;\langle v, \psi\rangle \in \operatorname{Dom}(\mathcal{T})$.

We are now ready to define our Nerode congruence on constrained words.
Definition 5 (Nerode Congruence). Let $\lambda$ be a data language, and let $\mathcal{T}$ be the minimal DCDT recognizing $\lambda$. We define the equivalence $\equiv_{\lambda}$ on constrained words by $\langle w, \varphi\rangle \equiv_{\lambda}\left\langle w^{\prime}, \varphi^{\prime}\right\rangle$ if there is a bijection $\gamma: \operatorname{mem}_{\lambda}(\langle w, \varphi\rangle) \mapsto$ $\operatorname{mem}_{\lambda}\left(\left\langle w^{\prime}, \varphi^{\prime}\right\rangle\right)$ such that
$-\langle v, \psi\rangle$ is a $\langle w, \varphi\rangle$-suffix with $\langle w, \varphi\rangle ;\langle v, \psi\rangle \in \operatorname{Dom}(\mathcal{T}) \quad$ iff $\quad\langle v, \gamma(\psi)\rangle$ is a $\left\langle w^{\prime}, \varphi^{\prime}\right\rangle$-suffix with $\left\langle w^{\prime}, \varphi^{\prime}\right\rangle ;\langle v, \gamma(\psi)\rangle \in \operatorname{Dom}(\mathcal{T})$, and then
$-\lambda(\langle w, \varphi\rangle ;\langle v, \psi\rangle)=\lambda\left(\left\langle w^{\prime}, \varphi^{\prime}\right\rangle ;\langle v, \gamma(\psi)\rangle\right)$,
where $\gamma(\psi)$ is obtained from $\psi$ by replacing all parameters in $\operatorname{mem}_{\lambda}(\langle w, \varphi\rangle)$ by their image under $\gamma$.

Intuitively, two constrained words are equivalent if they induce the same residual languages modulo a remapping of their memorable parameters. The equivalence $\equiv_{\lambda}$ is also a congruence in the following sense. If $\langle w, \varphi\rangle \equiv_{\lambda}\left\langle w^{\prime}, \varphi^{\prime}\right\rangle$ is established by the bijection $\gamma: \operatorname{mem}_{\lambda}(\langle w, \varphi\rangle) \mapsto \operatorname{mem}_{\lambda}\left(\left\langle w^{\prime}, \varphi^{\prime}\right\rangle\right)$, then for any $\operatorname{mem}_{\lambda}(\langle w, \varphi\rangle)$ suffix $\langle v, \psi\rangle$ we have $\langle w, \varphi\rangle ;\langle v, \psi\rangle \equiv_{\lambda}\left\langle w^{\prime}, \varphi^{\prime}\right\rangle ;\langle v, \gamma(\psi)\rangle$.

Example: In the data language that is accepted by the DRA of Figure 3, the word $\left\langle\operatorname{register}\left(p_{1}, p_{2}\right) \operatorname{login}\left(p_{3}, p_{4}\right) \operatorname{pw}\left(p_{5}\right), p_{1}=p_{3} \wedge p_{2}=p_{4}\right\rangle$ and the word $\left\langle\operatorname{register}\left(p_{1}, p_{2}\right) \operatorname{login}\left(p_{3}, p_{4}\right), p_{1}=p_{3} \wedge p_{2}=p_{4}\right\rangle$ are equivalent w.r.t. $\equiv_{\lambda}$. For the remapping $\gamma\left(p_{4}\right)=p_{5}$, and $\gamma\left(p_{3}\right)=p_{3}$ the residuals become identical. E.g., the suffix $\left\langle\operatorname{logout}() \operatorname{login}\left(p_{6}, p_{7}\right), p_{3}=p_{6} \wedge p_{4}=p_{7}\right\rangle$, will become the suffix $\left\langle\operatorname{logout}() \operatorname{login}\left(p_{6}, p_{7}\right), p_{3}=p_{6} \wedge p_{5}=p_{7}\right\rangle$ under remapping. Concatenation with the original words will lead to accepted words in both cases.

Guard transformation We will introduce a transformation from suffixes to guards, which will be needed in Theorem 2 when constructing DRAs from DCDTs.

Let $\Phi$ be a set of constrained words, with $\langle w, \varphi\rangle \in \Phi$. We say that $p_{i} \neq p_{j}$ is an implicit inequality of $\langle w, \varphi\rangle$ w.r.t. $\Phi$ if $\varphi$ is of form $\varphi^{\prime} \wedge \psi$ for some $\psi$ with $p_{j} \sqsubset_{w} \psi$, and $\Phi$ contains a constrained word of form $\left\langle w, \varphi^{\prime} \wedge p_{i}=p_{j} \wedge \psi^{\prime}\right\rangle$. Let ineq $_{\Phi}(\langle w, \varphi\rangle)$ be the conjunction of all implicit inequalities of $\langle w, \varphi\rangle$ w.r.t. $\Phi$. Define the guard $g_{\Phi}^{\langle w, \varphi\rangle}$ as $g_{\Phi}^{\langle w, \varphi\rangle} \equiv \varphi \wedge \operatorname{ineqs}_{\Phi}(\langle w, \varphi\rangle)$. Then, $g_{\Phi}^{\langle w, \varphi\rangle}$ has the property that $\mathrm{w}_{d} \models\left\langle w, g_{\Phi}^{\langle w, \varphi\rangle}\right\rangle$ iff $\langle w, \varphi\rangle \preceq_{\Phi} \mathrm{w}_{d}$

Example: Consider the DCDT from Figure 2. Let $\Phi$ contain $\langle w$, true $\rangle,\left\langle w, p_{1}=\right.$ $\left.p_{3}\right\rangle$, and $\left\langle w, p_{1}=p_{3} \wedge p_{2}=p_{4}\right\rangle$, and let $w=\operatorname{register}\left(p_{1}, p_{2}\right) \operatorname{login}\left(p_{3}, p_{4}\right)$. Then $p_{1} \neq p_{3}$ is an implicit inequality of $\langle w$, true $\rangle$, because $p_{3} \sqsubset_{w}$ true, and because $\left\langle w, p_{1}=p_{3}\right\rangle$ contains $p_{1}=p_{3}$. Similarly, $p_{2} \neq p_{4}$ is an implicit inequality of $\left\langle w, p_{1}=p_{3}\right\rangle$. We then obtain the guard $g_{\Phi}^{\langle w, \text { true }\rangle}$ as $p_{1} \neq p_{3}$, the guard $g_{\Phi}^{\left\langle w, p_{1}=p_{3}\right\rangle}$ as $p_{1}=p_{3} \wedge p_{2} \neq p_{4}$, and the guard $g_{\Phi}^{\left\langle w, p_{1}=p_{3} \wedge p_{2}=p_{4}\right\rangle}$ as $p_{1}=p_{3} \wedge p_{2}=p_{4}$.

We now state the main result of our paper, which relates our Nerode congruence to DRAs.

Theorem 2 (Myhill-Nerode). A data language $\lambda$ is recognizable by a DRA iff the equivalence $\equiv_{\lambda}$ on $\lambda$-essential words has finite index.

Proof. If: The if-direction follows by constructing a DRA from a given $\equiv_{\lambda}$, as the DRA $\mathcal{A}=\left(\right.$ locs, $\left.l_{0}, X, T, \lambda\right)$, where

- $L$ is given by the finitely many equivalence classes of the equivalence relation $\equiv_{\lambda}$ on $\lambda$-essential words. For each equivalence class, we choose a representative $\lambda$-essential constrained word.
$-l_{0}$ is $[\langle\epsilon, \text { true }\rangle]_{\equiv_{\lambda}}$, with the empty word as representative element.
$-X$ maps each location $[\langle w, \varphi\rangle]_{\equiv_{\lambda}}$ with representative word $\langle w, \varphi\rangle$ to the set $X\left([\langle w, \varphi\rangle]_{\equiv_{\lambda}}\right)$ of $\lambda$-memorable parameters of $\langle w, \varphi\rangle$. Note that we here use parameters as variables.
- $T$ is constructed as follows. For each location $l=[\langle w, \varphi\rangle]_{\equiv_{\lambda}}$ in $L$ with representative element $\langle w, \varphi\rangle$ and each $\lambda$-essential one-symbol extension of $\langle w, \varphi\rangle$ of form $\langle w, \varphi\rangle ;\langle\alpha(\bar{p}), \psi\rangle$, there is a transition in $T$ of form $\left\langle l, \alpha(\bar{p}), g, \gamma, l^{\prime}\right\rangle$, where
- $l^{\prime}=[\langle w, \varphi\rangle ;\langle\alpha(\bar{p}), \psi\rangle]_{\equiv_{\lambda}} ;$ let $\left\langle w^{\prime}, \varphi^{\prime}\right\rangle$ be the representative element of the equivalence class $[\langle w, \varphi\rangle ;\langle\alpha(\bar{p}), \psi\rangle]_{\equiv_{\lambda}}$,
- $\gamma$ is the bijection $\gamma: \operatorname{mem}_{\lambda}\left(\left\langle w^{\prime}, \varphi^{\prime}\right\rangle\right) \mapsto \operatorname{mem}_{\lambda}(\langle w, \varphi\rangle ;\langle\alpha(\bar{p}), \psi\rangle)$ which is used to establish $\left\langle w^{\prime}, \varphi^{\prime}\right\rangle \equiv_{\lambda}\langle w, \varphi\rangle ;\langle\alpha(\bar{p}), \psi\rangle$ in Definition 5,
- $g$ is obtained as $g_{\Phi}^{\psi}$, where $\Phi$ is the set of all $\lambda$-essential extensions of $\langle w, \varphi\rangle$ by the action $\alpha$, i.e., the set of $\lambda$-essential words of form $\langle w, \varphi\rangle ;\left\langle\alpha(\bar{p}), \psi^{\prime}\right\rangle$.
$-\lambda\left([\langle w, \varphi\rangle]_{\equiv_{\lambda}}\right)=\lambda\left(\mathrm{w}_{d}\right)$ whenever $\langle w, \varphi\rangle=c w\left[\mathrm{w}_{d}\right]$.
The constructed DRA is well defined: it has finitely many locations since the index of $\equiv_{\lambda}$ is finite, the initial location is defined as the class of the empty word, and $\lambda$ is defined from $\lambda$ for the representative elements of the locations. The transition relation is total and determinate. This is guaranteed by construction of guards from DCDTs, and by construction of DCDTs.

To complete this direction of the proof, we need to show that the constructed automaton $\mathcal{A}$ indeed recognizes $\lambda$. Consider an arbitrary sequence of transitions of $\mathcal{A}$, of form

$$
\left\langle l_{0}, \alpha_{1}\left(\bar{p}_{1}\right), g_{1}, \pi_{1}, l_{1}\right\rangle \quad \cdots \quad\left\langle l_{k-1}, \alpha_{k}\left(\bar{p}_{k}\right), g_{k}, \pi_{k}, l_{k}\right\rangle,
$$

which generates a run of form $\left\langle\alpha_{1}\left(\bar{p}_{1}\right) \cdots \alpha_{k}\left(\bar{p}_{k}\right), g\right\rangle$, where $g$ is $g_{1} \wedge \tilde{\pi}_{1}(\cdots \wedge$ $\left.\tilde{\pi}_{k-1}\left(g_{k}\right)\right)$ ). Let $w=\alpha_{1}\left(\bar{p}_{1}\right) \cdots \alpha_{k}\left(\bar{p}_{k}\right)$, and let $\varphi$ be the ordered sequence of equalities in $g$ (i.e., omitting inequalities). By construction, $\langle w, \varphi\rangle$ is a $\lambda$-essential constrained word such that $g$ is equivalent to $g_{\operatorname{Dom}(\mathcal{T})}^{\langle w, \varphi\rangle}$, which implies that $\mathrm{w}_{d} \models$ $\langle w, g\rangle$ iff $\langle w, \varphi\rangle \preceq_{\operatorname{Dom}(\mathcal{T})} \mathrm{w}_{d}$ for any data word $\mathrm{w}_{d}$. In summary, this implies that $\mathcal{A}$ correctly classifies data words that satisfy any of its runs.

Only if: For the only-if direction, we assume any (right-invariant) DRA that accepts $\lambda$. The proof idea then is to show that two $\lambda$-essential constrained words corresponding to sequences of transitions that lead to the same location are also equivalent w.r.t. $\equiv_{\lambda}$, i.e., that one location of a DRA cannot represent more than one class of $\equiv_{\lambda}$. This can be shown straight-forwardly using right-invariance.


Fig. 3. Partial DURA model for a fragment of XMPP

We get as a corollary result from the only-if direction of the proof that the automaton generated in the first part of this proof is in fact a minimal (in the set of locations) right-invariant DRA recognizing $\lambda$. As stated already, minimality of the DCDT representation guarantees that the automaton will also use a minimal number of variables.

## 5 Comparison between Different Automata Models

In this section we will compare our register automata to previously proposed formalisms. We will show that our models can be exponentially more succinct.

There are already proposals for DRAs that accept data languages, which, however, fail to be simple and do not exactly match the flavor of data languages we are using $[15,3]$. For instance, in these automata, variables have to be unique, or can only be accessed in a queue-like fashion. A Myhill-Nerode-like theorem has been proposed for these data languages and automata $[11,3]$. It is, however, formulated on the level of concrete data words. This makes it difficult to identify essential relations between parameters in the corresponding canonical form.

Both the design of the DRAs and the Nerode congruence on the level of data words thus require encoding information about accidental relations between parameters into the set of locations. This makes the models harder to understand and work with. We will show that in the worst case the resulting canonical models can be exponentially bigger than our canonical models.

Let us define a class of RAs that resembles the automata of [3]. An RA is unique-valued (called a URA) if the valuation $\sigma$ in any reachable state $\langle l, \sigma\rangle$ is injective, i.e., two variables can never store the same data value. An RA is ordered (called an ORA) if state variables are ordered (we will use $<$ to represent this ordering), and data values are stored only in order of appearance. That is if $x_{i}$ and $x_{j}$ are two state variables with $x_{i}<x_{j}$, then in any reachable state, either $x_{j}$ is undefined, or the transition at which $x_{i}$ was assigned a value must coincide with or precede the transition at which $x_{j}$ was last assigned a value. We will also define an OURA, which is both ordered and unique-valued. We will refer
to the automata resulting from our Nerode congruence as DRAs. The automata of [3] correspond to deterministic OURAs (DOURAs).

In the worst case, there are two exponential blow-ups: between DRAs and DURAs, and between DURAs and DOURAs. The first exponential blow-up between DRAs and DURAs can be shown by constructing a DRA that can store $n$ independent variables, while the corresponding DURA has to maintain in the set of locations which of the $n$ variables have the same value. The second exponential blow-up between DURAs and DOURAs can be shown by constructing a DURA that allows random (write) access to $n$ variables. The corresponding DOURA has to maintain in the set of locations the order in which the variables are written.

These blow-ups will not always be exponential. We will illustrate the difference between DURAs and our canonical form using our running example. Figure 3 shows a partial DURA model for the DRA from Figure 1. The DURA has to maintain if provided username and password ( $p_{1}, p_{2}$ from register $\left(p_{1}, p_{2}\right)$ ) accidentally coincide. In this case this leads to replication of each location from which these two data values can be accessed, namely $l_{1}$ and $l_{2}$. A DOURA in this case would look the same as the DURA. Adding a primitive to change the username, however, would lead to another blow-up in the DOURA: the order in which username and password have been set would have to be encoded in the set of locations.

## 6 Conclusions and Future Work

In this paper, we present a novel form of register automata, which also has an intuitive and succinct minimal canonical form, which can be derived from a Nerode-like right congruence.

Our immediate plans are to use these results to generalize Angluin-style active learning to data languages over infinite alphabets, which can be used to characterize protocols, services, and interfaces. Another obvious problem is to generalize the canonical model to more expressive signatures with other simple operations on data values, e.g., including comparisons of various forms.
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