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Abstract

Dynamical behavior can be seen in many real-life phenomena, typically as a dependence over time. This thesis studies and develops methods and probabilistic models for statistical learning of such dynamical phenomena.

A probabilistic model is a mathematical model expressed using probability theory. Statistical learning amounts to constructing such models, as well as adjusting them to data recorded from real-life phenomena. The resulting models can be used for, e.g., drawing conclusions about the phenomena under study and making predictions.

The methods in this thesis are primarily based on the particle filter and its generalizations, sequential Monte Carlo (SMC) and particle Markov chain Monte Carlo (PMCMC). The model classes considered are nonlinear state-space models and Gaussian processes.

The following contributions are included. Starting with a Gaussian-process state-space model, a general, flexible and computationally feasible nonlinear state-space model is derived in Paper I. In Paper II, a benchmark is performed between the two alternative state-of-the-art methods SMC$^2$ and PMCMC. Paper III considers PMCMC for solving the state-space smoothing problem, in particular for an indoor positioning application. In Paper IV, SMC is used for marginalizing the hyperparameters in the Gaussian-process state-space model, and Paper V is concerned with learning of jump Markov linear state-space models. In addition, the thesis also contains an introductory overview covering statistical inference, state-space models, Gaussian processes and some advanced Monte Carlo methods, as well as two appendices summarizing some useful technical results.
Thanks to Thomas Schön, Fredrik Lindsten, Johan Dahlin, Niklas Wahlström, Anna Wigren, Carl Andersson and Lawrence Murray for proof-reading help and useful comments on the abstract and the introductory chapters. This research has partially been supported by the Swedish Foundation for Strategic Research (SSF) via the project ASSEMBLE.
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Introduction

Will this thesis be of any use to you? Well, if you ever find yourself in the following situation, there might be something relevant on the next 179 pages for you:

You have access to some data, consisting of numerical values which exhibits some dynamical behavior (i.e., there is some correlation between nearby data points). Your insights about the data source is also limited, and you would therefore like to have a mathematical model (i.e., a set of equations) true to the data, so that the model can be used to draw conclusions about the data generating mechanism.

This might happen, for instance, if you are in the business of, e.g., automatic control (modern control methodology often relies on a model that describes what would happen to the plant, if different actions are taken), meteorology (can the temperature record from last week tell us anything about what is likely to happen tomorrow?), economics (given the inflation rate and house prices, can we obtain any indication on when the next bubble will burst?), or simply is curious about some dynamical behavior you have seen.

Of course, statistical learning of dynamical behavior is a well-studied topic, and if this is the first time you come across the topic, you might prefer one of the several extensive textbooks that summarizes the researched made over the years (e.g., Box et al. 2015; Hastie et al. 2009; Ljung 1999; Pintelon and Schoukens 2012; Schön and Lindsten 2016; Söderström and Stoica 1989; Tsay 2010). This thesis is only a contribution to the field with a particular focus on how to make use of the computer-intensive sequential Monte Carlo algorithm, and makes no claim on covering the topic completely.
1.1 The papers: Contributions & a range of applications

In the following chapters and papers, the main focus will be on theory and algorithms. Unfortunately, the ultimate goal—its use in practice—will only be exemplified briefly at the very end of each paper. In order not to forget the motivation behind all work, we will kick off by a brief resume of the included papers, with a highlight on examples of how they can be applied. We will also in parallel review the research contribution of each papers.

Paper I

In Paper I, we devise a framework for learning a very flexible dynamical model from data. The key for working with the flexibility is to beforehand make assumptions about smoothness in the model, in order to help the model to extrapolate and generalize the behavior seen in the data in a sensible way. This is illustrated by the coupled water tanks in Figure 1.1. The contribution of the paper is twofold: the model itself (which can be seen as an approximate Gaussian-process state-space model), as well as its tailored learning algorithm.

Figure 1.1. The water flow into tank 1 is controlled by the pump, which can be controlled by changing the voltage $u$ (the input). (A picture is shown in Figure 1.2.) The water flows from tank 1 into tank 2, and from tank 2 into the basin, and only the water level in the second tank is measured as the output. Sometimes overflow happens in one or another of the tanks, and the overflow water may go partly from tank 1 into tank 2 and partly directly into the basin. First, a data set was recorded (not in the figure), with observations of $u$ and $y$ during one hour. This data set, called training data, was used by the algorithm designed in Paper I to learn a model of the system (without using any deeper physical insight into the experimental setup or fluid dynamics). Thereafter, another data set was recorded during another hour, of which only the input $u$ (not in the figure) were fed into the model, and a simulated output (red line and light area in the plot) was obtained, which can be compared to the actual, measured, output (dashed blue). As can be seen, the model is able to predict the output rather well.
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Figure 1.2. The same water tanks as in Figure 1.1, but this time (in Paper II), no overflow occurs, and we have measurements of the water level in both tanks, $y_1$ and $y_2$, respectively. In this paper, knowledge about the setup, fluid dynamics, etc., was used to devise a set of equations that could be expected to describe the system well. What remained unknown was a set of 6 parameters, representing some physical quantities, such as the size of the tanks and their outlets, etc. We used only the relatively short and seemingly not very informative data in the leftmost part of the plot (solid lines) as training data, to infer all unknown parameters. For the rest of the data set in the plot, the test data, only the input $u$ was fed into the model, and the shaded areas were obtained as a simulated output. These may be compared to the actual measurements (dotted lines). Photo: Maarten Schoukens.

Paper II

Two different algorithms for finding unknown parameters in so-called state-space models are reviewed and compared in Paper II. We use the same water tanks as in Paper I, but with a slightly different setup, as described in Figure 1.2. The contributions in this paper lies in the comparison and application of the two state-of-the-art algorithms, none of which (to the best of the author’s knowledge) yet has been extensively used for real world problems.
Figure 1.3. The position of a human foot is measured using ultrawideband measurements, a technology somewhat resembling the idea behind the GPS system: by accurately measuring the time the ultrawideband signal takes to travel from the sender (on the foot) to the receiver (at a fixed position), the distance between the sender and receiver can be determined. If placing many such receivers in the room at known positions, the position of the foot can be inferred ‘backwards’ by triangulation. All measurements are, however, corrupted by some noise, and in Paper III we consider a method capable of not only determining the foot position (solid red line), but also translating the noise in the measurements into uncertainty about the foot position, as shown in the shaded areas in the plot. The true position (dashed blue line) is measured as a reference with a much more expensive vision-based system (which cannot handle situations when there is no line-of-sight, as in the lower photo). Photo courtesy of Xsens Technologies.

Paper III

In Paper III, a method for determining the states in a nonlinear state-space model is considered. In the example described in Figure 1.3, this boils down to finding the position of a foot (on a human body), when measurements of the foot position are only available indirectly via ultrawideband measurements. The contribution of this paper is to consider and evaluate (both theoretically and on a realistic user case) the so-called particle Gibbs with ancestor sampling algorithm (Lindsten et al. 2014) for the particular case of state-space smoothing (when the model is known).
Chapter 1. Introduction

Figure 1.4. The upper plot shows measurements of dissolved oxygen recorded at a wastewater treatment plant. The cleaning of the sensor have, however, been suspended, and it gradually gets clogged. The challenge here is to automatically detect the clogging event, so that a warning can be issued to an operator. In Paper IV, we apply a change detection scheme to automatically subdivide the data into sequences of ‘similar behavior’ (without having any detailed technical knowledge about the sensor or the wastewater treatment plant). The segments obtained are illustrated by vertical green lines in the lower plot. The idea of ‘similar behavior’ within each segment is defined via a Gaussian-process model. The obtained models for the different segments are illustrated by the the red lines (the mean) and the shaded gray areas (the variance).

Paper IV

A method to marginalize hyperparameters in the Gaussian-process model is constructed in Paper IV. The perhaps most common way to handle the hyperparameters is the empirical Bayes approach, which (as discussed in the paper) can be very sensitive to small changes in data. With marginalization, instead, a more robust model can be obtained. This can be used for, e.g., data-driven change detection, as laid out in Figure 1.4. The contribution of the paper is to use an SMC sampler (Del Moral et al. 2006) to marginalize the hyperparameters in the Gaussian-process model.
1.2. Outline of the introductory chapters

The first half of the thesis contains five introductory chapters (including this chapter), one concluding chapter and two appendices with technical details. The purpose of the introductory chapters is to summarize the background and put the papers in a broader perspective. The concluding chapter, number 6, is meant to be read after reading the papers. The appendices contain some useful technical results (already existing in the literature), adapted to the notation and framework of this thesis.

After this first chapter, we will start in Chapter 2 by discussing the basic concepts of data, models and how to use data for deducing unknown quantities in a model, a topic called (statistical) inference. Two concrete models will thereafter be introduced, the state-space model in Chapter 3 and the Gaussian-process model in Chapter 4. We will thereafter return to the topic of inference again (Chapter 5) and focus on Monte Carlo methods for the computations that are required for doing inference. Appendix A contains a central result in the context of the so-called PMCMC method (Chapter 5), and Appendix B contains a derivation of the conjugate prior for linear regression: important expressions for Paper I.

\[ s_{t+1} = \zeta \text{ with probability } \pi_{s_t} \zeta \]
\[ x_{t+1} = A_{s_t} x_t + B_{s_t} u_t + w_t, \quad w_t \sim \mathcal{N}(0, Q_{s_t}) \]
\[ y_t = C_{s_t} x_t + D_{s_t} u_t + e_t, \quad e_t \sim \mathcal{N}(0, R_{s_t}) \]

Figure 1.5. In Paper V, we derive a method for finding the parameters \( A_s, B_s, C_s, D_s, Q_s, R_s, \pi_{s,s'} \) for \( s = 1, \ldots, K \) in the jump Markov state-space model equations to the left. It is an iterative method (i.e., it is repeated until it has reached a solution). The right plot shows how the estimated parameters (grouped per mode \( s, K = 3 \)) approaches the true ones as the iterations go on, for a simulated case.
1.3 A word on notation

The first part of the thesis (Chapter 1–5) are meant to have a consistent notation (a complete list can be found on page 71). The notation in the included papers is, however, slightly different, and introduced in each paper separately.

In general we use a probabilistic language and notation, and use the word ‘model’ mainly to refer to a probability distribution, which we assume somehow describes the phenomenon under study. We work in the first place with probability distributions in terms of their densities (or mass) \( p(\cdot) \), and thereby we implicitly assume its existence. The generalization to the case when the density does not exist is often possible, but not in focus. Also the existence of a \( \sigma \)-algebra and dominating measure is implicit. Different densities are distinguished by their arguments, and \( p(\cdot | \cdot) \) denotes a conditional density.

All random variables are written with lowercase letters \( x, \theta, \) etc., and no distinction between random variables and their realizations is made in the notation. Integrals without any explicit limits are over the entire domain of the integral variable.
The topic of this thesis is statistical learning, for the special case of dynamical phenomena. We understand statistical learning as the \textit{processing of recorded data into a statistical model}. The key elements in this process are the recorded data $y$ (Section 2.1), the model assumptions $p(y \mid \theta)$ with some degrees of freedom expressed via a parameter $\theta$ (Section 2.2), and the inference which links the model to the data by drawing conclusions about $\theta$ from $y$ (Sections 2.3–2.5). In this chapter, we will in the first place think of $\theta$ as being finite-dimensional and real-valued. However, in Chapter 4 we will consider a model where $\theta$ is infinite-dimensional.

The purpose of this chapter is to give an introduction to the way we will think about data and models, and also to cover some background of statistical inference in order to put the thesis in a context and perspective. This chapter will be kept on a rather general level mostly talking about data and models, and particular examples of such are mostly deferred to the following chapters and the papers. We will also leave integrals and optimization problems hanging in the midair without attempting to actually compute them, and refer to Chapter 5 for some Monte Carlo-based methods for these problems.
2.1 Data $y$

The first and foremost thing in all statistical methods is the data $y$. The data could in principle be anything that allows to be recorded, but in this thesis, we will limit ourselves to numbers, typically (but not necessarily) recorded sequentially during some period of time, as $y = \{y_1, \ldots, y_T\}$. The data could be artificially generated by a computer, but in most (if not all) cases of interest for the society, the data is recorded from some real phenomenon which is not yet completely understood. Examples of typical data could be logs with outdoor temperatures, measured forces in a mechanical system, or stock prices. We will make no assumptions on the data, other than that it exists and has a certain format (such as $y \in \mathbb{R}^{n \times T}$ or similar). Throughout the thesis, we will assume the data is already recorded and available to us. Thus, the topic on how to design experiments and record useful data containing ‘as much information as possible’ is not treated in this thesis (see, e.g., Chaloner and Verdinelli 1995; Hjalmarsson 2009; Pukelsheim 1993).

Throughout the first part of this chapter, we will carry on with a toy example in order to illustrate the concepts. We now introduce the data to the toy example by saying that we have observed two data points $y_1 = 1.54$ and $y_2 = 3.72$.

2.2 Models $p(y \mid \theta)$

Next, we introduce a model for the data $y$, which we denote by $p(y \mid \theta)$. With the notation $p(y \mid \theta)$, we mean a (probabilistic) description of the data $y$, possibly depending on some parameter $\theta$. For the final result of the inference procedure to be useful, all present knowledge (and ignorance) about how the data was generated should be included in the model choice: if we suspect that the phenomenon under study exhibits some strong saturation effects, a linear model will perhaps not be useful. Also, if the present knowledge is very limited, a flexible model could be preferred in order not to be too limiting on beforehand, etc. In many cases, first principles (such as Newton’s laws of motions, Leavitt’s law or the ideal gas law) can be used to derive a model, typically known up to some (yet) undetermined constants or coefficients.

The abstract notion of a model is probably demystified most effectively by the toy example: let us say that we decide (with or without insight into where the data comes from) to model the data points as independent draws from the same Gaussian distribution. The unknown parameters are then the mean $\mu$ and the variance $\sigma^2$, i.e., $\theta \triangleq \{\mu, \sigma^2\}$ of the Gaussian distribution, and we write the model as

$$p(y \mid \theta) = \mathcal{N}(y_1 \mid \mu, \sigma^2) \cdot \mathcal{N}(y_2 \mid \mu, \sigma^2).$$

We will later use the notation $y_{1:t} = \{y_1, \ldots, y_t\}$ when there is a need to emphasize exactly which data points are under consideration. For now, we settle with only $y$ to denote all the available data.
Note that we have not, neither in the toy example nor elsewhere, limited ourselves to data actually generated by a system with exactly the same behavior as the model: the model is only an assumption within the inference procedure. We are, in fact, even free to make model assumptions that we know are inconsistent with how the data was generated (perhaps in the interest of feasible computations)! Inference results should, for this reason, always be read with the model assumptions in mind.

2.3 Two paradigms for deducing unknown parameters

In the model notation, we prepared for the inference itself by including the possible dependence on a parameter $\theta$ in the model $p(y \mid \theta)$. The big question throughout the rest of this chapter is the following: if an unknown $\theta$ is present in the model, how should the data $y$ and the model $p(y \mid \theta)$ be used for drawing conclusions about $\theta$?

This question is at the core of statistical inference, and some textbook references are Casella and R. L. Berger (2002), Gelman et al. (2014), and Schervish (1995). The field has traditionally been divided into several paradigms, ultimately differing perhaps in their interpretation of probabilities. We will pursue two alternative ways of handling the unknown parameters $\theta$ throughout the thesis. The two following questions are meant to reflect the underlying alternative reasonings,

(i) which estimate $\hat{\theta}$ fits data $y$ the best?

(ii) after digesting the information brought to us by the data $y$, what degree of belief $p(\theta \mid y)$ do we have in different values of $\theta$?

We will refer to these alternatives as (i) the point estimate and (ii) the Bayesian approach. The distinction between the different paradigms is not always entirely clear in the literature, but we will below give an explanation of the way we will use the terms. Some texts on the major paradigms in statistical inference, in addition to the discussion below, are Efron (1986), Efron (2013), Efron and Hastie (2016), and Lindley (1990).

2.3.1 Finding a point estimate for $\theta$: $\hat{\theta}$

The first inference approach we review, is that of finding a point estimate $\hat{\theta}$ of $\theta$ that fits the observed data as good as possible. Which particular point estimate $\hat{\theta}$ to choose, i.e., what ‘fit’ in the rhetoric question above means, might however vary. One choice (common in this thesis) is to maximize the likelihood function

$$L(\theta) \triangleq p(y \mid \theta),$$

an alternative that we will refer to as maximum likelihood. Note that the likelihood function is a function of $\theta$, whereas $p(y \mid \theta)$ is the likelihood of $y$ (not $\theta$). Also
note that in (2.2), the data $y$ is fixed$^2$, in contrast to when we talk about the model $p(y \mid \theta)$. Two alternatives to maximum likelihood are to either optimize the predictive capabilities of the model, or to maximize the likelihood function subject to some additional constraints, such as keeping the numerical values close to zero or promote sparsity in $\hat{\theta}$. The latter alternatives are often referred to as regularization, a theme we will return to in Section 2.5.2. The choice of point estimates can be formalized mathematically using decision theory, a topic not considered in this thesis (see, e.g., Schervish 1995, Chapter 3).

Computing point estimates $\hat{\theta}$ is often at the heart of the classical/frequentist/Neyman-Pearson-Wald school in the literature, whereas inference based on the likelihood function historically is separated into the Fisherian tradition. In the statistical literature, it is also common to introduce confidence regions expressing uncertainty about $\hat{\theta}$ (not $\theta$). In this thesis, we group these schools together as the point estimation approach, but refrain from putting focus on confidence regions, because of the tradition and available computational tools for the models to be presented later on.

In the toy example from above, a maximum likelihood point estimate $\hat{\theta} \triangleq \{\hat{\mu}, \hat{\sigma}^2\}$ is found by solving the problem

$$\hat{\theta} = \arg \max_{\theta} L(\theta) = \arg \max_{\mu, \sigma^2} \mathcal{N}(1.54; \mu, \sigma^2) \cdot \mathcal{N}(3.72; \mu, \sigma^2). \tag{2.3}$$

The solution turns out to be $\hat{\mu} = 2.63$ and $\hat{\sigma}^2 = 1.09$, i.e., some numbers $\hat{\theta}$ that can be used to analyze the data, making subsequent predictions, etc.

### 2.3.2 Finding the posterior distribution for $\theta$: $p(\theta \mid y)$

The second approach relates to the interpretation of probabilities as degrees of belief, and uses Bayes’ theorem (named after Thomas Bayes 1763)

$$p(\theta \mid y) = \frac{p(y \mid \theta)p(\theta)}{p(y)} \tag{2.4}$$

to update the prior belief $p(\theta)$ into the posterior belief $p(\theta \mid y)$. Going from the prior to the posterior can be understood as conditioning the belief on data. The right hand side of (2.4) contains, apart from the prior $p(\theta)$, the likelihood (or data density) $p(y \mid \theta)$ and$^3$ $p(y)$.

Bayesian inference is all about computing the posterior $p(\theta \mid y)$. The central role of Bayes’ theorem is the obvious reason behind the name of the paradigm. However,

---

$^2$In the conventional notation with uppercase letter for random variables, and lowercase for their realizations, we may write (2.2) as $L(\theta) \triangleq p(Y = y \mid \theta)$, whereas the term ‘model’ refers to $p(Y \mid \theta)$.

$^3$Note that $p(y)$, the denominator, can be written as an integral over the numerator with respect to $\theta$, $p(y) = \int p(y \mid \theta)p(\theta)d\theta$. If $\theta$ is the variable of interest, $p(y)$ can thus be thought of as a normalization to ensure that $\int p(\theta \mid y) = 1$, and can be ignored if it is sufficient to compute (2.4) up to proportionality.
also the name of Pierre-Simon de Laplace (1820) (Stigler 1986) and Bruno de Finetti (1992) occurs in the literature.

There is nothing conceptually different between the prior $p(\theta)$ and the posterior $p(\theta \mid y)$: they both reflect the degree of belief about $\theta$, before and after observing the data $y$, respectively. If more data is observed subsequently, Bayes’ theorem may be applied repeatedly to incorporate the new observations into the belief. However, Bayes’ theorem only provides a mechanism for updating beliefs, not creating beliefs from nothing. Therefore, the prior $p(\theta)$ has to be chosen. To acquire a useful result, the choice of prior should preferably reflect all present ignorance and knowledge, in the very same way as the model $p(y \mid \theta)$ preferably should be chosen with all present knowledge in mind.

It is indeed possible to extract point estimates of $\theta$ also from the posterior $p(\theta \mid y)$. Popular such estimates are the posterior mean and the posterior mode, where the latter usually is referred to as maximum a posteriori (MAP) estimation. However, since a point estimate does not represent a degree of belief (which is a core component in the Bayesian approach), we do not consider it to be a Bayesian method. It does, however, bear some resemblances to the regularized maximum likelihood approach, as we will see in Section 2.5.2.

Let us have a look at the little toy example again, now from the Bayesian point of view. First, we have to append our assumption $p(y \mid \theta)$ also with assumptions about $\mu$ and $\sigma^2$. Let us assume a normal-inverse-gamma prior distribution (Appendix B), $p(\mu, \sigma^2) = \mathcal{NIG}(\mu, \sigma^2; 0, 1, 1, 1)$. By inserting all expressions into Bayes’ theorem (2.4) and perform some algebraic manipulations, we find the posterior $p(\mu, \sigma^2 \mid y) = \mathcal{NIG}(\mu, \sigma^2; 1.75, 3, 2, 4.49)$, a distribution we may use subsequently to analyze the data, do predictions, etc.

The particular choice of prior in the toy example was a so-called conjugate prior since the prior, a $\mathcal{NIG}$ distribution, together with the likelihood model (2.1), a Gaussian distribution with unknown mean and variance, yields another $\mathcal{NIG}$ distribution as the posterior. For some priors, the posterior may not even admit a closed form, and conjugate priors only exist for a limited set of models.

---

*The (inevitably subjective) prior choice is, according to the authors personal experience, one of the main criticism that is brought up towards the Bayesian paradigm. It is, however, unclear to the author why the prior choice should be subject to criticism, whereas the equally subjective model choice (present in both paradigms) mostly is kept out of the discussion. J. O. Berger (2006) comments to this concern as follows: ’The model choice will typically have a much greater effect on the answer than will such things as choice of prior distributions for model parameters. Model-building is not typically part of the objective/subjective debate, however—in part because of the historical success of using models, in part because all the major philosophical approaches to statistics use models and, in part, because models are viewed as “testable,” and hence subject to objective scrutiny. It is quite debatable whether these arguments are sufficient to remove model choice from the objective/subjective debate, but I will simply follow statistical (and scientific) tradition and do so.’"
2.4 Posterior distributions vs. point estimates

The most striking difference between the point estimates and the Bayesian paradigm for a user, is perhaps not the different underlying philosophies about the meaning of probabilities, nor the presence or absence of priors. That a point estimate $\hat{\theta}$ and a distribution $p(\theta \mid y)$ are very different objects is, instead, most likely the major difference for a user: A point estimate $\hat{\theta}$ is a number, whereas $p(\theta \mid y)$ is a distribution. If the user interest, for example, is to predict a future observation $y^*$, the point estimation approach is typically to put $\theta$ into the model and take the mean

$$\tilde{y}^* = \mathbb{E} \left[ p(y^* \mid \hat{\theta}) \right]$$

(2.5)

as the (point) prediction $y^*$. For the Bayesian case on the contrary\(^5\), the prediction of $y^*$ is the predictive distribution

$$p(y^* \mid y) = \int p(y^* \mid \theta)p(\theta \mid y)d\theta.$$  
(2.6)

In many cases, the predictive distribution (and often also the posterior) admits no closed form expression. Instead, those distributions have to be approximated. Two such alternatives are the variational approach (e.g., Blei et al. 2016) and Monte Carlo methods (Chapter 5).\(^5\)

Which approach to take, point estimates or Bayesian, may depend on several aspects. Often, but not always, is point estimation less computationally intense than the Bayesian approach, a reason that itself might be a ground for preferring the former. However, if the computational aspect allows a choice, one may consider questions such as

- What is the intended use of the obtained results: does a posterior distribution $p(\theta \mid y)$ provide valuable information in the solution, which is not preserved by a single point estimate $\hat{\theta}$?

- Is it sensible, or even crucial, to include prior beliefs about $\theta$ into the solution? (See Section 2.5.2)

Also personal preferences may of course influence the choice: point estimates have, for example, traditionally dominated the system identification community (an interesting uphill struggling paper arguing for the Bayesian approach is Peterka 1981).\(^5\)

If the data is highly informative about the parameters $\theta$, the differences between the two paradigms may diminish. Consider a toy example with $T$ observations $\{y_t\}_{t=1}^{T}$ of a one-dimensional parameter $\theta \triangleq \mu$. We model the observations to be

\(^5\)Indeed, $p(y^* \mid \hat{\theta})$ is also a distribution. However, as it bears no meaning akin to (2.6), and the point estimation approach is more concerned with point estimates, the entire distribution $p(y^* \mid \hat{\theta})$ is typically not considered, but only its mean (2.5), or similar.
exchangeable and all have a Gaussian distribution with mean $\mu$ and variance 1, and we assume a prior $p(\mu) = \mathcal{N}(\mu; 0, 1)$. This yields the posterior

$$p(\mu \mid y) \propto \mathcal{N}(\theta; 0, 1) \prod_{t=1}^{T} \mathcal{N}(\mu; y_t, 1) \frac{p(\mu)}{p(y \mid \mu)}$$

(2.7a)

which after some algebraic manipulation can be written

$$p(\mu \mid y) = \mathcal{N}(\mu; \frac{\sum_{t=1}^{T} y_t}{T+1}, \frac{1}{T+1})$$

(2.7b)

That is, the posterior variance tends towards 0 as the number of observations $T \to \infty$. Thus, with a large number of observations $T$, it may (from a practical point of view) suffice to represent the (Bayesian) posterior (2.7b) with a single point estimate!

By this argument, one may catch a sight of a bridge between the two paradigms. It is relevant in many situations when $T \to \infty$, not only the case (2.7). It is, however, not completely generally applicable, for instance not if

(i) the number of parameters is large, so that the ‘information per parameter’ is still low despite a large number of observations $T$,

(ii) the data cannot determine the parameters uniquely, e.g., $\theta = \{\alpha, \beta\}$, but only information about the product $\alpha \cdot \beta$ is observed (a problem sometimes referred to as non-identifiability),

(iii) the variance in the example model would have been proportional to $T$ instead of 1, which would yield a posterior variance that does not decrease with $T$.

2.5 Priors and regularization

Let us now consider the role of the prior. Albeit the prior has a central role in the Bayesian approach, but is not even present when doing point estimates, the differences sometimes diminishes when it comes to the practical aspects, as we will discuss in this section.

2.5.1 When the prior does not matter

From the previous section, we have the example of $T$ exchangeable observations of $\mu$ with Gaussian noise, where we also could write (cf. (2.7b))

$$p(\mu \mid y) \approx \mathcal{N}(\mu; \frac{\sum_{t=1}^{T} y_t}{T}, \frac{1}{T}) = p(y \mid \mu) = \mathcal{L}(\theta),$$

(2.8)
i.e., the posterior and the likelihood function are approximately equal, and the mode of the posterior is approximately the same as the maximum likelihood solution when there is a large amount of data available ($T$ large). One may say that ‘the prior is swamped by the data’ or refer to the situation as ‘stable estimation’, a situation occurring in a wide class of models (clearly with exception of pathological cases with Dirac priors etc.) (J. O. Berger 1985, Section 4.7.8; Vaart 1998, Section 10.2).

### 2.5.2 When the prior does matter

The point estimation, and in particular the maximum likelihood approach, might seem intuitively appealing: finding the parameter $\theta$ for which the data $y$ is as likely as possible sounds very reasonable. It is, however, important to realize that this is not equivalent to finding the most likely parameter $\theta$ given the data $y$! The latter statement is related to the posterior $p(\theta | y)$, whereas the former is related to the likelihood function $L$. Failing to distinguish between these is sometimes referred to as ‘the fallacy of the transposed conditional’. We illustrate this by the toy example in Figure 2.1:

Consider 8 data points on the form $(x, y)$. We make the decision to model the data using an $n$th order polynomial and Gaussian measurement noise in the following way:

$$p(y | \theta) = \mathcal{N}(y; c_0 + c_1 x + c_2 x^2 + \cdots + c_n x^n, \sigma^2_n),$$  

where $\theta = \{n, c_0, \ldots, c_n, \sigma^2_n\}$. This is arguably a very flexible model, which is able to take many different shapes: a feature that might be desired by the user who wish not to make too many restrictions beforehand. The maximum likelihood solution is $n = 7$ (i.e., as many degrees of freedoms as data points), $\sigma^2_n = 0$ (i.e., no noise) and $c_0, \ldots, c_7$ chosen to fit the data perfectly. This is illustrated by the solid blue line in Figure 2.1. Two suboptimal solutions, not maximizing the likelihood function, are $n = 2$ (green) and $n = 1$ (orange), also shown in Figure 2.1.

Studying Figure 2.1, we may ask ourselves if the 7th order polynomial, the maximum likelihood solution, actually is able to capture and generalize the data well? Indeed all data points are exactly on the blue line, but the behavior in between the data points is not very appealing to our intuition—instead the 2nd or perhaps even the 1st order polynomial would be more reasonable, even though none of them fit the data exactly. The problem with the blue line, the maximum likelihood solution, is often referred to as overfitting. Overfitting occurs when the parameter estimate is adapted to some behavior in the data which we do not believe should be considered as useful information, but rather as stochastic noise.

There are several solutions proposed for how to avoid overfitting, such as aborting the optimization procedure prematurely (early stopping: e.g., Duvenaud et al. 2016; Sjöberg and Ljung 1995), some ‘information criteria’ (e.g., the Akaike information criterion, AIC: Akaike 1974, or the Bayesian information criterion, BIC:...
Figure 2.1. Eight data points marked with black dots, modeled using \( n \)th order polynomials and Gaussian noise. The optimal maximum likelihood solutions is \( n = 7 \), with the 8 polynomial coefficients chosen such that its blue curve fits the 8 data points perfectly. Two suboptimal solutions are \( n = 2 \) (green curve) and \( n = 1 \) (orange curve), which—despite their suboptimality in a maximum likelihood sense—both might appear to be a more sensible model, in terms of inter- and extrapolating the behavior seen in the data. The key aspect here is that the maximum likelihood finds the parameter explaining the data the best, exactly as it is seen: indeed, the blue curve fits the data perfectly. There is, however, no notion of ‘likely parameters’, as opposed to the Bayesian approach. The green and orange curves could have been obtained as regularized maximum likelihood estimates, if a regularization term penalizing large values of \( n \) had been added to the objective function (2.2).

Schwarz 1978) or the use of cross-validation (Hastie et al. 2009, Section 7.10). We will, however, try to understand the overfit problem as an unfortunate ignorance during the modeling process: From Figure 2.1, we realize that we may actually have a preference for a lower order polynomial, and our mistake is that we have considered maximum likelihood when we actually have different prior beliefs in different parameter values: we prefer the predictable behavior of a low order polynomial to avoid the strange behavior of a higher order polynomial. Note, however, that we could have fixed the model class to \( n = 2 \), and searched for the maximum likelihood solution only among \( \{c_0, \ldots, c_2, \sigma^2_2\} \). In such a case, the green line would have been the optimal solution, and we had not faced any problem with overfit. However, restricting the model to \( n = 2 \) would at the same time make the model more rigid and less flexible, with no possibilities of, e.g., describing any odd nonlinearities. To

\( ^6 \)The related philosophical question whether simpler models (in this case, a 1st or 2nd order polynomial) should be preferred over more advanced models (the 7th order polynomial) is often referred to as Occam’s razor or the principle of parsimony, a discussion we leave aside.
summarize the example, we make the two observations:

- Maximum likelihood means searching for an estimate $\hat{\theta}$ that maximizes the likelihood of the data $y$ as it is exactly seen, which may differ significantly from any intuitive idea about ‘likely parameters’.

- The (inevitably subjective) model choice plays a crucial role for the result.

In the Bayesian framework, on the other hand, the prior $p(\theta)$ is also taken into consideration using Bayes’ theorem (2.4). Via Bayes’ theorem, it is (on the contrary to maximum likelihood) possible to reason about likely parameters. A sensibly chosen (and indeed subjective) prior would in the example describe a preference for low order polynomials, and the posterior would then dismiss the 7th order polynomial solution (unless it had fitted the data significantly better than a low order polynomial). Hence, there is no Bayesian counterpart to the overfit problem\(^7\), an advantage that comes at the price of choosing a prior and working with probability distributions rather than point estimates.

Either inspired by the Bayesian approach or heuristically motivated, an increasingly popular modification of the maximum likelihood approach is regularized maximum likelihood, which appends the likelihood function with a regularization term $R(\cdot)$. The regularization plays a role akin to that of the prior, by ‘favoring’ solutions of, e.g., low orders. In the signal processing and machine learning literature, there are a few popular choices of $R(\cdot)$ with a variety of names, such as the $\| \cdot \|_1$ norm (Lasso or $L_1$ regularization: Tibshirani 1996), the $\| \cdot \|_2$ norm ($L_2$ or Tikhonov regularization, ridge regression: Hoerl and Kennard 1970; Phillips 1962), or a combination thereof (elastic net regularization: Zou and Hastie 2005).

The connection between regularization and the Bayesian approach can be detailed as follows: If having a scalar $\theta$ with prior $\mathcal{N}(\theta; 0, \sigma^2)$, the logarithm of the posterior becomes

$$\log p(\theta | y) = \log p(y | \theta) + \log p(\theta) - \log p(y) = C + \log p(y | \theta) - |\theta|^2,$$

which apart from the constant $C$ is equivalent to the regularized (log) likelihood function

$$L'(\theta) = \log p(y | \theta) - R(\theta),$$

if $R(\cdot) = \| \cdot \|_2$, i.e., $L_2$ regularization. The same equivalence can be shown for $L_1$ and the use of a Laplace prior. Thus, regularization constitutes another connection between the point estimation and the Bayesian approach.

\(^7\)There are two different perspective one can take when understanding the non-existence of overfit in the Bayesian paradigm: Pragmatically seen, any sensible prior will (as argued in the text) have a regularizing effect. From a more philosophical point of view, there is no overfit since the posterior by definition represents our (subjective) beliefs about the situation, and therefore contains nothing but useful information (and hence no overfit to non-informative noise).
In 1960, Bertil Matérn wrote in his thesis on stochastic models that ‘needless to say, a model must often be almost grotesquely oversimplified in comparison with the actual phenomenon studied’ (Matérn 1960, p. 28). As long as the statement by Matérn holds true and the model is rigid and much less complicated than the behavior of the data (which perhaps was the case for most computationally feasible models by 1960) regularization is probably of limited interest. However, if the model class under consideration is more complex\(^8\) and contains a huge number of parameters, overfit may be an actual problem. In such cases, additional information encoded in priors or regularization has in several areas proven to be of great importance, such as compressed sensing (Eldar and Kutyniok 2012) with applications in, e.g., MRI (Lustig et al. 2007) and face recognition (Wright et al. 2009), machine learning (Hastie et al. 2009, Chapter 5) and system identification (Chen et al. 2012, Paper I). The increased access to cheap computational power during the last decades might therefore explain the massive recent interest in regularization.

2.5.3 Circumventing the prior assumptions?

Sometimes the user of the Bayesian approach might feel uncomfortable making prior assumptions, perhaps in the interest of avoiding another subjective choice (in addition to the model design \(p(y \mid \theta)\)) and thereby stay as objective as possible. Several alternatives for avoiding, or at least minimizing the influence of the prior choice, have therefore been researched.

‘Noninformative’ priors

Attempts to formulate ‘noninformative’ priors containing ‘no’ prior knowledge have been made. In the toy example above, a ‘noninformative’ prior for \(\sigma^2\) would intuitively perhaps be a flat prior \(p(\sigma^2) \propto 1\) for \(\sigma^2 > 0\), since it puts equal mass on all feasible values for \(\sigma^2\). Apart from the obvious fact that such a density would not integrate to 1, there is also a more subtle and disturbing issue: why should the variance \(\sigma^2\), and not the standard deviation \(\sigma\), have a flat prior? In fact, if \(p(\sigma^2) \propto 1\) for \(\sigma^2 > 0\), it implies that \(p(\sigma) \propto \sigma\) for \(\sigma > 0\), a prior choice that does not appear very ‘noninformative’ at all.

To avoid this undesired effect, a prior that is invariant under re-parametrizations have been proposed, the so-called Jeffreys prior. Jeffreys prior is, however, not always ‘noninformative’ in the sense that a flat prior intuitively is: Efron (2013) provides a simple example where the Jeffreys prior has a clear and perhaps unwanted influence on the posterior. On this topic, Peterka (1981) writes ‘However, it turns out that it is impossible to give a satisfactory definition of “knowing nothing” and that a model of an

\(^8\)The study of model flexibility is the core in the statistical learning theory or Vapnik–Chervonenkis theory, which we will leave out from this thesis.
“absolute ignorant”, in fact, does not exist. (Perhaps, for the reason that an ignorant has no problems to solve.)

J. O. Berger (2006) argues, on the other hand, that the process of translating expert knowledge into prior assumptions are typically costly (and not always very crucial to the final result), and ‘standard’ priors (such as Jeffreys) should for this reason be considered by the practitioner: it is still far more informative than not performing any Bayesian inference at all.

Hyperparameters and empirical Bayes

Another alternative is to chose a prior \( p(\theta | \eta) \) with some undecided hyperparameters \( \eta \), and choose a point estimate \( \hat{\eta} \) which fits the data. This is commonly referred to\(^9\) as empirical Bayes, a popular and currently emerging method. This combination of point estimation and Bayesian inference is perhaps more pragmatic than faithful to any of the paradigms, but can be seen as a promising combination of them, indeed proven to work well in many situations (see, e.g., Bishop 2006; Efron 2013 and references therein).

Due to the point estimation, overfit may occur when using empirical Bayes, in that the prior becomes overly adapted to the data. In many situations, this only has minor practical implications (typically not as severe as the situation in Figure 2.1), but the user should be aware of the risk.

Hyperpriors

A third option on the topic of circumventing the explicit formulation of prior assumptions, is to take a Bayesian (rather than a point estimation) approach to hyperparameters, and formulate hyperpriors on the hyperparameters \( \eta \). Then, the inference amounts to inferring

\[
p(\eta | y) = \int \frac{p(y | \theta)p(\theta | \eta)p(\eta)}{p(y)} d\theta
\]

(2.12)

rather than \( p(\theta | y) \). For a subsequent prediction, the prediction \( p(y^* | y) \) would instead of (2.6) be

\[
p(y^* | y) = \int \int p(y^* | \theta)p(\theta | \eta)p(\eta | y) d\theta d\eta.
\]

(2.13)

Obviously such a nested construction does not avoid the choice of a prior, but only defer it to the level \( p(\eta) \) instead of \( p(\theta) \), and also adds to the computational complexity of the sometimes already involved computations needed. However, in cases shown to be computationally feasible, interesting and promising results have been

\(^9\)Another term sometimes seen is ‘maximum likelihood type II’.
obtained for, e.g., the Gaussian-process (Chapter 4) model, even with relatively simple choices of hyperpriors: Heinonen et al. (2016), Shah et al. (2014) and Paper IV. An insight from these developments is perhaps that the introduction of a hyperprior $p(\eta)$ may in some models open up for a significantly more flexible modeling process compared to directly choosing a prior $p(\theta)$. 
3 State space models

The state-space model is a popular and widely used model. In this chapter, we will introduce the general state-space model, and thereafter turn the focus to four important special cases, namely the linear, jump-Markov linear, and Wiener and Hammerstein state-space models. We also devote a section to discuss statistical inference in the particular context of state-space models.

3.1 The general state-space model

At the core of the state-space model is a Markov process \( \ldots, x_{t-1}, x_t, x_{t+1}, \ldots \), which evolves as \( p(x_{t+1} \mid x_t) = f(x_{t+1} \mid x_t) \), where \( f(\cdot \mid \cdot) \) is the state transition function. We refer to \( x_t \) as the state, and \( t = 0, \ldots, T \) is an index typically representing time in time-series data, but other interpretations are also possible. We assume that \( x_t \in \mathbb{R}^{n_x} \) where \( n_x \) is the dimension of the state space.

The state \( x_t \) may represent the physical state of an object under study, such as the position, speed, heading and acceleration of a vehicle, but can also be an abstract representation without any clear physical interpretation. The Markov property means that once \( x_t \) is known, the previous states \( \ldots, x_{t-1} \) do not add any information about the later states \( x_{t+1}, \ldots \), i.e.,

\[
p(x_{t+1} \mid \ldots, x_{t-1}, x_t) = p(x_{t+1} \mid x_t). \tag{3.1}
\]

This Markov assumption is key for the efficiency of several algorithms that we will introduce in the next chapter.
The state-space model also includes the observation function \( g(\cdot | \cdot) \), which models the relation between the state \( x_t \) and the observation, or output, \( y_t \in \mathbb{R}^n \), as \( p(y_t | x_t) = g(y_t | x_t) \). Note that the Markov property (3.1) does not necessarily hold for the observations \( \ldots, y_{t-1}, y_t, y_{t+1}, \ldots \).

To summarize the state-space model, we write

\[
\begin{align*}
p(x_{t+1} | x_t) &= f(x_{t+1} | x_t), \\
p(y_t | x_t) &= g(y_t | x_t).
\end{align*}
\]

For completeness, the model also need to describe a density \( p(x_0) \) for the initial state \( x_0 \). Once again, we have expressed the model in terms of its densities. This is merely a matter of notation, and the extension to degenerate models (such as a deterministic relationship between some components of \( x_t \) and \( x_{t+1} \)) is often possible.

An alternative naming of (3.2) is a hidden Markov model, where ‘hidden Markov’ refers to the unobserved states \( x_t \) that obey the Markov assumption (3.1). The term is, however, also (and perhaps more often) used for models where \( x_t \) lives in a discrete space rather than in \( \mathbb{R}^n \).

In the automatic control literature, state-space models are often used with the addition of an exogenous (and known) input signal \( u_t \in \mathbb{R}^r \), a case explicitly considered in Paper I and V by adding a conditioning on \( u_t \) in \( f(\cdot | \cdot) \) and \( g(\cdot | \cdot) \). Another commonly seen flavor of (3.2) is the so-called time-varying state-space model, where \( f \) and \( g \) (and possibly also \( n_x \)) explicitly depends on \( t \).

State space models are typically used to model time-series data \( \{y_1, \ldots, y_T\} \) which exhibits some dynamical behavior, i.e., there is a non-trivial correlation between different data points. In a common user case is the data \( \{y_1, \ldots, y_T\} \) far from obeying the Markov assumption, and a state-space model is fitted to the data so that a (more or less artificial) state sequence \( \{x_1, \ldots, x_T\} \) (with the Markov property) can be (re)constructed. The reasons for using a state-space model may, at least, be twofold:

- The states bear a physical meaning (e.g., the position and speed of a vehicle) which is of interest.
- In the interest of making predictions, the states \( x_t \) provide a compact summary of all relevant history: rather than storing and processing all data \( y_1, \ldots, y_t \), it suffices to consider \( x_t \) for predicting the future observations \( y_{t+1}, \ldots \), provided that the Markov assumption for the states \( x_t \) holds.

A relevant question is whether a state-space model always exists, which accurately describes any data set recorded from the same process? The answer is no; several practically relevant counterexamples exist (e.g., Ljung and Glad 2004, Chapter 7) where the state space model is insufficient. Nevertheless, the state-space model has proven a practically useful model for many cases.
3.2 Linear Gaussian state-space models

The perhaps most well-studied version of the state-space model is the linear state-space model with additive Gaussian noise,

\[
\begin{align*}
x_{t+1} &= Ax_t + Bu_t + w_t, & w_t &\sim \mathcal{N}(0, Q), \\
y_t &= Cx_t + Du_t + e_t, & e_t &\sim \mathcal{N}(0, R).
\end{align*}
\]

(3.3a) (3.3b)

Here, \(A, B, C, D, Q\) and \(R\) are matrices of appropriate sizes, and \(w_t\) and \(e_t\) are stochastic noise, i.i.d. with respect to time. In (3.3) we have deviated from the probabilistic notation, and also included an exogenous input signal \(u_t\), in order to conform with the standard notation in the system identification literature.

Entire books (e.g., Kailath 1980; Rugh 1993) have been written on models of the type (3.3) and its almost equivalent alternative formulation as a transfer function. We make no attempt on covering that literature here.

The linear Gaussian state-space model (3.3) has the advantage that many inference problems can be carried out relatively easy, if not on closed form at least with relatively efficient algorithms. The downside, however, is its limited expressiveness (even though it has turned out to be very useful, judging from its widespread use) compared to the much more general model (3.2).

A popular compromise between the expressiveness of the nonlinear state-space model and the analytical tractability of the linear Gaussian state-space model is to keep the linear state transition (i.e., \(x_{t+1} = Ax_t + Bu_t + w_t\)), but also append (3.3) with some nonlinear feature. Two such examples, which we will discuss in the next sections, are the jump-Markov linear state-space models, and the Wiener and Hammerstein models.

3.3 Jump-Markov linear state-space models

To obtain an expressiveness beyond the linear state-space model (3.3), the jump-Markov linear state-space model augments (3.3) with another Markov process (in addition to \(x_t\)), namely the mode sequence \(s_{t-1}, s_t, s_{t+1}, \ldots\). The sequence takes values on the finite discrete space \(\{1, 2, \ldots, K\}\), and is defined via its transitions probabilities

\[
p(s_{t+1} | s_t) = \pi_{s_t, s_{t+1}}.
\]

(3.4a)

One linear state-space model belongs to each mode (all with the same state dimensions \(n_x\)), whose corresponding matrices we denote by a subscript. Conditioned on the mode sequence, the states evolve as (cf. (3.3))

\[
\begin{align*}
x_{t+1} &= A_{s_t}x_t + B_{s_t}u_t + w_t, & w_t &\sim \mathcal{N}(0, Q_{s_t}), \\
y_t &= C_{s_t}x_t + D_{s_t}u_t + e_t, & e_t &\sim \mathcal{N}(0, R_{s_t}).
\end{align*}
\]

(3.4b) (3.4c)
Clearly, (3.4) is a more general model than (3.3) (if \( k > 1 \)), but it is still just a special case of the general state-space model (3.2). Paper V develops a particular inference algorithm tailored for models on the form (3.4).

Various versions of jumping/switching linear models are present in the literature, of which (3.4) is one.

### 3.4 Wiener and Hammerstein models

Another common extension of (3.3) is the Wiener and Hammerstein models. The models are named after Norbert Wiener (1958) and Adolf Hammerstein (1930), respectively. These models preserve the linear dynamics of (3.3), but add a nonlinear transformation \( h(\cdot) \) at either the input or the output, as

\[
\begin{align*}
    x_{t+1} &= Ax_t + h(u_t) + w_t, & \quad w_t &\sim \mathcal{N}(0, Q), \\
    y_t &= Cx_t + Du_t + e_t, & \quad e_t &\sim \mathcal{N}(0, R).
\end{align*}
\]

(3.5a) (3.5b)

for the Hammerstein model, and

\[
\begin{align*}
    x_{t+1} &= Ax_t + Bu_t + w_t, & \quad w_t &\sim \mathcal{N}(0, Q), \\
    y_t &= h(x_t, u_t) + e_t, & \quad e_t &\sim \mathcal{N}(0, R).
\end{align*}
\]

(3.6a) (3.6b)

for the Wiener model. In both models, \( h(\cdot) \) is some nonlinear function \( h : \mathbb{R}^{n_u} \mapsto \mathbb{R}^{n_u} \) or \( h : \mathbb{R}^{nx\times n_u} \mapsto \mathbb{R}^{n_y} \), respectively.

Both the Wiener and the Hammerstein model have received much attention in the literature, perhaps due to their versatility while still avoiding nonlinear dynamics à la (3.2a) – a showstopper for many inference methods. The Wiener and the Hammerstein models lay the foundation of the block oriented system identification (Giri and Bai 2010; Schoukens et al. 2003), and the Wiener structure has also gained recent interest in the machine learning literature (Johnson et al. 2016). A reason for the usefulness of the Wiener model can perhaps be found in that a broad class of nonlinear state-space models can be well approximated by a Wiener model with a finite, however sometimes large, dimension \( n_x \) (Boyd and Chua 1985).

### 3.5 Statistical inference in state-space models

Due to the particular Markov structure of the state-space model (3.2), most inference problems in state-space models take a particular form. We give an introduction here, and Paper I, II, III and V are all concerned with particular aspects of inference in state-space models.
3.5.1 Quantities to infer: states and model parameters

When we discussed inference in Chapter 2, we talked about parameters \( \theta \), referring to some unknown numerical quantities in the model that remains to be determined using observed data \( \{y_1, \ldots, y_T\} \) (and also inputs \( \{u_1, \ldots, u_T\} \) if applicable). It has, however, not yet been said what \( \theta \) correspond to in the state-space model: By construction, the states \( x_t \) are not observed and might be of interest to infer, but there might also be unknown quantities in the model itself, i.e., \( f(\cdot | \cdot) \) and \( g(\cdot | \cdot) \) might be parameterized by some unknown model parameters \( \theta \) as \( f_\theta(\cdot | \cdot) \) and \( g_\theta(\cdot | \cdot) \).

There is no inherent difference between the states \( x_t \) and the model parameters \( \theta \) from an inference perspective: they are both unknown quantities in the state-space model. However, depending on the user’s case, different inference problems may be relevant. We will consider two alternative cases:

(i) The state-space model (i.e., \( f(\cdot | \cdot) \) and \( g(\cdot | \cdot) \) in (3.2)) is completely known, and only the state sequence \( \{x_1, \ldots, x_T\} \) remains to be determined. We refer to this problem as state inference, a problem typically appearing if the model is derived from first principles, implying that the states bear a physical meaning (e.g., the position and velocity of a vehicle).

(ii) Only limited knowledge about the state-space model is present, and we have to infer a set of unknown model parameters \( \theta \) (the states are not available either\(^1\)). We refer to this case as model parameter inference, typically occurring if the physical insight about the real process (from which the data is recorded) is limited.

It should be noted that while the model parameters \( \theta \) typically are of a rather low dimension (say\(^2\), 1-20), the entire state sequence \( \{x_1, \ldots, x_T\} \) is of dimension \( T \cdot n_x \), where \( T > 100000 \) is not unrealistic. For this reason, the state and the model parameter inference algorithms will have to be designed differently, in order to gain computationally feasible algorithms.

The model parameter inference problem contains a spectrum of settings, ranging from inference of a single parameter value to determining the entire functional forms of \( f(\cdot | \cdot) \) or \( g(\cdot | \cdot) \). In this thesis, Paper V represent the former problem (in particular, inference of the numerical values in (3.4)), whereas paper I deals with the latter case where no parametric form of \( f(\cdot | \cdot) \) nor \( g(\cdot | \cdot) \) is known a priori. A very well studied case is inference of the matrices \( A, B, C, D, Q, R \) in (3.3), referred to as linear system identification (Ljung 1999; Söderström and Stoica 1989).

We assume the state dimension \( n_x \) is known. Inference concerning \( n_x \) is another problem, not considered in this thesis.

---

\(^1\)For this reason, the case (i) can be seen as a subproblem of (ii).

\(^2\)We will explore much larger cases in Paper I.
3.5.2 A Bayesian approach or point estimates?

Given the two inference problems in the state-space model, state and model parameter inference respectively, we now turn to the next question: what inference paradigm to use, the Bayesian or the point estimation approach?

The inference approach for the model parameter may vary with the amount of data, properties of the model, intended use, etc., as discussed in Section 2.4. The point estimation approach has historically been favored (e.g., Ljung 1999; Söderström and Stoica 1989), but a discussion in favor of the Bayesian approach is given by Peterka (1981). If the dimension of \( \theta \) is low, a large amount of data is available (\( T \) is large), and \( \theta \) is identifiable (Söderström and Stoica 1989, Section 6.4), the maximum likelihood and the Bayesian solution can often be expected to provide similar results in practice (cf. Section 2.4). Also other point estimates than maximum likelihood are popular in the literature, such as the one minimizing the simulation error of the model.

For the state inference problem (i.e., finding \( x_{1:T} \) when given \( y_{1:T} \) and \( \theta \)), we may once again refer back to the discussion in Section 2.4, and note that the problem is of the peculiar form that with more data (i.e., larger \( T \)), the dimension of the state sequence \( \{x_1, \ldots, x_T\} \) also grows. Thus, the argument from Section 2.4 about concentration of the posterior towards a point as the data record grows is not applicable\(^3\), and we should for this reason be cautious about applying a point estimation approach: we may ignore important uncertainty information if we do so. Perhaps for this reason, the state inference problem is almost exclusively approached by the Bayesian paradigm in the literature, which we will review now.

Bayesian filtering

To alleviate the notation, we will use the shorthand symbol \( x_{1:t} \triangleq \{x_1, \ldots, x_t\} \), and similar for \( y_{1:t} \). The state inference in the Bayesian paradigm can be written (2.4) as

\[
p(x_{1:T} | y_{1:T}) = \frac{p(y_{1:T} | x_{1:T})p(x_{1:T})}{p(y_{1:T})}.
\]

We may interpret this as (3.2a) providing the prior for the states \( p(x_{1:T}) = \prod_{t=1}^{T-1} f(x_{t+1} | x_t) \), and (3.2b) giving the model\(^4\) for the data as \( p(y_{1:T} | x_{1:T}) = \prod_{t=1}^{T} g(y_t | x_t) \). In a computational perspective, however, (3.7) is of very limited use. Instead the recursion (see, e.g., Särkkä 2013)

\[
p(x_t | y_{1:t}) = \frac{1}{p(y_t | y_{1:t-1})} g(y_t | x_t) \int f(x_t | x_{t-1})p(x_{t-1} | y_{1:t-1})dx_{t-1}
\]

\(^3\)From a time-series perspective, we may use the argument that a data point \( y_t \) does not necessarily provide more information about the state \( x_T \) if \( t \gg \tau \) or \( t \ll \tau \).

\(^4\)For consistency, we should thus refer to (3.2b) as the model and (3.2a) as the prior. Maximum likelihood estimation of some unknown parameters \( \theta \) in \( f(\cdot | \cdot) \) should then be termed empirical Bayes. Such a terminology would perhaps provide some additional insight, but would probably cause more confusion than clarity in the end.
has proven useful for computing the (marginal) posterior distributions \( p(x_t \mid y_{1:t}) \). The denominator in (3.8) only serves the purpose of normalization (and may in some computational schemes be omitted), and the remaining quantities are known. The Kalman filter (below) as well as the particle filter (Chapter 5) are direct implementations of (3.8). We will refer to (3.8) as the Bayesian filtering recursion, a name commonly used\(^5\). The term filtering refers to the distributions \( p(x_1 \mid y_1) \), \( p(x_2 \mid y_{1:2}) \), \( \ldots \), \( p(x_T \mid y_{1:T}) \), as opposed to the (marginal) smoothing distributions \( p(x_1 \mid y_{1:T}) \), \( p(x_2 \mid y_{1:T}) \), \( \ldots \), \( p(x_T \mid y_{1:T}) \) (note the different conditioning). For computing the smoothing distributions, there is a variety of popular recursions used, for which we refer to the literature (see, e.g., Lindsten and Schön 2013; Särkkä 2013 for an overview) and Paper III.

The Kalman filter

Without doubt, the most popular implementation of the Bayesian filtering recursion is the Kalman filter, named after Rudolf Kálmán (1960). The Kalman filter is nothing but (3.8) written down for the special case of the linear Gaussian state-space model\(^6\) (3.3). We refer to, e.g., Peterka (1981) and Schön and Lindsten (2011) for the derivation and the final equations.

The Kalman filter is often applied also to more general state-space models not exactly on the linear Gaussian form (3.3), due to its relative simplicity. Often modifications are made to approximately handle more general formulations than (3.3), e.g., the extended Kalman filter, the unscented Kalman filter, etc. (Särkkä 2013).

The likelihood for the state space model

We also introduce the likelihood for \( y_{1:T} \) given \( \theta \), i.e., \( p(y_{1:T} \mid \theta) \). When we later, in Chapter 5 will discuss numerical methods for model parameter inference, this expression will be at the center of attention.

\[
p(y_{1:T} \mid \theta) = \prod_{t=1}^{T} p(y_t \mid y_{1:t-1}, \theta) = \prod_{t=1}^{T} \int p(y_t \mid x_{t-1}, \theta)p(x_{t-1} \mid y_{1:t-1}, \theta)dx_{t-1},
\]

(3.9)

where we have factorized the expression in such a way that we can see that finding \( p(x_t \mid y_{1:t}) \) might help in computing \( p(y_{1:T} \mid \theta) \). Thus, solving the state inference problem in the Bayesian paradigm, i.e., finding \( p(x_t \mid y_{1:t}) \), may help also when a maximum likelihood estimate of \( \theta \) is sought!

---

\(^5\) The Bayesian filtering recursion is commonly also named ‘optimal’ filtering, where ‘optimal’ only reflects that it is the Bayesian solution.

\(^6\) The Kalman can alternatively also be derived as the optimal (in mean-square-error sense) linear estimator for a more wide class than (3.3).
4

Gaussian processes

The Gaussian process (GP) defines a probability distribution over functions $f$, and is commonly used as a probabilistic model of functions. The GP is tightly connected with the Bayesian paradigm, and *conditioning on data* $y$, i.e., updating the prior $p(f)$ into the posterior $p(f | y)$, will be our most common usage of the GP model.

The GP is a so-called *nonparametric* model, in that it does not rely on a finite set of parameters $\theta$. A parametric model involves a set of parameters $\theta$ acting as a ‘mid-layer’ between the data and the posterior over $f$, and finding the latter amount to first infer $p(\theta | y)$ and then $p(f | y) = \int p(f | \theta)p(\theta | y)d\theta$ (cf. (2.6)). In a nonparametric model, however, the distribution $p(f | y)$ is computed directly without (explicitly) involving any parameters $\theta$. One may alternatively understand this as the data (in a nonparametric model) takes the role of the parameters (in a parametric model). The main advantage of a nonparametric model is perhaps that there is no upper limit on ‘how much information the model can contain’, since there is no a priori limit on the data record size.

4.1 Introducing the Gaussian process

The nonparametric GP can be understood as a limit of the $k$-dimensional multivariate Gaussian distribution as $k$ tends to infinity. We will try to follow the intuition behind this limit, in order to develop an understanding for the connections between the Gaussian distribution and the GP. All technical details can be found in the literature (MacKay 1998; Rasmussen and Williams 2006).
4.1. Introducing the Gaussian process

(a). A two-dimensional Gaussian distribution for the random variables $f_1$ and $f_2$, with a blue surface plot for the density, and the marginal distribution for each component sketched using dashed blue lines along each axis. Note that the marginal distributions do not contain all information about the distribution of $f_1$ and $f_2$, since the covariance information is lacking in that representation.

(b). The conditional distribution of $f_1$ (green line), when $f_2$ is observed (orange dot). The conditional distribution of $f_1$ is given by (4.3), which (apart from a normalizing constant) in this graphical representation also is the green ‘slice’ of the joint distribution (blue surface). The marginals of the joint distribution from Figure 4.1a are kept for reference (blue dashed lines).

Figure 4.1. A two-dimensional multivariate Gaussian distribution for $f_1$ and $f_2$ in (a), and the conditional distribution for $f_1$, when a particular value of $f_2$ is observed, in (b).

The density for the $k$-dimensional multivariate Gaussian distribution is

$$
\mathcal{N} \left( \vec{f}; \mu, \Sigma \right) = (2\pi)^{-\frac{k}{2}} \det(\Sigma)^{-\frac{1}{2}} \exp \left( -\frac{1}{2} (\vec{f} - \mu)^T \Sigma^{-1} (\vec{f} - \mu) \right),
$$

where $\vec{f} = [f_1 \cdots f_k]^T$ is a $k$-dimensional vector with random scalar elements $f_1, \cdots, f_k$, $\mu \in \mathbb{R}^k$ is the mean, and $\Sigma \in \mathbb{R}^{k \times k}$ is the (positive semidefinite) covariance matrix, which means that it has $k + \frac{k(k+1)}{2}$ parameters. In the limit $k \to \infty$, the number of parameters tends to infinity, which can be understood as the transition from the parametric Gaussian distribution to the nonparametric GP.
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Figure 4.2. The marginals of the distributions in Figure 4.1, here plotted slightly differently. Note that this more compact plot comes with the cost of missing the information about the covariance between \( f_1 \) and \( f_2 \).

Considering the Gaussian distribution (4.1), we can partition \( \bar{f} \) into \( \begin{bmatrix} \bar{f}_1^T & \bar{f}_2^T \end{bmatrix}^T \), and \( \mu \) and \( \Sigma \) similarly, and then write

$$ p \left( \begin{bmatrix} \bar{f}_1 \\ \bar{f}_2 \end{bmatrix} \right) = \mathcal{N} \left( \begin{bmatrix} \bar{f}_1 \\ \bar{f}_2 \end{bmatrix} ; \begin{bmatrix} \mu_1 \\ \mu_2 \end{bmatrix}, \begin{bmatrix} \Sigma_{11} & \Sigma_{12} \\ \Sigma_{21} & \Sigma_{22} \end{bmatrix} \right). \quad (4.2) $$

If some elements of \( \bar{f} \), let us say the ones in \( \bar{f}_2 \), are observed, the conditional distribution for \( \bar{f}_1 \) given the observation of \( \bar{f}_2 \) is

$$ p \left( \bar{f}_1 \mid \bar{f}_2 \right) = \mathcal{N} \left( \bar{f}_1; \mu_1 + \Sigma_{12} \Sigma_{22}^{-1} (\bar{f}_2 - \mu_2), \Sigma_{11} - \Sigma_{12} \Sigma_{22}^{-1} \Sigma_{21} \right). \quad (4.3) $$

The conditional distribution is nothing but another Gaussian distribution with closed-form expressions for the mean and covariance. This is particularly useful.

Figure 4.1 shows a 2-dimensional example where a multivariate Gaussian distribution is conditioned on data. In Figure 4.2, we have now plotted the marginal distributions from Figure 4.1, to prepare for the generalization to GP. It is also straightforward to plot a 6-dimensional multivariate Gaussian distribution by its marginals, akin to Figure 4.2, as we do in Figure 4.3. Bear in mind that to fully illustrate the joint distribution for \( f_1, \ldots, f_6 \), a 6-dimensional surface plot would be needed, whereas Figure 4.3a only contains the marginal distributions for each component. As earlier, we may also condition the 6-dimensional distribution underlying Figure 4.3a on an observation of, e.g., \( f_4 \). Once again, the conditional distribution is another Gaussian distribution, and the marginals of the 5-dimensional distribution are plotted in Figure 4.3b.

In Figure 4.2 and 4.3, we had a distribution over a finite set of discrete points. If we were to study a phenomenon taking values on a finite set of discrete points, like...
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Figure 4.3. A 6-dimensional Gaussian distribution, illustrated akin to Figure 4.2.

{1, 2, 3, 4, 5, 6} in Figure 4.3, we could use this as a probabilistic model. However, our aim is the GP, a probabilistic model for functions on a continuous space.

The extension of the Gaussian distribution (defined on a finite set) to the GP (defined on a continuous space) is achieved by replacing the index set \{1, 2, 3, 4, 5, 6\} in Figure 4.3 by a parameter \( x \) taking values on the continuous real line. In the Gaussian distribution, \( \mu \) is a vector with \( k \) components (e.g., \( \mu \in \mathbb{R}^2 \) in Figure 4.2, and \( \mu \in \mathbb{R}^6 \) in Figure 4.3), and similarly for the covariance matrices. In the GP, we replace \( \mu \) by a mean \( \mu(x) \) parameterized by \( x \), and the covariance matrix \( \Sigma \) by a covariance function \( \kappa(x, x') \) parameterized by \( x \) and \( x' \). The GP is then defined in the following way:

**Definition (the Gaussian process).** Let \( \{x_1, \ldots, x_n\} \) be any set of points for which \( \mu(x_i) \) and \( \kappa(x_i, x_j) \) are defined. Then,

\[
p \left( \begin{bmatrix} f(x_1) \\ \vdots \\ f(x_n) \end{bmatrix} \right) = \mathcal{N} \left( \begin{bmatrix} \mu(x_1) \\ \vdots \\ \mu(x_n) \end{bmatrix}, \begin{bmatrix} \kappa(x_1, x_1) & \cdots & \kappa(x_1, x_n) \\ \vdots & \ddots & \vdots \\ \kappa(x_n, x_1) & \cdots & \kappa(x_n, x_n) \end{bmatrix} \right). \tag{4.4} \]

That is, for any choice of \( \{x_1, \ldots, x_n\} \), we have a multivariate Gaussian distribution, just like the one in Figure 4.3. Since \( \{x_1, \ldots, x_n\} \) can be chosen arbitrarily on the continuous line, this implicitly defines a distribution for all points on that line. Of course, for this definition to make sense, \( \kappa(\cdot, \cdot) \) has to be such that a positive semidefinite covariance matrix is obtained for any choice of \( \{x_1, \ldots, x_n\} \).

If we want to plot the GP, which we will do in Figure 4.4, we may choose \( \{x_1, \ldots, x_n\} \) to correspond to the pixels on the screen or the printer dots on the paper, so that it appears as a continuous line to the eye (despite that we actually can access the distribution only in a finite, however arbitrary, set of points). We will use the notation

\[
f \sim \mathcal{GP}(\mu(\cdot), \kappa(\cdot, \cdot)) \tag{4.5} \]
to express this assumption, i.e., \( f \) is distributed according to a GP with mean function \( \mu(\cdot) \) and covariance function \( \kappa(\cdot, \cdot) \).

The perhaps most interesting procedure is the calculation of the conditional distribution given some observations \( \{ f(x^d_1), \ldots, f(x^d_m) \} \), the GP counterpart to Figure 4.1b, 4.2b and 4.3b. We start by introducing the following more compact notation,

\[
x^* \triangleq \begin{bmatrix} x^*_1 \\ \vdots \\ x^*_n \end{bmatrix}, \quad K^{**} \triangleq \begin{bmatrix} \kappa(x^*_1, x^*_1) & \cdots & \kappa(x^*_1, x^*_n) \\ \vdots & \ddots & \vdots \\ \kappa(x^*_n, x^*_1) & \cdots & \kappa(x^*_n, x^*_n) \end{bmatrix}, \quad (4.6a)
\]

\[
 x^d \triangleq \begin{bmatrix} x^d_1 \\ \vdots \\ x^d_m \end{bmatrix}, \quad K^{dd} \triangleq \begin{bmatrix} \kappa(x^d_1, x^d_1) & \cdots & \kappa(x^d_1, x^d_m) \\ \vdots & \ddots & \vdots \\ \kappa(x^d_m, x^d_1) & \cdots & \kappa(x^d_m, x^d_m) \end{bmatrix}, \quad (4.6b)
\]

\[
 K^{*d} \triangleq \begin{bmatrix} \kappa(x^*_1, x^d_1) & \cdots & \kappa(x^*_1, x^d_m) \\ \vdots & \ddots & \vdots \\ \kappa(x^*_n, x^d_1) & \cdots & \kappa(x^*_n, x^d_m) \end{bmatrix} = (K^{d*})^T. \quad (4.6c)
\]

We can use this notation and the definition to write the joint distribution between the values \( f(x^d) \) in the points \( x^d \), and the value \( f(x^*) \) in some other points \( x^* \) as

\[
 p\left( \begin{bmatrix} f(x^*) \\ f(x^d) \end{bmatrix} \right) = \mathcal{N}\left( \begin{bmatrix} f(x^*) \\ f(x^d) \end{bmatrix}; \begin{bmatrix} \mu(x^*) \\ \mu(x^d) \end{bmatrix}, \begin{bmatrix} K^{**} & K^{*d} \\ K^{d*} & K^{dd} \end{bmatrix} \right). \quad (4.7)
\]

Now, as we have observed \( f(x^d) \), we can express the distribution for \( f(x^*) \) conditional on the observations as

\[
 p\left( f(x^*) \mid f(x^d) \right) = \mathcal{N}\left( f(x^*); \mu(x^*) + K^{*d}(K^{dd})^{-1}(f(x^d) - \mu(x^d)), K^{**} - K^{*d}(K^{dd})^{-1}K^{d*} \right), \quad (4.8)
\]
i.e., again nothing but another multivariate Gaussian distribution for any finite set \( x^* \).

We illustrate this by Figure 4.4.

The GP, and in particular (4.8), now provides a way to probabilistically inter- and extrapolate observations under the assumption that the observations are drawn from a Gaussian process. In most practical cases this assumption is most likely not true, but it has nevertheless proven to be a useful model. The typical use of the GP as a modeling tool is illustrated in Figure 4.4.
4.2 Choosing noise density, mean and covariance functions

We have in the previous section assumed the existence of a mean \( \mu(\cdot) \) and covariance function
\[ \kappa(\cdot, \cdot). \] When using the GP to model data, these functions somehow have to be chosen by the user. If there is detailed domain knowledge present, it can be incorporated into the covariance function: one such example is Wahlström et al. (2013), where the magnetic field is modeled using a GP covariance function tailored to obey Maxwell’s equations. In many situations, however, such detailed knowledge is not present, and one has to make a less informed choice of covariance function \( \kappa(\cdot, \cdot) \). Two common choices are the exponentiated quadratic and the Matérn class.

---

1. The covariance function is often referred to as a kernel in the literature. We refrain from that terminology here to avoid confusion with the MCMC kernel in the next chapter.

of covariance functions; their expressions are found in Table 4.1, and their properties have been widely discussed in the literature (e.g., Rasmussen and Williams 2006, Section 4.2) and will not be repeated here. There are also ways to combine different covariance functions into new ones, creating, e.g., periodic covariance functions (Rasmussen and Williams 2006, Section 4.2.4; Duvenaud et al. 2013). A standard terminology is that if \( \kappa(x, x') \) is a function of only \( x - x' \), it is referred to as \textit{stationary}, and if only a function of \( ||x - x'|| \), \textit{isotropic}.

A common choice for the mean function is \( \mu(x) = 0 \), which at a first glance may seem very restrictive. However, already by inspection of (4.8) or Figure 4.4b, it is clear that the posterior mean (i.e., conditional on data) may be non-zero even though the prior is 0. In fact, \( \mu(x) = 0 \) appears to work well in many situations.

In addition to a mean and covariance function, also a third function can be introduced: if \( f(x^d) \) is not observed directly, but corrupted by some additive noise \( \varepsilon \), as \( y^d = f(x^d) + \varepsilon \), the distribution for \( \varepsilon \) also has to be modeled. In effect, the noise model determines how much the observed data should be ‘trusted’. If the noise model is chosen as a Gaussian distribution, it can be incorporated into the covariance function, and (4.8) is still valid. Other alternatives are possible, but gives no closed-form expressions à la (4.8). All functions discussed here, including some typical examples, are summarized in Table 4.1.
### 4.3 Hyperparameter inference

Most mean functions, covariance functions, and noise distributions contains some parameters, such as the length scale parameter $\ell$ in the exponentiated quadratic covariance function, or the noise variance $\sigma_n^2$ in the Gaussian distributed noise model. We will refer to these as hyperparameters, denoted by $\eta$. The hyperparameters are often interpretable (such as length scale or noise level, Rasmussen and Williams 2006, Section 2.3), but due to ignorance (such as limited physical insight) when using the GP as a model, the hyperparameters might effectively be unknown.

As discussed in the inference chapter in Section 2.5.3, there are two common alternatives for how to deal with unknown hyperparameters: namely empirical Bayes or hyperpriors.

#### 4.3.1 Empirical Bayes: Finding a point estimate $\hat{\eta}$

The empirical Bayes approach can be applied to find a point estimate $\hat{\eta}$ of $\eta$, by maximizing the marginal likelihood\(^3\)

$$p(y^d | \eta) = \mathcal{N} \left( y^d ; \mu_\eta(x^d), K_\eta^{dd} \right), \quad (4.9)$$

where we have added the subscript $\eta$ to stress the dependence on the hyperparameters. Note that (4.9) is nothing but a multivariate Gaussian distribution. Due to the way $\eta$ enters into the problem, this is typically a highly non-convex problem,

\(^3\)The convention to name (4.9) marginal likelihood is because of the following: In a parametric model, the likelihood is $p(y | \theta)$, whereas $p(y | \eta)$ is its marginal with respect to $\theta$: $p(y | \eta) = \int p(y | \eta)p(\theta | \eta)d\theta$. 

<table>
<thead>
<tr>
<th>Function</th>
<th>Meaning</th>
<th>Limitations</th>
<th>Examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean $\mu(x)$</td>
<td>Prior assumption about mean</td>
<td>-</td>
<td>$C$ (constant) $a \cdot x$ (linear)</td>
</tr>
<tr>
<td>Covariance $\kappa(x,x')$</td>
<td>Assumption on how tightly bounded two $x$-values are</td>
<td>Must be positive semidefinite</td>
<td>$\exp \left( -\frac{|x-x'|^2}{2\ell^2} \right)$ (exponentiated quadratic) $\frac{2^{1-v}}{\Gamma(v)} \left( \frac{\sqrt{2\pi} |x-x'|}{\ell} \right)^v K_v \left( \frac{\sqrt{2\pi} |x-x'|}{\ell} \right)$ (Matérn class)</td>
</tr>
<tr>
<td>Observation noise</td>
<td>Assumption about noise level in observed data</td>
<td>Analytically tractable only if Gaussian distribution</td>
<td>$\epsilon = 0$ (noiseless) $\mathcal{N}(\epsilon; 0, \sigma_n^2)$ (Gaussian distribution)</td>
</tr>
</tbody>
</table>

Table 4.1. A summary and some examples of functions involved in the GP model.
calling for numerical optimization tools. The major benefit with the point estimate is indeed that a single numerical value \( \tilde{\eta} \) is obtained, which is easy to use in, e.g., prediction

\[
p(y^*|y^d, \tilde{\eta}) = \mathcal{N} \left( y^*; \mu_{\tilde{\eta}}(x^*) + K_{\tilde{\eta}}^{*d} \left( K_{\tilde{\eta}}^{dd} \right)^{-1} \left( y^d - \mu_{\tilde{\eta}}(x^d) \right), K_{\tilde{\eta}}^{**} - K_{\tilde{\eta}}^{*d} (K_{\tilde{\eta}}^{dd})^{-1} K_{\tilde{\eta}}^{d*} \right),
\]

(4.10)

a lengthy but computationally tractable expression. That a single numerical value for the hyperparameters is chosen is however also a major drawback of the approach. In many cases the ‘landscape’ of (4.9) is widespread and multimodal, which makes the optimization very hard, and the global optimum sensitive to small changes in data \( y^d \). A further discussion with examples is found in Paper IV.

### 4.3.2 Hyperpriors: Marginalizing out \( \eta \)

The alternative approach to a point estimate is the Bayesian approach with hyperpriors. This approach amounts to inferring the posterior distribution \( p(\eta|y^d) \propto p(y^d|\eta)p(\eta) \), and use this posterior distribution rather than a point estimate in subsequent tasks, such as prediction

\[
p(y^*|y^d) = \int \mathcal{N} \left( y^*; \mu_\eta(x^*) + K_\eta^{*d} \left( K_\eta^{dd} \right)^{-1} \left( y^d - \mu_\eta(x^d) \right), K_\eta^{**} - K_\eta^{*d} (K_\eta^{dd})^{-1} K_\eta^{d*} \right) p(\eta|y^d) \, d\eta.
\]

(4.11)

Because of the integral over \( \eta \) in (4.11), we will also refer to this approach as marginalization: the integrand of (4.11) is \( p(y^*, \eta|y^d) \), and the integral computes the marginal distribution \( p(y^*|y^d) \). However, the marginalization (4.11) is in general not analytically tractable, in contrast to the prediction with a point estimate (4.10). Typically not even the posterior distribution \( p(\eta|y^d) \) itself is tractable, which perhaps is the major drawback of this approach.

A numerical solution for this is to draw Monte Carlo samples from \( p(\eta|y^d) \), and then approximate the integral in (4.11) with a sum over these samples. One method for acquiring such samples is presented in Paper IV.

### 4.4 Computational aspects

The computational load of (4.8), the main workhorse of the GP model, is governed by the matrix inversion of \( K^{dd} \), an operation essentially of complexity \( \mathcal{O}(m^3) \). Thus, the computational complexity of the GP grows with data in a rather unfavorable way, which may prohibit its use in many applications. A rich literature on approximations is therefore available, e.g., Chalupka et al. (2013); Rasmussen and Williams (2006, Chapter 8) and Snelson (2007). In particular, we will make use of the approximation proposed by Solin and Särkkä (2014b) in Paper I.
Essentially, all approximative methods amount to create a lower-dimensional representation of the data. The lower-dimensional representation resembles a parameter $\theta$. A naïve but illustrative such approximation method is the ‘subset of data’ method, where only a subset of all data $y$ (chosen either randomly or in a more systematic way) is considered. If the subset is of size $p < m$, the computational load of the GP reduces from $O(m^3)$ to $O(p^3)$.

### 4.5 Two remarks

The GP provides a widely used and perhaps intuitively appealing model for nonlinear functions. In this section, we will make two remarks that are important to keep in mind when working with GP for modeling.

#### 4.5.1 A posterior variance independent of the observed function values?

The Gaussian process is a flexible model, as seen in, e.g., Figure 4.5. However, in its use with fixed hyperparameters $\eta_0$, it has the peculiarity that its variance is independent of the actually observed function values $f(x^d)$, for instance in the predictive variance in (4.8). This is nothing but a direct consequence of the prior assumption that the data was generated by a GP with the specified mean and covariance function with hyperparameters $\eta_0$. However, if the hyperparameters are not considered fixed, but inferred from data (either using empirical Bayes or by assuming hyperpriors and marginalizing them), the predictive variance depends on the observed function values, somewhat indirectly via the hyperparameter inference procedure.

#### 4.5.2 What is a typical sample of a GP?

The mean of the GP can be used to characterize the distribution. It is, however, important to remember that the mean is a very unlikely sample of the GP, just as 0 is a very unlikely sample of a $N(0, 1)$ distribution. Moreover does the GP also encode a smoothness assumption, which is not very clear in the plotting style of Figure 4.5: in Figure 4.6, 5 samples are drawn from these distributions, where it is clear that also the correlation (along the x-axis) contains important information in the GP distribution as well. This is essentially the same point as was made when we considered the 2-dimensional Gaussian distribution in Figure 4.1, and only plotted its marginal distributions in 4.2.

---

This point has its counterpart in the Kalman filter, Section 3.5.2, where also the predictive covariance is independent of the observed measurements. It is essentially the very same phenomenon, since the Kalman filter can be interpreted as a Gaussian process (Solín and Särkkä 2014a).
Figure 4.6. Five samples of the GP from Figure 4.5 (with a Matérn $\nu = 3/2$ covariance function). Note, in particular, that the samples are more wiggly than the mean function: a reminder that the blue shades do not contain all information, but is only the marginal distribution for each $x$ (cf. Figure 4.1 and 4.2).

4.6 Extensions and generalizations

4.6.1 Heteroscedasticity and non-stationarity

The standard GP framework, as discussed so far, allows for non-stationary problems (i.e., having properties depending explicitly on $x$) if (i) the noise level is independent of $x$ (homoscedastic), and (ii) a functional expression for the mean and covariance function is available. The extension of the GP framework beyond the limitations (i) and (ii) has received attention. Some work on the issue of heteroscedasticity, (i), (beyond the references in Rasmussen and Williams 2006), is Kersting et al. (2007) and Titsias and Lázaro-Gredilla (2011), and some recent work on (ii) is Heinonen et al. (2016) and Saul et al. (2016).

4.6.2 Student-$t$ processes

If there is no reason for choosing a particular covariance function, one alternative would be to marginalize over all covariance functions. Perhaps surprisingly, it turns out that this approach actually is analytically tractable, and yields the student-$t$ process. We refrain from the details here, but refer to Rasmussen and Williams (2006, Section 9.9) and Shah et al. (2014).

4.6.3 Dynamical GP models

The vanilla use of the GP model is typically to encode a smoothness assumption on $f(\cdot)$. However, the GP model can also be used to model more advanced dynamical behavior along the $x$-dimension in $f(x)$ (think of $x$ as, e.g., representing time). For such a use, it is of interest to understand the covariance function $\kappa(\cdot, \cdot)$ as a prior assumption about the dynamical behavior of $f(\cdot)$. Such a covariance function design, motivated by the physical notion of a ‘latent force’, is found in M. A. Alvarez et al.
(2009) and M. A. Alvarez et al. (2013), whereas Solin and Särkkä (2014a) focuses on the connection between \( \kappa(\cdot, \cdot) \) and a state-space model.

Another approach for dynamical modeling is the autoregressive GP, where \( y_t = f(y_{t-1}, \ldots, y_{t-k}) \) and \( f \sim \mathcal{GP} \) (see, e.g., Frigola-Alcayde 2015, Section 2.3 or Kocijan 2016 for an overview of such approaches).

4.6.4 Other nonparametric models

The GP is one member of the family of Bayesian nonparametric models, which also contains other nonparametric models, such as the Dirichlet process (Ferguson 1973). Some introductions to this topic are, e.g., Broderick (2016), Gershman and Blei (2012), and Hjort et al. (2010).

4.7 Gaussian-process state-space models

A relatively recent model is the GP state-space model,

\[
\begin{align*}
p(x_{t+1} | x_t) &= \mathcal{N} \left( x_{t+1}; f(x_t), Q \right), \quad f \sim \mathcal{GP} \left( \mu_f(\cdot), \kappa_f(\cdot, \cdot) \right), \\
p(y_t | x_t) &= \mathcal{N} \left( y_t; g(x_t), R \right), \quad g \sim \mathcal{GP} \left( \mu_g(\cdot), \kappa_g(\cdot, \cdot) \right),
\end{align*}
\] (4.12)

a combination of the GP and the state-space model. The somewhat cumbersome notation should simply be read as ‘\( x_{t+1} \) equals a GP of \( x_t \) plus Gaussian noise’, and similar for \( y_t \). The promising feature of the model is that it combines the non-parametric flexibility of a GP with the dynamical nature of the state space model, allowing for complex and highly nonlinear dynamical phenomena to be described by the model. Currently the best overview of the GP state-space model is probably found in the thesis by Frigola-Alcayde (2015).

Due to the somewhat entangled use of the GP in (4.12a), where the output of the GP, \( x_{t+1} \), is the input at the next time step, the inference problem becomes relatively hard. Frigola et al. (2013) proposed a conceptually interesting but computationally brutal solution, and the subsequent Frigola et al. (2014) and Paper I (and in particular, its predecessor Svensson et al. 2016) present further developments in different directions. Both brings the computational load for an example requiring about 10 hours by Frigola et al. (2013) down to only a few minutes.
Monte Carlo methods are a class of numerical methods named after the casino in the capital of Monaco (Figure 5.1). They originated in physics research with disputable purposes in the first half of the 20th century. An accessible introduction from that era, still well worth reading, is ‘The Monte Carlo method’ by Metropolis and Ulam (1949). Today, Monte Carlo methods are an established tool within many different scientific fields, and they are also present in the undergraduate education (Svensson 2016).

Monte Carlo methods are applicable in cases when an analysis of a mathematical model is not analytically tractable. There are also alternatives, such as the variational approach (Blei et al. 2016), where additional assumptions are imposed on the quantities of interest until the modified problem becomes analytically tractable. This thesis, however, focuses on the Monte Carlo approach.

We will in this chapter give an overview and introduction to sequential Monte Carlo (SMC) and Markov chain Monte Carlo (MCMC) in general, and their application to state-space models in particular.
5.1 The Monte Carlo idea

Consider a probability density $\pi(\cdot)$ over the space of a parameter $\theta$, that is defined in such a way that the analysis of interest (e.g., computing its variance) is not analytically tractable. The Monte Carlo idea is to approximately represent $\pi$ by random samples (an empirical measure). These samples are numerical values stored in the computer, which hopefully are easier to manipulate or analyze than the intractable distribution itself. The random samples should preferably be generated so that their properties with high probability resemble the properties of the distribution $\pi$.

We introduce the notation of $N$ weighted\(^1\) samples $\{\theta^{(i)}, w^{(i)}\}_{i=1}^{N}$. This collection of weighted samples is a Monte Carlo (or particle) approximation of the density $\pi$ if it holds that the empirical measure is ‘close’ to $\pi$, by which we mean

$$\frac{1}{\sum_{j=1}^{N} w^{(j)}} \sum_{i=1}^{N} w^{(i)} \mathbb{1}_{A}(\theta^{(i)}) \approx \int_{A} \pi(\theta) d\theta$$

(5.1)

for every measurable set $A$, with equality almost surely in the limit as $N \to \infty$. This is illustrated in Figure 5.2. If it is possible to draw samples from $\pi$ directly, one may simply draw $N$ such samples and set all weights to 1. If samples cannot be drawn from $\pi$ directly, there are other more involved alternatives, of which we will review some in this chapter.

For some methods, (5.1) does not only hold in the limit as $N \to \infty$, but also when taking the expectation over different realization of the Monte Carlo method itself as $\mathbb{E} \left[ \frac{1}{\sum_{j=1}^{N} w^{(j)}} \sum_{i=1}^{N} w^{(i)} \mathbb{1}_{A}(\theta^{(i)}) \right] = \int_{A} \pi(\theta) d\theta$ for a fixed $N$. This holds, e.g., for $p(y_{1:T} | \theta)$ but not for $p(x_{t} | y_{1:t}, \theta)$ when a particle filter has generated the samples.

\(^1\)Note that we use un-normalized weights throughout this chapter.
5.2 The bootstrap particle filter

As an example of a Monte Carlo-based algorithm, we start by introducing the popular particle filter. The origin of the particle filter is to be found in Gordon et al. (1993) and Stewart and McCarty (1992). It is a Monte Carlo implementation of the Bayesian filtering recursion (3.8) solving the state inference problem, i.e., inferring the filtering distributions \( p(x_1 \mid y_1, \vartheta), \ldots, p(x_T \mid y_1:T, \vartheta) \) (cf. the generic \( \pi \) in the previous section) in the state-space model, when the model parameters \( \vartheta \) are known. An animated beginner’s introduction to the particle filter is found in Svensson (2013), and there is a myriad of written introductions, e.g., Arulampalam et al. (2002), Gustafsson et al. (2002), Haykin and Freitas (2004), and Särkkä (2013). A good overview (but perhaps not a first introduction) is provided by Doucet and Johansen (2011).

The key idea of the particle filter is to propagate a set of \( N_x \) weighted particles \( \{x_t^{(i)}, w_t^{(i)}\}_{i=1}^{N_x} \) (samples of the state) along the time dimension \( t \), by propagating them from time \( t - 1 \) to the next time step \( t \) by drawing samples from \( f(\cdot \mid x_{t-1}^{(i)}) \) (3.2a), and adapt them to the measurements according to \( g(y_t \mid x_t^{(i)}) \) (3.2b). An important step in the implementation is also the resampling step, where (loosely speaking) particles with small weights are discarded and particles with large weights are duplicated. This is summarized in Algorithm 1, the so-called bootstrap\(^2\) particle filter.

---

\( ^2 \)The connection between the particle filter and the straps aimed for helping when putting on a pair of leather boots may seem rather weak. The history involves the saying ‘pull oneself up by one’s bootstraps’ (often, but probably falsely, attributed to the fictional character Baron Munchhausen by Raspe 1786), which is the background for the naming of the statistical idea ‘bootstrap’ (Efron 1979), which has a close connection to the resampling.
5.2. The bootstrap particle filter

**Algorithm 1:** Bootstrap particle filter

**Input:** State space model \( f(\cdot | \cdot), g(\cdot | \cdot), p(x_0) \), and data \( y_{1:T} \).

**Output:** Weighted samples \( \{ x_t^{(i)}, w_t^{(i)} \}_{i=1}^{N_x} \) from \( p(x_t | y_{1:t}, \theta) \) for \( t = 1, \ldots, T \).

1. Draw \( x_0^{(i)} \sim p(x_0) \) and set \( w_0^{(i)} = 1 \)
2. for \( t = 1 \) to \( T \) do
   3. Draw \( a_t^{(i)} \) with \( P(a_t^{(i)} = j) \propto w_{t-1}^{(j)} \) \quad (resampling, \( \approx \) \( P(x_{t-1} | y_{1:t-1}, \theta) \))
   4. Draw \( x_t^{(i)} \) from \( f(x_t | x_{t-1}^{(i)}) \) \quad (propagation, \( \approx \) \( p(x_t | y_{1:t-1}, \theta) \))
   5. Set \( w_t^{(i)} = g(y_t | x_t^{(i)}) \) \quad (weighting, \( \approx \) \( p(x_t | y_{1:t}, \theta) \))
3. end

All statements with \((i)\) are for \( i = 1, \ldots, N_x \). The notation \( \approx \) means that the weighted samples on the left hand side are approximately (in the meaning of (5.1)) the density on the right hand side.

### 5.2.1 Resampling

The resampling step ensures that computational resources are spent in the most interesting parts of the state-space, and that a situation where all but one particle eventually have zero weights is avoided. This can be seen as deciding a genealogy of the particles, i.e., how many descendants a certain particle will have, and which of the particle branches that will become extinct. (The genealogy analogue can be particularly helpful when considering the inference problem of the entire sequence \( x_{1:T} \); clearly, \( x_t \) is correlated with \( x_{t-1} \).) To obtain a consistent algorithm, the resampling scheme has to be constructed such that

\[
\mathbb{E} \left[ \text{# of descendants to } x_{t-1}^{(i)} \right] = \sum_{j=1}^{N_x} P(a_t^{(j)} = i) \propto w_{t-1}^{(i)}.
\] (5.2)

There are alternatives when it comes to designing a resampling algorithm that fulfills (5.2), see, e.g., Douc and Cappé (2005) and Murray et al. (2015) for overviews. It is also possible to design resampling schemes where the duplicated particles are not assigned unit weights, as is implicitly done in Algorithm 1, see, Paige et al. (2014) for an example.

In all non-trivial cases the resampling step is a stochastic procedure, which unfortunately also adds to the variance of the final estimates obtained from the particle filter. It is therefore common to perform the resampling only when needed, which is usually determined by monitoring the so-called effective sample size (ESS, Kong et al. 1994) \( \left( \frac{1}{N_x} \frac{\sum_{i=1}^{N_x} w_t^{(i)}}{\sum_{j=1}^{N_x} w_t^{(j)}} \right)^{-1} \), taking values between 1 and \( N_x \), and perform resampling only when the ESS falls below a certain threshold, e.g., \( N_x / 2 \). If an adaptive resampling scheme is used, a slight modification of the weight update in Algorithm 1 is needed.
5.2.2 Positive and unbiased estimates of $p(y_{1:T} \mid \theta)$

The particle filter was first used as a tool for solving the filtering problem in nonlinear state-space models, but it can also be used to estimate $p(y_{1:T} \mid \theta)$ (3.9) of the model. The estimate is created from the weights $w_t^{(i)}$ in Algorithm 1 as

$$
\hat{p}_{N_x}(y_{1:T} \mid \theta) = \prod_{t=1}^{T} \left( \frac{1}{N_x} \sum_{i=1}^{N_x} w_t^{(i)} \right),
$$

(5.3)

where we emphasize it is a Monte Carlo-based estimate based on $N_x$ particles in the notation. It can be shown (see, e.g., Appendix A) that (5.3) is an unbiased estimate of the data likelihood, i.e.,

$$
\mathbb{E}[\hat{p}_{N_x}(y_{1:T} \mid \theta)] = p(y_{1:T} \mid \theta).
$$

(5.4)

This claim is not asymptotic in $N_x$, but holds for any finite number $N_x \geq 1$ of particles. The expectation in (5.4) is over realizations of Algorithm 1 itself, i.e., the randomness involved in the propagation and resampling step. It further holds (as can be seen by inspection of (5.3)) that $\hat{p}(y_{1:T} \mid \theta) \geq 0$. This can, as we will see, be used in algorithms for inferring the model parameters $\theta$. We will also mention a few more theoretical properties about Algorithm 1 later in Section 5.4.4.

5.3 The Markov chain Monte Carlo sampler

Let us now leave the state-space model, and return to the general problem we formulated in Section 5.1, where we were interested in drawing conclusions about some analytically intractable distribution $\pi(\theta)$, typically a posterior $p(\theta \mid y)$. We can use the MCMC methodology to generate samples from $\pi$ if it is impossible to draw samples from $\pi$ directly, but we can evaluate $\pi$ pointwise (i.e., query the value of $\pi(\theta)$ for any $\theta$), at least up to proportionality. The MCMC sampler is an algorithm that stochastically explores the $\theta$-space, and thereby defines a stochastic process (a Markov chain) in that space. We denote the realization of the stochastic process, i.e., the outcome of one run of the algorithm, as $\{\theta^{(0)}, \theta^{(1)}, \ldots, \theta^{(K)}\}$. An MCMC sampler is designed such that $\{\theta^{(0)}, \theta^{(1)}, \ldots, \theta^{(K)}\}$ becomes an (unweighted) particle approximation of $\pi$ in the limit\(^3\) as $K \rightarrow \infty$.

\(^3\)The asymptotic behavior as $K \rightarrow \infty$ is (if the sampler fulfills certain conditions) independent of the initialization $\theta^{(0)}$, but in practice a so-called burn-in period of some length $K_b$ typically has to be considered, and the corresponding first $K_b$ samples discarded. For the performance in practice, it can be crucial to consider and analyze this transient behavior of the MCMC sampler. We will, however, not reflect any more on this, but refer to, e.g., Chapter 12 of Robert and Casella (2004).
5.3. The Markov chain Monte Carlo sampler

Algorithm 2: Markov chain Monte Carlo sampler

**Input:** A transition kernel $\mathcal{K}$ with stationary distribution $\pi$.

**Output:** Unweighted samples $\{\theta^{(k)}\}_{k=0}^{K}$ from (in the limit $K \to \infty$) $\pi$.

1. Draw $\theta^{(0)}$ arbitrarily
2. for $k = 1$ to $K$
   1. Draw $\theta^{(k)}$ from $\mathcal{K}(\theta | \theta^{(k-1)})$
3. end

Algorithm 3: Metropolis-Hastings transition kernel $\mathcal{K}$

**Input:** $\theta^{(k-1)}$

**Output:** $\theta^{(k)}$

1. Draw $\theta'$ from $q(\theta | \theta^{(k-1)})$ *A candidate for $\theta^{(k)}$*
2. Compute $\alpha = \min\left(\frac{\gamma(\theta') \cdot q(\theta^{(k-1)} | \theta')} {\gamma(\theta^{(k-1)}) \cdot q(\theta' | \theta^{(k-1)})}\right)$ *The acceptance probability*
3. Set $\theta^{(k)} = \begin{cases} 
\theta' & \text{with probability } \alpha \\
\theta^{(k-1)} & \text{with probability } 1 - \alpha 
\end{cases}$ *Decide if candidate is accepted or not*

We will briefly review the essential ideas of how to construct an MCMC sampler. A more complete treatment of the topic is found in, e.g., Tierney (1994), Andrieu et al. (2003), Robert and Casella (2004, Chapter 6) and Liang et al. (2010). The key ingredient in an MCMC algorithm is a transition kernel $\mathcal{K}(\cdot | \cdot)$ with a certain stationary distribution. A transition kernel is any function $\mathcal{K}(\cdot | \cdot)$ (where both arguments live in $\theta$-space) such that $\mathcal{K}(\cdot | \theta')$ is a probability density for every $\theta'$. A stationary distribution $\pi$ of $\mathcal{K}$ is such that $\mathcal{K}(\cdot | \pi) \equiv \pi(\cdot)$, where we use the shorthand notation $\mathcal{K}(\cdot | \pi) = \int \mathcal{K}(\cdot | \theta') \pi(\theta') d\theta'$. If $\mathcal{K}$ fulfills certain technical conditions, it can be applied in Algorithm 2 to produce samples from $\pi$ in the limit as $K \to \infty$. The conditions are essentially that $\mathcal{K}$ should not admit periodic cycles and that for any $\theta$ and $\theta'$, there should exist an $n$ such that $\mathcal{K}^n(\theta | \theta') > 0$ (where $\mathcal{K}^n$ denotes an $n$-fold iterative application of $\mathcal{K}$ to $\theta'$).

The transition kernel $\mathcal{K}$ in MCMC is often defined by an algorithm itself, rather than a closed form expression. There are two popular algorithms for designing $\mathcal{K}$, Metropolis-Hastings and Gibbs, which we will introduce next.

5.3.1 The Metropolis-Hastings kernel

The Metropolis-Hastings algorithm (named\(^4\) after Nicholas Metropolis et al. 1953 and Wilfred K. Hastings 1970) is a popular plug-in kernel, only requiring that $\pi$ can

\(^4\)It should, however, be remembered that the original article has 5 authors, and Metropolis happened to be the first one in the alphabetical ordering.
be evaluated pointwise up to proportionality as $\pi(\theta) = \gamma(\theta)/Z$. A proposal density $q(\cdot | \theta^{(k-1)})$ is also needed, from which samples of $\theta$ can be drawn, and is either symmetric ($q(\theta | \theta') = q(\theta' | \theta)$) or can be evaluated pointwise. The Metropolis-Hastings algorithm is outlined by Algorithm 3. The idea is to sample a candidate $\theta'$ from the proposal, and always (with an adjustment to account for bias caused by the proposal) accept the candidate as $x^{(k)}$ if $\pi(\theta') \geq \pi(\theta^{(k-1)})$. However, also if $\pi(\theta') < \pi(\theta^{(k-1)})$, the candidate may be accepted with a certain acceptance probability, designed in a way to create the right stationary distribution. If the support of proposal $q(\cdot | \theta^{(k-1)})$ covers the support of $\pi$, it can be proved (e.g., Robert and Casella 2004, Theorem 7.2) that $\pi$ is the stationary distribution of Algorithm 3, and it can be used in the MCMC sampler (Algorithm 2) to generate samples from $\pi$.

5.3.2 The Gibbs kernel

The Metropolis-Hastings algorithm has an element of rejection sampling, effectively a trial and error approach where a large fraction of the computational resources may be spent on computing $\gamma(\theta')$ for proposals that are never accepted. The Gibbs algorithm (named after Josiah Willard Gibbs, coined by S. Geman and D. Geman 1984) is an alternative kernel that does not suffer from this drawback, but produce samples that are always accepted (but may on the other hand suffer from a high autocorrelation). It requires, however, that $\theta$ can be partitioned as $\theta = \{\theta_1, \theta_2, \ldots, \theta_M\}$ (preferably with low cross-dependence between the partitions) such that it is possible to draw samples from $p(\theta_m | \theta \setminus \theta_m) = \frac{\pi(\theta)}{\int \pi(\theta)d\theta_m}$ for every partition $m$. Then, this sampling is iterated over all $m$, as summarized by Algorithm 4 for the case $M = 2$. The analysis for the Gibbs sampler is, however, rather intricate (see, e.g., Robert and Casella 2004, Chapter 9 and 10 and references therein), but the resulting Markov chain can under certain conditions be proven to fulfill the necessary conditions for producing samples of $\pi$ when used in the MCMC sampler (Algorithm 2) and $K \to \infty$.

It is also possible to construct combinations of the Metropolis-Hastings and Gibbs algorithm (Liang et al. 2010, Section 3.4; Müller 1991 and Robert and Casella 2004, Section 10.3), although care has to be taken in order not to change the stationary distribution (Dyk and Jiao 2014).
5.3.3 Convergence

The convergence of Algorithm 2 in the asymptotic case $K \to \infty$ follows, under some additional assumptions on $\mathcal{K}$, a central limit theorem. For a measurable test function $h(\theta)$, we may compare the true expectation $\mathbb{E}[h(\theta)]$ (when $\theta$ is distributed according to $\pi$) and the sample-based estimate of it $h_K(\{(\theta^{(k)})_{k=1}^K\}) = \frac{1}{K} \sum_{k=1}^K h(\theta^{(k)})$, as

$$\sqrt{K} \left( h_K(\{(\theta^{(k)})_{k=1}^K\}) - \mathbb{E}[h(\theta)] \right) \xrightarrow{d} \mathcal{N}(0, \sigma_{\text{MCMC}}^2(h, \pi))$$

(5.5)

where $\sigma_{\text{MCMC}}^2(h)$ is a bounded function of $h$ and $\pi$ (Tierney 1994, Theorem 4 and 5; Robert and Casella 2004, Theorem 6.65 and 6.67).

5.4 The Sequential Monte Carlo sampler

As discussed in Section 3.5.1, the state inference in a state-space model is a particular inference problem. Similarly, the particle filter can be seen as a particular instance of the more general sequential Monte Carlo (SMC) method. Other SMC-based methods are particle smoothers (see, e.g., Paper III or Lindsten and Schön 2013), for inferring the smoothing distribution $p(x_t | y_{1:T}, \theta)$ instead of the filtering distribution $p(x_t | y_{1:t}, \theta)$. SMC can also be formulated for other type of models, such as graphical models (Naesseth et al. 2014).

The most generic formulation of SMC can be found in the Feynman-Kac formalism (Del Moral 2004; Del Moral and Doucet 2014). Yet another instance of the SMC algorithm is the SMC sampler (Del Moral et al. 2006), here presented as Algorithm 5. The SMC sampler is formulated for the same problem as the MCMC sampler, namely sample from a static density $\pi$ which only can be evaluated pointwise up to proportionality.

The particle filter targets the filtering distributions (3.8) sequentially\(^5\). For the SMC sampler, only a static distribution $\pi$ is typically of user interest, but a sequence of probability distributions $\{\pi_0, \pi_1, \ldots, \pi_P\}$ is introduced as an intermediate tool, and the particles are then propagated along this sequence. It is assumed that all $\pi_p$ can be evaluated up to proportionality, i.e., $\pi_p(\theta) = \gamma_p(\theta)/Z_p$, where $\gamma_p(\theta)$ can be computed for any $\theta$.

5.4.1 Connection to particle filters

We can retrieve the bootstrap particle filter (Algorithm 1) from the SMC sampler (Algorithm 5) by letting $\theta = x$, $P = T$, $\pi_p(\theta_p) = p(x_t | y_{1:t})$, $W_p(\theta_p, \theta_{p-1}) = g(y_t | x_t)$ and $K_p(\theta_p, \theta_{p-1}) = f(x_t | x_{t-1})$. More advanced versions of the particle filter are also possible to formulate, where $f(x_t | x_{t-1})$ is replaced by a more general

\(^5\)Hence the name sequential Monte Carlo.
Algorithm 5: Sequential Monte Carlo sampler

Input: Sequence of densities \{\pi_0, \pi_1, \ldots, \pi_P\} on the form \pi_p(\theta) = \gamma_p(\theta)/Z_p, with \gamma_p(\theta) possible to evaluate pointwise.

Output: Weighted samples \{\theta_p^{(i)} , w_p^{(i)}\}_{i=1}^{N_\theta} from \pi_p(\theta), for each \( p = 0, \ldots, P \).

1. Draw \( \theta_0^{(i)} \sim \gamma_0(\theta_0) \) and set \( w_0^{(i)} = 1 \)
2. for \( p = 1 \) to \( P \) do
   3. Draw \( a_p^{(i)} \) with \( P\left(a_p^{(i)} = j\right) \propto w_{p-1}^{(j)} \) resampling, \( \{\theta_p^{(i)}, 1\} \approx \pi_{p-1} \)
   4. Draw \( \theta_p^{(i)} \) from \( K_p(\theta_p | \theta_{p-1}^{(i)}) \) propagation, \( \{\theta_p^{(i)}, 1\} \approx K_p(\cdot | \pi_{p-1}) \)
   5. Set \( w_p^{(i)} = W_p(\theta_p^{(i)}, \theta_{p-1}^{(i)}) \) weighting, \( \{\theta_p^{(i)}, w_p^{(i)}\} \approx \pi_p \)
6. end

All statements with \((i)\) are for \( i = 1, \ldots, N_\theta \), and \( K_p \) can be taken as Algorithm 3.

5.4.2 Constructing a sequence \( \{\pi_p\}_{p=0}^{P} \)

The particle filter sequentially targets the densities \( p(x_t | y_{1:t}, \theta) \). The SMC sampler, on the contrary, a static density \( \pi \). Therefore, we have to construct an artificial sequence of distributions \( \{\pi_p\}_{p=0}^{P} \) (with \( \pi_0 \) easy to sample from and \( \pi_P = \pi \)) along which the particles can be propagated. Preferably, the distance between \( \pi_{p-1} \) and \( \pi_p \) should be ‘small’ in order to guide the particles towards \( \pi_P = \pi \). This idea resembles simulated annealing (also introduced by Metropolis et al. 1953) and continuation methods (Richter and DeCarlo 1983).

If \( \pi(\theta) \) is a posterior, i.e., \( \propto p(\theta)p(y | \theta) \), one option is to construct \( \{\pi_p\}_{p=0}^{P} \) as the likelihood-tempered sequence

\[
\pi_p \propto p(\theta)p(y | \theta)^{p/p}.
\]  

Another alternative is the data-tempered sequence

\[
\pi_p \propto p(\theta | y_{B_{0:p}}),
\]

where \( \{B_p\}_{p=0}^{P} \) is a sequence with batches of the data \( y \), such that \( B_0 \) is empty and \( B_{0:p} \) contains all data \( y \).
5.4.3 Propagating the particles

For the SMC sampler case, there is no underlying state-space model as for the particle filter that can be used to propagate or weight the particles. Therefore, \( W_p \) and \( K_p \) has to be chosen by the user. Different alternatives are possible (Del Moral et al. 2006, Section 3.3), but one choice is

\[
K_p(\cdot | \cdot) \text{ Metropolis-Hastings kernel with stationary distribution } \pi_{p-1}, \tag{5.8a}
\]

\[
W_p(\theta_p, \theta_{p-1}) = \frac{\pi_p(\theta_{p-1})}{\pi_{p-1}(\theta_{p-1})}, \tag{5.8b}
\]

which can be shown to yield a consistent algorithm. The SMC sampler with the choices (5.6-5.8) is a rather general scheme, which can be applied to a broad range of problems. One example is found in Paper IV and another in Del Moral et al. (2012a). We will later also review how it can be applied to the parameters \( \theta \) in the state-space model, resulting in the SMC² algorithm (Chopin et al. 2013).

5.4.4 Convergence

We have already discussed an important property of the particle filter (Algorithm 1), namely that \( \hat{p}_N(x_{1:T} | \theta) \) is unbiased for any finite \( N_x \geq 1 \). An analogous unbiased estimator is possible to construct for the normalizing constants \( Z_p \) in the SMC sampler. Results concerning the long-term stability of SMC, and in particular particle filters, also exists (Douc et al. 2014; Whiteley 2013).

Akin to the MCMC case, results are also available for the asymptotic case \( N_\theta \to \infty \). As for MCMC (Section 5.4.4), we can for every measurable test function \( h(\theta) \) establish (under some technical assumptions) the central limit theorem for Algorithm 5

\[
\sqrt{N_\theta} \left( \sum_{i=1}^{N_\theta} (h_{\theta_i}) - \mathbb{E}[h(\theta)] \right) \overset{d}{\to} \mathcal{N}(0, \sigma^2_{\text{SMC}}(h, \pi)), \tag{5.9}
\]

when \( N_x \to \infty \), where \( \sigma^2_{\text{SMC}}(h) \) is a bounded function of \( h \) and \( \pi \) (Del Moral et al. 2006, Proposition 2). This result is applicable to any SMC algorithm (Chopin 2004; Del Moral 2004), and in particular also for the particle filter in Algorithm 1. The case when resampling is performed only adaptively (as discussed in Section 5.2.1; also applicable to Algorithm 5) is more intricate to analyze, but similar results have been presented by Del Moral et al. (2012b).

To summarize, the bottom line is that the SMC sampler has a central limit theorem on the same form as MCMC.
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(a). The MCMC idea: propagate a single sample (the red dot) stochastically through the landscape of $\pi$, such that the realization of the so-called chain (summarized in the rightmost plot) eventually becomes samples of the distribution of interest $\pi$. That is, the chain has to ‘visit’ areas where $\pi$ is large more often than areas where $\pi$ is small. Clearly, it has to visit every mode of $\pi$: it will most likely happen as $K \to \infty$, but not necessarily within a reasonable finite time (i.e., before the user’s computational budget is consumed).

(b). The SMC idea: propagate a set of $N_x$ ($N_x = 6$ in this illustration) particles (samples, red dots) through a sequence of $P$ distributions $\pi_0, \ldots, \pi_p$, to eventually end up with samples from the distribution of interest $\pi(\cdot) \triangleq \pi_p(\cdot)$. By making a ‘smooth’ transition from the easy-to-sample distribution $\pi_0$ to the distribution of interest $\pi$ the hope is that the samples represent $\pi$ more efficiently than in the MCMC setting (by exploring different modes in parallel, etc.).

Figure 5.3. The key concept of the MCMC (a) and SMC samplers (b). The idea of MCMC is to make a (more or less informed) stochastic walk with a single particle in $\theta$-space such that the walk will be proportional to the density $\pi$. The SMC idea is to propagate a whole bunch of particles through an evolving landscape (cf. how the particle filter solves the state inference problem), which after a pre-defined number of iterations $P$ ends up in $\pi$.

5.5 Markov Chain or Sequential Monte Carlo?

MCMC has been around since the 1950’s, whereas SMC is younger than the author of this thesis\(^6\). With that perspective, it is perhaps not surprising that the MCMC sampler can essentially be seen as the special case of the SMC sampler with $\pi_p = \pi$ and $N_{\theta} = 1$. For this reason, we may also expect (as confirmed by Paper II for a particular case) that the SMC sampler requires more user effort, in terms of implementation time. It is also worth to highlight that the number of iterations $K$ in the MCMC sampler (Algorithm 2) does not have to be specified beforehand, but the algorithm can be run until the computational budget is consumed, a so-called anytime algorithm. For the SMC sampler (Algorithm 5), both $N_\theta$ and $P$ have to be specified before beforehand, and is thereby not an anytime algorithm.

---

\(^6\)Who would like to claim that he is rather young.
The different underlying ideas on how the samples are drawn are illustrated in Figure 5.3. Any attempt to claim superiority of one approach in general, is probably fruitless. However, a rudimentary knowledge about both alternatives can probably help in making wise choices: due to the historical timeline, MCMC is perhaps unjustifiably favored for certain problems.

5.6 Monte Carlo for state-space model parameters \( \theta \)

The particle filter (Section 5.2) with its various extensions and generalizations provides an often unbeaten Monte Carlo solution for inferring the states \( x_t \) in the state-space model (3.2). (MCMC may, however, be beneficial for some particular problem settings, such as the case in Paper III.) For the problem of finding model parameters \( \theta \), on the other hand, the particle filter cannot provide a solution on its own. However, the particle filter can be a very useful building block of an MCMC or SMC sampler to construct well-performing and theoretically consistent algorithms for inferring the posterior \( p(\theta | y_{1:T}) \), as well as the maximum likelihood estimate \( \hat{\theta} \).

5.6.1 MCMC for nonlinear state-space models: PMCMC

For inferring \( \theta \) in linear state-space models (3.3), MCMC can be used essentially out of the box. The use of a Metropolis-Hastings sampler is shown in Ninness and Henriksen (2010) (although formulated for transfer functions; a state-space model formulation is found in Schön et al. 2015, Example 4), and the Gibbs sampler in Wills et al. 2012. In both cases the Kalman filter (and some extensions of it) provides the required expressions for \( p(\theta | y_{1:T}) \) (for the Metropolis-Hastings solution) and \( p(x_{1:T} | \theta, y_{1:T}) \) (for the Gibbs solution). In the Gibbs solution we also need an expression for \( p(\theta | x_{1:T}, y_{1:T}) \), which is (if the conjugate prior is used) provided by the matrix normal inverse Wishart distribution (Appendix B).

The two cases in the previous paragraph are special cases in that the required expressions are available analytically. For the general nonlinear state-space model (3.2), neither the data likelihood \( p(y_{1:T} | \theta) \) nor the conditional distribution \( p(x_{1:T} | \theta, y_{1:T}) \) are available on closed form, nor can they be computed exactly. It turns out that the particle filter provides a good approach for approximating these distributions, in the combined particle-filter-within-MCMC framework\(^4\), PMCMC (Andrieu et al. 2010). PMCMC can also be used for solely solving the state inference problem, as discussed in Paper III for particle Gibbs.

\(^7\)If the unknown parameters has a low dimensionality, they can however be considered as part of the state \( x_t \) (and modeled to be slowly time-varying), and thereby is the problem transferred to a vanilla state inference setting. This solution highlights the (mild) arbitrariness of splitting unknown parameters \( \theta \) in the state-space model into model parameters \( \theta \) and states \( x_t \).

\(^8\)The original meaning of PMCMC is simply ‘particle Markov chain Monte Carlo’, but ‘particle-filter-within-MCMC’ is a more explanatory interpretation.
Pseudo-marginal Metropolis–Hastings

What happens to the Metropolis-Hastings sampler (Algorithm 3) if \( \pi(\theta) \) cannot be evaluated exactly, but only stochastically estimated \( \tilde{\pi}(\theta) \)? A naïve approach would perhaps be to pretend that \( \tilde{\pi}(\theta) \) is exact (i.e., contains no stochastic element) and apply Algorithm 3. (Another attempt could be to average over a few realizations of \( \tilde{\pi}(\theta) \) for every \( \theta \), and use the average when computing the acceptance probability \( \alpha \).) It turns out (Andrieu and Roberts 2009), somewhat surprisingly, that if \( \tilde{\pi}(\theta) \) is positive and unbiased, i.e., \( \mathbb{E}[\tilde{\pi}(\theta)] = \pi(\theta) \) and \( \tilde{\pi}(\theta) > 0 \), using \( \tilde{\pi}(\theta) \) as if it were exact (the approach suggested above) creates a consistent algorithm, in the sense that the stationary distribution of Algorithm 3 remains unchanged!

This quite remarkable fact can be proven by handling the randomness of \( \tilde{\pi}(\theta) \) explicitly by introducing another random variable \( v \), and considering \( \tilde{\pi}(\theta) \) to be deterministic when conditioned on \( v \). Then, it is possible to show that the Metropolis-Hastings sampler targets an extended distribution \( p(\theta, v) \), and that \( \pi(\theta) \) can be obtained by integrating \( v \) out. Thus the name of the approach, pseudo-marginal.

Particle marginal Metropolis–Hastings

Following the pseudo-marginal Metropolis-Hastings approach with \( \tilde{\pi}(\theta) \propto \tilde{p}_{N_x}(y_{1:T} | \theta)p(\theta) \) from (5.3), the particle marginal Metropolis-Hastings approach is obtained (Andrieu et al. 2010, Section 2.4.2). Although not affecting the asymptotical properties, the choice of the number of particles \( N_x \geq 1 \) and the proposal density \( q(\cdot | \cdot) \) are crucial for its practical performance. Some discussion on how to choose \( N_x \) can be found in Andrieu et al. (2010), and some design methods for \( q \) can be found in Dahlin et al. (2015). A recent tutorial for getting started with particle Metropolis-Hastings is provided by Dahlin and Schönh (2016).

Particle Gibbs

It is also possible to construct a Gibbs sampler, Algorithm 4, for state-space model parameters \( \theta \). Such a construction is possible by taking \( \theta \) in Algorithm 4 as \( \{x_{1:T}, \theta\} \), i.e., iteratively sample \( x_{1:T}^{(k)} \) conditional on the model parameters \( \theta^{(k-1)} \), and the model parameters \( \theta^{(k)} \) conditional on the state \( x_{1:T}^{(k)} \). Thus, we need to draw samples from \( p(x_{1:T} | \theta^{(k)}) \) as well as \( p(\theta | x_{1:T}^{(k)}) \).

For certain state-space model structures (e.g., the linear model in Wills et al. 2012, the models in Section 7 in Lindsten et al. 2014 and the model in Paper I), \( p(\theta | x_{1:T}^{(k)}) \) is available in closed form and possible to sample from. If that is not the case, other sampling strategies can be used, see, e.g., Example 8 of Schönh et al. (2015).

To sample approximately from \( p(x_{1:T} | \theta^{(k)}) \), a particle filter can be used: the approximation is due to the finite number of particles \( N_x \) in the particle filter. However, with a slightly more involved Gibbs sampling scheme it is possible to draw
MCMC samples of $x_{1:T}$ with a kernel (constructed using the so-called conditional particle filter) with exactly $p(x_{1:T} \mid \theta^{(k)})$ as its stationary distribution. A particularly well-performing conditional particle filter construction has proven to be the one introduced by Lindsten et al. (2014), the conditional particle filter with ancestor sampling. We will not detail this construction any further here, but an introduction is found in Paper III, and we refer to Andrieu et al. (2010) and Lindsten et al. (2014) for all technical details on this so-called particle Gibbs construction.

5.6.2 Particle Gibbs for maximum likelihood estimation

If the maximum likelihood estimate $\hat{\theta}$ (rather than the posterior $p(\theta \mid y_{1:T})$) is of interest, Lindsten (2013) presents a combination of particle Gibbs and a stochastic approximation (Robbins and Monro 1951) version of the expectation maximization (EM) algorithm (Dempster et al. 1977). The construction only make us of particle Gibbs for the state inference problem, and uses the stochastic approximation EM framework (Delyon et al. 1999; Kuhn and Lavielle 2004) for the maximum likelihood estimation of $\theta$. The use of EM for maximum likelihood estimation of $\theta$ in nonlinear state-space models has been around since at least Ghahramani and Roweis (1998), and the combination of SMC and EM for this purpose has been proposed by Cappé et al. (2005), Olsson et al. (2008), and Schön et al. (2011). The combination of particle Gibbs and stochastic approximation EM, as proposed by Lindsten (2013), improves the convergence properties and reduces the computational load compared to previous algorithms. A more detailed introduction is given by Papers I and V, where the method is also used for two particular model structures.

5.6.3 SMC for state-space model parameters: $\text{SMC}^2$

In the same spirit as the MCMC methodology can be used for sampling the posterior $p(\theta \mid y_{1:T})$ of the state-space model parameters, so can the SMC sampler be used. The SMC sampler can be applied directly to a linear state-space model, akin to the MCMC sampler case, since $p(y_{1:T} \mid \theta)$ is explicitly available from the Kalman filter. A natural way to construct a sequence of densities is the data-tempered alternative $P = T$, $\pi_0(\theta) = p(\theta)$, $\pi_1(\theta) = p(\theta \mid y_1)$, $\ldots$, $\pi_T(\theta) = p(\theta \mid y_{1:T})$. For the general case with a nonlinear state-space model, the particle filter is required to approximately evaluate $p(y_{1:t} \mid \theta)$ as $\hat{p}_{\pi_k}(y_{1:t} \mid \theta)$, yielding the SMC$^2$ algorithm (Chopin et al. 2013; Fulop and Li 2013). For propagating the particles in step 3 the particle Metropolis-Hastings kernel (Algorithm 3) can be used. Once again the unbiasedness $\mathbb{E}[\hat{p}_{\pi_k}(y_{1:t} \mid \theta)] = p(y_{1:t} \mid \theta)$ is key to obtaining a consistent algorithm; the details are found in Section 3.1 in Chopin et al. (2013).

$^9$The naming should be read as ‘SMC square’, i.e., SMC to the power of two; a particle filter (an SMC algorithm) is used within an SMC sampler (another SMC algorithm).
This somewhat involved construction leaves the user with several design choices, for instance the trade-off between the number of particles $N_x$ in the particle filters and the number of particles $N_\theta$ at the SMC sampler level. Chopin et al. (2015) have suggested how to automatically adapt these numbers. A more detailed introduction to SMC\textsuperscript{2}, as well as a comparison to particle Metropolis-Hastings, is given in Paper II.

SMC\textsuperscript{2} is not to be confused with nested SMC (Naesseth et al. 2015), which is a general framework for using SMC to construct proposal densities within an SMC algorithm.
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Conclusions and future work

This chapter is a brief summary with overall conclusions of the research presented in Paper I–V, as well as an outlook into further possible research directions, in addition to the corresponding section in each paper.

6.1 Conclusions

The main contributions of this thesis are not the novelty of any SMC methods, nor the novelty of any models. The contributions are, instead, the application of state-of-the-art SMC methods to the nontrivial models and problems at hand: the GP state-space model in Paper I, a watertank model in Paper II, the state-space smoothing problem (and in particular the indoor positioning application) in Paper III, the hyperparameters in a GP in Paper IV and the jump Markov linear state-space model in Paper V. The resulting learning methods are arguably powerful, at least on par with the existing state-of-the-art methods not based on SMC. This indeed suggests that SMC is a promising construction, and its full potential is not yet utilized. However, this also suggest that despite being a powerful method, SMC is also far from trivial to implement and use for several models.
6.2 Future work

As discussed above, the main contribution of this thesis is the application of SMC methods to various models. The work is indeed rather involved—and obviously publishable—but in a perfect world it should perhaps be less so. A natural future research direction is therefore to investigate how the procedure of combining advanced inference methods with complex models can be automated, for instance via a tailored high level programming language.

There are also several other (in a sense more detailed) possible directions for further research:

Parts of this thesis are focused around Bayesian inference in somewhat complicated state-space models. However, to the best of the author’s knowledge, little research has been done on how to interpret and efficiently convert the posterior \( p(\theta \mid y) \) in terms of a ‘posterior’ for the dynamical behavior (such as the input-output relationship). Such results would most likely be of big interest in situation when the parameters themselves do not bear a physical meaning of interest (such as in Paper I). A further challenge is also how such information can be used for designing automatic control strategies.

As briefly discussed at the end of Paper I, the classical system identification framework has the concept of ‘prediction error method’ and ‘output error method’ (Söderström and Stoica 1989, Chapter 7). The former of these approaches can be seen as optimizing the predictive performance of a model, and the latter as optimizing the simulation performance of a model. In particular if the data generating mechanism is different from the model, the different focuses can make a big difference. The statistical modeling approach, however, only has the concept of one data likelihood model (which for some model structures is close to the prediction error approach), regardless of the intended use for the model. This discrepancy is clearly not satisfying, and – to the best of the author’s knowledge – not properly addressed in the literature either. An interesting perspective was recently presented by Rasmussen (2016).

Related to most algorithms used, and in particular the recent and little explored PSAEM algorithm (used in Paper I and V), there are several unanswered questions, such as the choice of the \( \gamma_k \)-sequence, initialization, etc.

A future direction could also be based on the question how to apply PMCMC methods to models where the particle filter struggles, such as state-space models with degenerate noise structure.
The unbiased estimator $\hat{p}_{N_x}(y_{1:T})$

This chapter contains a proof of the fact that (5.3),

$$\hat{p}_{N_x}(y_{1:T} \mid \vartheta) = \prod_{t=1}^{T} \left( \frac{1}{N_x} \sum_{i=1}^{N_x} w_{t}^{(i)} \right),$$

(A.1)

with $w_{t}^{(i)}$ generated by the bootstrap particle filter Algorithm 1 in Chapter 5, is an unbiased estimator of the data likelihood $p(y_{1:T} \mid \vartheta)$ (3.9) of a state-space model with model parameters $\vartheta$, for any finite $N_x \geq 1$. With unbiasedness, we mean $E[\hat{p}_{N_x}(y_{1:T} \mid \vartheta)] = p(y_{1:T} \mid \vartheta)$, where the expectation is over different realizations of the particle filter algorithm itself.

The proof follows closely that of Pitt et al. (2012), which is written for the more general case of the auxiliary particle filter. Another proof can be found in Del Moral 2004, Section 7.4.2, using the Feynman-Kac framework.

In the sequel, $\vartheta$ will be suppressed in the notation, since every expression is conditioned on $\vartheta$. We start by introducing the estimator\(^1\)

$$\hat{p}_{N_x}(y_t \mid y_{1:t-1}) = \frac{1}{N_x} \sum_{i=1}^{N_x} w_{t}^{(i)},$$

(A.2)

\(^1\)Note the somewhat subtle notation: $p$ denotes probability densities, whereas $\hat{p}_{N_x}$ denotes deterministic functions (which we distinguish by their different arguments) of quantities stochastically generated by the particle filter. The point with the proof is to show that the $\hat{p}_{N_x}$ function (A.1) is an unbiased estimator of the corresponding $p$. 

which has the natural property that \( \prod_{t=1}^{T-1} \hat{p}_{N_x}(y_t \mid y_{1:t-1}) = \hat{p}_{N_x}(y_{1:T}) \). We also define \( \hat{p}_{N_x}(y_{t-h:t} \mid y_{1:t-h-1}) \) naturally as \( \prod_{t'=t-h}^{t} \hat{p}_{N_x}(y_{t'} \mid y_{1:t'}) \) for \( h \geq 0 \).

The structure of the proof is as follows: First, in Lemma 1, it will be proved that

\[
\mathbb{E} \left[ \hat{p}_{N_x}(y_t \mid y_{1:t-1}) \right] = \sum_{i=1}^{N_x} \frac{w_{t-1}^{(i)}}{\sum_{j=1}^{N_x} w_{t-1}^{(j)}} p(y_t \mid x_{t-1}^{(i)}), \quad (A.3)
\]

i.e., \( \hat{p}_{N_x}(y_t \mid y_{1:t-1}) \) (A.2) (the contribution to (A.1) from the iteration of the particle filter at time \( t \)) is unbiased, if conditioned on a realization of particles from the previous iteration at time \( t - 1 \). Then, in Lemma 2, we prove that it also holds for \( h \geq 1 \) sequential iterations of the particle filter, once again conditioned on a realization of particles at time \( t - h - 1 \). Finally, by letting \( h = T \), we conclude in Theorem 1 that if \( x_0 \) are unbiased samples from \( p(x_0) \), then must \( \hat{p}_{N_x}(y_{1:T}) \) (A.1) also be unbiased.

**Lemma 1.** With the definition of \( \hat{p}_{N_x}(y_t \mid y_{1:t-1}) \) in (A.2), it holds that

\[
\mathbb{E} \left[ \hat{p}_{N_x}(y_t \mid y_{1:t-1}) \right] = \sum_{i=1}^{N_x} \frac{w_{t-1}^{(i)}}{\sum_{j=1}^{N_x} w_{t-1}^{(j)}} p(y_t \mid x_{t-1}^{(i)}). \quad (A.4)
\]

**Proof.**

\[
\mathbb{E} \left[ w_{t}^{(j)} \mid \{x_{t-1}^{(i)}, w_{t-1}^{(i)}\}_{i=1}^{N_x} \right] = \mathbb{E} \left[ \mathbb{E} \left[ w_{t}^{(j)} \mid a_{t}^{(j)}, \{x_{t-1}^{(i)}, w_{t-1}^{(i)}\}_{i=1}^{N_x} \right] \mid \{x_{t-1}^{(i)}, w_{t-1}^{(i)}\}_{i=1}^{N_x} \right] = \mathbb{E} \left[ \mathbb{E} \left[ w_{t}^{(j)} \mid x_{t}^{(j)}, \{x_{t-1}^{(i)}, w_{t-1}^{(i)}\}_{i=1}^{N_x} \right] \mid \{x_{t-1}^{(i)}, w_{t-1}^{(i)}\}_{i=1}^{N_x} \right] = \mathbb{E} \left[ \mathbb{E} \left[ w_{t}^{(j)} \mid x_{t}^{(j)}, \{x_{t-1}^{(i)}, w_{t-1}^{(i)}\}_{i=1}^{N_x} \right] \mid \{x_{t-1}^{(i)}, w_{t-1}^{(i)}\}_{i=1}^{N_x} \right] = \mathbb{E} \left[ \mathbb{E} \left[ w_{t}^{(j)} \mid x_{t}^{(j)}, \{x_{t-1}^{(i)}, w_{t-1}^{(i)}\}_{i=1}^{N_x} \right] \mid \{x_{t-1}^{(i)}, w_{t-1}^{(i)}\}_{i=1}^{N_x} \right] = \sum_{k=1}^{N_x} p(a_{t}^{(j)} = k \mid \{x_{t-1}^{(i)}, w_{t-1}^{(i)}\}_{i=1}^{N_x}) p(y_t \mid x_{t-1}^{(k)}). \quad (A.5)
\]

Then,

\[
\mathbb{E} \left[ \sum_{j=1}^{N_x} w_{t}^{(j)} \mid \{x_{t-1}^{(i)}, w_{t-1}^{(i)}\}_{i=1}^{N_x} \right] = \sum_{j=1}^{N_x} \mathbb{E} \left[ w_{t}^{(j)} \mid \{x_{t-1}^{(i)}, w_{t-1}^{(i)}\}_{i=1}^{N_x} \right] = \left/ (A.5) \right/ = \sum_{k=1}^{N_x} \left( \sum_{j=1}^{N_x} p(a_{t}^{(j)} = k \mid \{x_{t-1}^{(i)}, w_{t-1}^{(i)}\}_{i=1}^{N_x}) \right) p(y_t \mid x_{t-1}^{(k)}) = \left/ (5.2) \right/ = N_x \sum_{k=1}^{N_x} \frac{w_{t-1}^{(k)}}{\sum_{i=1}^{N_x} w_{t-1}^{(i)}} p(y_t \mid x_{t-1}^{(k)}), \quad (A.6)
\]
and the lemma follows.

We have now proved that given a realization of weighted particles \( \{x^{(i)}_{t-1}, w^{(i)}_{t-1}\}_{i=1}^{N_x}\) representing \( p(x_{t-1} \mid y_{t-1}) \), the estimator \( \widehat{P}_{N_x}(y_t \mid y_{1:t-1}) \) (A.2), i.e., the contribution to (A.1) from one single iteration of the particle filter for the following time \( t \), is unbiased. We now present the next lemma, concerning the corresponding unbiasedness of \( \widehat{P}_{N_x}(y_{t-h:t} \mid y_{1:t-h-1}) \).

**Lemma 2.** With the definitions of \( \widehat{P}_{N_x}(y_t \mid y_{1:t-1}) \) and \( \widehat{P}_{N_x}(y_{t-h:t} \mid y_{1:t-h-1}) \) from above, it holds that

\[
\mathbb{E} \left[ \widehat{P}_{N_x}(y_{t-h:t} \mid y_{1:t-h-1}) \right] = \sum_{i=1}^{N_x} \frac{w^{(i)}_{t-h-1}}{\sum_{i=1}^{N_x} w^{(i)}_{t-h-1}} p(y_{t-h:t} \mid x^{(k)}_{t-h-1}).
\]

(A.7)

**Proof.** The proof is by induction. For \( h = 0 \), (A.7) is true by Lemma 1. We now assume that (A.7) holds also for an arbitrary \( h \), and show that it implies that (A.7) also holds for \( h + 1 \). For \( h + 1 \), the left hand side of (A.7) is

\[
\mathbb{E} \left[ \widehat{P}_{N_x}(y_{t-h-1:t} \mid y_{1:t-h-2}) \right] = \mathbb{E} \left[ \widehat{P}_{N_x}(y_{t-h:t} \mid y_{1:t-h-1}) \right] \times \mathbb{E} \left[ \widehat{P}_{N_x}(y_{t-h-1} \mid y_{1:t-h-2}) \right] = \mathbb{E} \left[ \sum_{j=1}^{N_x} \frac{\omega^{(j)}_{t-h-1}}{\sum_{i=1}^{N_x} \omega^{(i)}_{t-h-1}} p(y_{t-h:t} \mid x^{(j)}_{t-h-1}) \frac{1}{N_x} \sum_{i=1}^{N_x} \omega^{(i)}_{t-h-1} \right] = \mathbb{E} \left[ \sum_{j=1}^{N_x} \omega^{(j)}_{t-h-1} p(y_{t-h:t} \mid x^{(j)}_{t-h-1}) \frac{1}{N_x} \right] = \mathbb{E} \left[ \sum_{k=1}^{N_x} p(a^{(j)}_{t-h-1} = k \mid \{x^{(i)}_{t-h-2}, \omega^{(i)}_{t-h-2}\}_{i=1}^{N_x}) p(y_{t-h-1:t} \mid x^{(k)}_{t-h-2}) \right] = \frac{1}{N_x} \sum_{k=1}^{N_x} np_{t-h-1}^{(k)} = \mathbb{E} \left[ \sum_{i=1}^{N_x} \omega^{(i)}_{t-h-1} p(y_{t-h-1:t} \mid x^{(i)}_{t-h-2}) \right],
\]

(A.8)
and the lemma follows.

We have proved that the result from Lemma 1 also holds for \(h \geq 1\) iterations of the particle filter. From Lemma 2, we now have that (with \(t = T\) and \(h = t - 1\))

\[
\mathbb{E} \left[ \hat{p}_{N_x} (y_{1:T}) | \{x_0^{(i)}, w_0^{(i)}\}_{i=1}^{N_x} \right] = \sum_{k=1}^{N_x} \frac{w_0^{(k)}}{\sum_{i=1}^{N_x} w_0^{(i)}} p(y_{1:T} | x_0^{(k)}) = \sum_{k=1}^{N_x} \frac{1}{N_x} p(y_{1:T} | x_0^{(k)}).
\]

(A.9)

If \(x_0^{(k)} \sim p(x_0)\), we can conclude that

\[
\mathbb{E} \left[ \frac{1}{N_x} \sum_{k=1}^{N_x} p(y_{1:T} | x_0^{(k)}) \right] = \int p(y_{1:T} | x_0) p(x_0) dx_0 = p(y_{1:T}).
\]

(A.10)

We can now formulate the following theorem (where we have re-introduced \(\theta\) to the notation).

**Theorem 1.** The estimator \(\hat{p}_{N_x} (y_{1:T} | \theta)\), as defined by (A.1) and Algorithm 1 in Chapter 5, is unbiased in the sense

\[
\mathbb{E} \left[ \hat{p}_{N_x} (y_{1:T} | \theta) \right] = p(y_{1:T} | \theta),
\]

(A.11)

for any finite \(N_x \geq 1\).
The matrix normal inverse Wishart distribution in linear regression

This appendix gives some introduction to the matrix normal inverse Wishart distribution (and its scalar case normal inverse gamma). The normal inverse gamma and some of its generalizations is often in the literature highlighted as the conjugate prior for a data likelihood model on the form \( p(y | \mu, \sigma^2) = \mathcal{N}(y; \mu, \sigma^2) \), where both \( \mu \) and \( \sigma^2 \) are unknown. In this appendix, we will derive the expressions for the slightly more involved case of a linear regression model, i.e., \( p(y | a, \sigma^2) = \mathcal{N}(y; ax, \sigma^2) \), with \( x \) known and \( a \) and \( \sigma^2 \) unknown, and also its multivariable extension. Similar expressions can also be found in Quintana (1987).

B.1 The matrix normal and inverse Wishart distributions

In this section, we introduce the matrix normal inverse Wishart distribution, by first considering the scalar case, and thereafter its multivariable generalization. Introductions can also be found in Dawid (1981) and Press (1982). We will assume a basic familiarity with the Gaussian and the gamma distributions.

B.1.1 The scalar case: \( \mathcal{NG} \)

The Gaussian distribution,

\[
\mathcal{N}(y; \mu, \sigma^2) = \frac{1}{\sqrt{2\pi\sigma}} \exp \left( -\frac{(y - \mu)^2}{2\sigma^2} \right),
\]

(B.1)
is a probability with support on the entire real line, however with a clear preference for values around its mean $\mu \pm$ a few standard deviations $\sigma$. Because of these easy-to-grasp properties, in combination with its frequent appearance as a limiting distribution (cf. the central limit theorem) and its analytically tractable form, it is ubiquitous in statistical modeling.

A simple problem is that of inferring $\theta = \mu$ when we observe data $y_{1:T}$ as exchangeable observations $p(y_t | \theta) = \mathcal{N}(y_t; \mu, \sigma^2)$. If we decide to follow the Bayesian way of reasoning, we formulate a prior $p(\theta)$. A natural choice for the prior might be $p(\mu) = \mathcal{N}(\mu; m, \varsigma^2)$, and the posterior then becomes (after some algebra) $p(\theta | y_{1:T}) = \mathcal{N}\left(\mu; \left(\frac{m}{\varsigma^2} + \frac{\sum y_t}{\sigma^2}\right)\left(\frac{1}{\varsigma^2} + \frac{1}{\sigma^2}\right)^{-1}, \left(\frac{1}{\varsigma^2} + \frac{1}{\sigma^2}\right)^{-1}\right)$, i.e., another Gaussian distribution. Thus, the Gaussian distribution is the conjugate prior for a Gaussian likelihood model with unknown mean.

The above example is, however, somewhat unrealistic, since the mean is unknown whereas the variance is assumed to be known! A less artificial situation would be the problem of inferring $\theta = \{\mu, \sigma^2\}$ jointly. However, the Gaussian distribution is clearly not a good prior for $\sigma^2$, since the Gaussian distribution has support on the entire real line, whereas a negative variance bears no meaning in our model. A way of constructing a distribution with support only on the positive real line, is Proceedings of 26th to consider the square of a standard Gaussian random variable $z$, or more generally, the sum of $\ell$ such squared Gaussian random variables $z_j$,

$$ q = \sum_{j=1}^{\ell} z_j^2, \quad p(z_j) \sim \mathcal{N}(z_j; 0, 1). \quad (B.2) $$

The density for $q$ can be written as

$$ p(q) = \frac{1}{2^{\ell/2} \Gamma(\frac{\ell}{2})} (q)^{\ell/2 - 1} \exp\left(-\frac{q}{2}\right) \triangleq \mathcal{G}(q; 1, \ell), \quad (B.3) $$

where we use $\mathcal{G}$ to be the notation for the so-called gamma distribution. By its construction (B.2), we may realize that the mean of $\mathcal{G}(q; 1, \ell)$ is $\ell$, and its variance increases with $\ell$. The gamma distribution can be generalized to non-integer $\ell > 1$, and also a scale parameter $\lambda > 0$ can be introduced, as

$$ \mathcal{G}(q; \lambda, \ell) = \frac{\lambda^{\ell/2}}{2^{\ell/2} \Gamma(\frac{\ell}{2})} (q)^{\ell/2 - 1} \exp\left(-\frac{q\lambda}{2}\right). \quad (B.4) $$

Now, this distribution could be used as a prior for $\sigma^2$. However, to retain conjugacy properties, we have to work with the inverse of $q$: if $q$ is gamma distributed, then is its inverse $\sigma^2 \triangleq 1/q$, distributed as

$$ \mathcal{IG}(\sigma^2; \lambda, \ell) = \frac{\lambda^{\ell/2}}{2^{\ell/2} \Gamma(\frac{\ell}{2})} (\sigma^2)^{-\ell/2 - 1} \exp\left(-\frac{\lambda}{2\sigma^2}\right), \quad (B.5) $$
the so-called inverse gamma (IG) distribution\(^1\), with support on \((0, \infty)\), mean \(
frac{2\lambda}{\ell - 1}\) and variance increasing with \(\lambda\) and decreasing with \(\ell\).

The inverse gamma distribution can now be combined with the Gaussian distribution into the normal inverse gamma distribution (\(\mathcal{NI}G\)) in the following way:

\[
\mathcal{NI}G(\mu, \sigma^2; m, v, \lambda, \ell) \triangleq \mathcal{N}(\mu; m, v\sigma^2) IG(\sigma^2; \lambda, \ell) \propto (\sigma^2)^{-\ell/2 - 3/2} \exp\left(-\frac{1}{v}(\mu - m)^2 + \lambda\right)
\]

Note that this is a hierarchical construction on the form \(p(\mu, \sigma^2) = p(\mu | \sigma^2)p(\sigma^2)\), and not the independent form \(p(\mu, \sigma^2) = p(\mu)p(\sigma^2)\). If we again assume the observations \(y_{1:T}\) are exchangeable and observed as \(p(y_t | \theta) = \mathcal{N}(y_t; \mu, \sigma^2)\), now with both mean and variance unknown, the posterior becomes \(p(\theta | y) = \mathcal{NI}G(\mu, \sigma^2; m + \sum y_t, \frac{1}{1/v + T}, \lambda + \sum y_t^2 + m^2/v - \frac{(m + \sum y_t)^2}{1/v + T}, \ell + T)\). That is, the posterior is just another normal inverse gamma distribution, which indeed is the conjugate prior to \(\mathcal{N}(y_t; \mu, \sigma^2)\) with unknown mean and variance.

\(\text{B.1.2 Generalizing to the matrix case: } \mathcal{MN}\mathcal{IW}\)

The generalization of the univariate Gaussian distribution to the multivariate Gaussian distribution is well established. The generalization to the matrix case is, however, perhaps less so. Following Dawid (1981), we introduce the matrix normal (\(\mathcal{MN}\)) distribution as follows: If the random \(k \times p\) matrix \(Z\) has independent standard Gaussian entries, we write \(p(Z) = \mathcal{MN}(Z; 0, I_k, I_p)\). If, more generally, the rows of \(Z\) are independent, and each column has a multivariate Gaussian \(\mathcal{N}(\theta, V)\) distribution (\(V \) is \(p \times p\)), we write \(p(Z) = \mathcal{MN}(Z; 0, I_k, V)\). Similarly, we write \(p(Z) = \mathcal{MN}(Z; 0, U, I_p)\) if each column of \(Z\) is independent, and each row has a multivariate Gaussian \(\mathcal{N}(\theta, U)\) distribution (\(U \) is \(k \times k\)).

In the most general form, we may say that if all elements \(z_{i,j}\) of the \(k \times p\) random matrix \(Z\) have a jointly Gaussian distribution, element \(z_{i,j}\) has the marginal distribution \(p(z_{i,j}) = \mathcal{N}(z_{i,j}; m_{i,j}, u_{i,j} \cdot v_{i,j})\), and the covariance between \(z_{i,j}\) and \(z_{m,T}\) is \(\text{cov}[z_{i,j}, z_{m,T}] = u_{i,m} \cdot v_{j,T}\), then the distribution of \(Z\) is \(p(Z) = \mathcal{MN}\mathcal{IW}(Z; M, U, V)\). We may write its density as

\[
\mathcal{MN}(Z; M, U, V) = (2\pi)^{-kp/2}|U|^{-p/2}|V|^{-k/2} \exp\left(-\frac{1}{2}tr((A - M)^T U^{-1}(A - M)V^{-1})\right).
\]

Analogously to the gamma \(\mathcal{G}(1, \ell)\) distribution, we can construct the Wishart distribution \(\mathcal{W}(I_k, \ell)\) (named after John Wishart 1928) as follows: Let \(Z\) be distributed as \(p(Z) = \mathcal{MN}(Z; 0, I_k, I_\ell)\). Then \(ZZ^T\) is distributed as \(\mathcal{W}(I_k, \ell)\). As in the scalar case, we can generalize to non-integer \(\ell\), introduce a scale parameter (in the

\(^1\)Note that this is not the most common parametrization of the inverse gamma distribution.
B.2. Scalar linear regression: \( y_t = ax_t + e_t \)

In the matrix case, a \( k \times k \) symmetric positive definite matrix \( \Lambda \) and consider the inverse \((Z Z^T)^{-1}\) (which exists with probability 1 if \( \ell > k - 1 \)), yielding the inverse Wishart distribution with density

\[
\mathcal{IW}(\Sigma; \Lambda, \ell) = \frac{|\Lambda|^{\ell/2}}{2^{\ell/2} \Gamma_k(\ell/2)} |\Sigma|^{-\ell/2} \exp \left( -\frac{1}{2} \text{tr} \left( \Lambda \Sigma^{-1} \right) \right)
\]  

(B.8)

if \( \Sigma \) is symmetric positive definite, and \( \Gamma_k(\cdot) \) is the multivariate gamma function. \( \mathcal{IW}(\Sigma; \Lambda, \ell) \) has a mean \( \Lambda/((\ell - k + 1) \) (for \( \ell > k - 1 \)) and a variance increasing (elementwise) with \( \Lambda \) and decreasing with \( \ell \) (e.g., Rosen 1988). The diagonal elements of \( \Sigma \) are distributed as inverse gamma (e.g., Theorem 5.2.1 in Press 1982).

Following the scalar case, we construct the \( \mathcal{MN}\mathcal{IW} \) distribution as

\[
\mathcal{MN}\mathcal{IW}(\Lambda; \Sigma, M, V, \Lambda, \ell) = \mathcal{MN}(\Lambda; M, \Sigma, V) \mathcal{IW}(\Sigma; \Lambda, \ell) \propto
\]

\[
|\Sigma|^{-(\ell+p)/2-1} \exp \left( -\frac{1}{2} \text{tr} \left( \Sigma^{-1} \left( (A - M)V^{-1}(A - M)^T + \Lambda \right) \right) \right).
\]

(B.9)

The special case \( p = 1 \), when \( \mathcal{MN}(M, \Sigma, 1) = \mathcal{N}(M, \Sigma) \) is often referred to as the normal inverse Wishart distribution, the conjugate prior\(^2\) for the case when observing vector-valued data \( p(y_t \mid \theta) = \mathcal{N}(y_t; \mu, \Sigma) \) (e.g., Gelman et al. 2014, Section 3.6).

---

\(^2\)The inverse Wishart is indeed the conjugate prior, but whether it is a sensible choice of prior is subject to debate, e.g. I. Alvarez et al. (2014) and Yang and J. O. Berger (1994) and references therein.
Appendix B. The matrix normal inverse Wishart distribution in linear regression

\[(\sigma^2)^{-(\ell+T)/2-3/2} \exp \left( -\frac{1}{2} \sum_t (\begin{array}{c} x_t \end{array})^T (A - \frac{m/\nu + \sum_t y_t x_t}{1/\nu + \sum_t x_t^2} \) + \lambda + \sum_t y_t^2 + \frac{m^2}{\nu} - \frac{(m/\nu + \sum_t x_t y_t)^2}{\sum_t x_t^2 + 1/\nu} \right) \bigg) \propto \right] \]

\[= \frac{1}{\nu} + \sum_t x_t^2, \quad \bar{\lambda} = \lambda + \sum_t y_t^2 + \frac{m^2}{\nu} - \frac{(m/\nu + \sum_t x_t y_t)^2}{\sum_t x_t^2 + 1/\nu}, \quad \bar{\ell} = \ell + T. \]

with

\[\overline{m} = \frac{m/\nu + \sum_t y_t x_t}{1/\nu + T}, \quad \frac{1}{\overline{\nu}} = \frac{1}{\nu} + \sum_t x_t^2, \quad \lambda = \frac{m^2}{\nu}, \quad \alpha \propto \frac{1}{\nu} + \sum_t x_t^2 + 1/\nu \]

\[\| \text{cf. (B.6)} \| \alpha \propto NIG \left( a, \sigma^2; \overline{m}, \overline{\nu}, \lambda, \bar{\ell} \right) \]

(B.10)

\[= \frac{1}{\nu} + \sum_t x_t^2, \quad \overline{\lambda} = \lambda + \sum_t y_t^2 + \frac{m^2}{\nu} - \frac{(m/\nu + \sum_t x_t y_t)^2}{\sum_t x_t^2 + 1/\nu}, \quad \bar{\ell} = \ell + T. \]

(B.11a, b, c, d)

B.3 Multivariable linear regression: \[y_t = Ax_t + e_t \]

We now consider the matrix case, where we observe \(T \) exchangeable observations

\[
\begin{bmatrix}
y_t \\
k \times 1
\end{bmatrix}
= \begin{bmatrix}
A \\
k \times p
\end{bmatrix}
\begin{bmatrix}
x_t \\
p \times 1
\end{bmatrix}
+ \begin{bmatrix}
e_t \\
k \times 1
\end{bmatrix}, \quad e_t \sim N(0, \Sigma),
\]

(B.12)

with known \(x_t\). The data likelihood is given by

\[
p(y_{1:T} | A, \Sigma) = \prod_{t=1}^{T} N(y_t; Ax_t, \Sigma) = \prod_{t=1}^{T} |\Sigma|^{-k/2} \exp \left( -\frac{1}{2} (y_t - Ax_t)^T \Sigma^{-1} (y_t - Ax_t) \right)
\]

(B.13)

We want to infer \(A \in \mathbb{R}^{k \times p}\) and the \(k \times k\) a covariance matrix \(\Sigma\), in a Bayesian fashion. As a prior, we assume \(MNIV(A, \Sigma; M, V, \Lambda, \ell)\) (B.9). This gives the posterior

\[p(A, \Sigma | y_{1:T}) \propto MNIV(A, \Sigma; M, V, \Lambda, \ell) \cdot \prod_{t=1}^{T} N(y_t; Ax_t, \Sigma) \propto |\Sigma|^{-(\ell+p+k)/2-1} \exp \left( -\frac{1}{2} \text{tr} \left( (A - M)V^{-1}(A - M)^T + \Lambda + \sum_{t=1}^{T} (y_t - Ax_t)(y_t - Ax_t)^T \right) \right) \]

\[= \left| (A - M)V^{-1}(A - M)^T + \Lambda + \sum_{t=1}^{T} (y_t - Ax_t)(y_t - Ax_t)^T \right| = \left[ A - (MV^{-1} + \sum_t y_t x_t^T)(V^{-1} + \sum_t x_t x_t^T)^{-1} \right] \left( V^{-1} + \sum_t x_t x_t^T \right) \left[ A - (MV^{-1} + \sum_t y_t x_t^T)(V^{-1} + \sum_t x_t x_t^T)^{-1} \right]^T + \Lambda + \sum_t y_t y_t^T + MV^{-1}M^T - (MV^{-1} + \sum_t y_t x_t^T)(V^{-1} + \sum_t x_t x_t^T)^{-1}(MV^{-1} + \sum_t y_t x_t^T)^T \]

(B.14)

\[= \left[ A - (MV^{-1} + \sum_t y_t x_t^T)(V^{-1} + \sum_t x_t x_t^T)^{-1} \right] \left( V^{-1} + \sum_t x_t x_t^T \right) \left[ A - (MV^{-1} + \sum_t y_t x_t^T)(V^{-1} + \sum_t x_t x_t^T)^{-1} \right]^T + \Lambda + \sum_t y_t y_t^T + MV^{-1}M^T - (MV^{-1} + \sum_t y_t x_t^T)(V^{-1} + \sum_t x_t x_t^T)^{-1}(MV^{-1} + \sum_t y_t x_t^T)^T \]

(**)
B.3. Multivariable linear regression: $y_t = Ax_t + e_t$

\[ y_t = Ax_t + e_t \]

\[ = |\Sigma|^{-(\ell + p + kn)/2 - 1} \exp \left( -\frac{1}{2} \text{tr} \left( (\star) + (\star\star) \right) \right) \propto \left/ \text{cf. (B.9)} \right/ \propto \]

\[ \propto \mathcal{N}(\mathcal{IW} \left( a, \Sigma; \bar{M}, \bar{V}, \bar{\Lambda}, \bar{\ell} \right) \ (B.14) \]

with

\[ \bar{M} = \left( MV^{-1} + \sum_t y_t x_t^T \right) \left( V^{-1} + \sum_t x_t x_t^T \right)^{-1}, \]

\[ \bar{V}^{-1} = V^{-1} + \sum_t x_t x_t^T, \]

\[ \bar{\Lambda} = (\star\star), \]

\[ \bar{\ell} = \ell + kn. \]
The notation used in the introductory chapters is summarized below. Note that the notation in the papers may vary, and is defined separately within each paper.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>General</strong></td>
<td></td>
</tr>
<tr>
<td>$a$</td>
<td>A scalar or vector</td>
</tr>
<tr>
<td>$A$</td>
<td>A matrix or a set</td>
</tr>
<tr>
<td>$\mathbb{I}_A(\theta)$</td>
<td>Indicator function: 1 if $\theta \in A$, 0 otherwise</td>
</tr>
<tr>
<td>$\setminus$</td>
<td>Relative complement</td>
</tr>
<tr>
<td>$\mathbb{R}$</td>
<td>The set of real numbers</td>
</tr>
<tr>
<td>$| \cdot |$</td>
<td>The Euclidean distance</td>
</tr>
<tr>
<td>$\Gamma(\cdot)$</td>
<td>Gamma function</td>
</tr>
<tr>
<td>$K_r(\cdot)$</td>
<td>Modified Bessel function (Rasmussen and Williams 2006, p. 84)</td>
</tr>
<tr>
<td>$p$</td>
<td>Probability density or mass</td>
</tr>
<tr>
<td>$\mathbb{P}$</td>
<td>Probability</td>
</tr>
<tr>
<td>$\mathbb{E}[\cdot]$</td>
<td>The expected value of the argument</td>
</tr>
<tr>
<td>$\mathcal{N}(\cdot; \mu, \sigma^2)$</td>
<td>The density for a univariate Gaussian distribution with mean $\mu$ and variance $\sigma^2$.</td>
</tr>
<tr>
<td>$\mathcal{N}(\cdot; \mu, \Sigma)$</td>
<td>The density for a multivariate Gaussian distribution with mean $\mu$ and covariance matrix $\Sigma$.</td>
</tr>
<tr>
<td>$\overset{d}{\rightarrow}$</td>
<td>Convergence in distribution</td>
</tr>
</tbody>
</table>

**Data, models and inference**

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>$y$</td>
<td>Data</td>
</tr>
<tr>
<td>$y_t$</td>
<td>The data sample with index $t$</td>
</tr>
<tr>
<td>$T$</td>
<td>The number of data samples</td>
</tr>
<tr>
<td>$y_{1:T}$</td>
<td>${y_t}_{t=1}^T$</td>
</tr>
<tr>
<td>$n_y$</td>
<td>The dimension of one data sample</td>
</tr>
<tr>
<td>$\theta$</td>
<td>Parameters in a model</td>
</tr>
<tr>
<td>$\eta$</td>
<td>Hyperparameters in a model</td>
</tr>
<tr>
<td>$p(\theta)$</td>
<td>Prior distribution for $\theta$</td>
</tr>
<tr>
<td>$p(\theta</td>
<td>y)$</td>
</tr>
<tr>
<td>$p(y</td>
<td>\theta)$</td>
</tr>
<tr>
<td>$\mathcal{L}(\theta)$</td>
<td>Likelihood function for $\theta$ (2.2)</td>
</tr>
</tbody>
</table>
B.3. **Multivariable linear regression**: \( y_t = Ax_t + e_t \)

\( \hat{\theta} \) Point estimate of \( \theta \)

**State space models**

- \( x_t \) The state (at time \( t \)) in a state space model
- \( n_x \) The dimension of the state in a state space model
- \( n_u \) The dimension of the input to a state space model
- \( f(\cdot | \cdot) \) The state transition function in a state space model
- \( g(\cdot | \cdot) \) The observation function in a state space model
- \( \theta \) The parameters in a state space model

**Gaussian processes**

- \( x^* \) The points where the value of the Gaussian process is predicted
- \( x^d \) The points where the Gaussian process has been observed
- \( \mu(\cdot) \) The mean function
- \( \kappa(\cdot, \cdot) \) The covariance function
- \( \varepsilon \) Observation noise

\( K^{**}, K^{*d}, K^{d*}, K^{dd} \) Shorthand notation for \( \kappa \) evaluated in certain points; see definitions on page 35

**Monte Carlo**

- \( N \) The number of particles in a general particle approximation
- \( \omega^{(i)} \) The weight of particle \( i \) in a weighted particle approximation
- \( N_x \) The number of particles in the particle filter, Algorithm 1 in Chapter 5
- \( K \) The number of iterations of the MCMC sampler, Algorithm 2 in Chapter 5
- \( \mathcal{K}(\cdot | \cdot) \) The transition kernel in the MCMC sampler, Algorithm 2 in Chapter 5
- \( N_\theta \) The number of particles in the SMC sampler, Algorithm 5 in Chapter 5
- \( P \) The number of iterations of the SMC sampler, Algorithm 5 in Chapter 5
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A flexible state space model for learning nonlinear dynamical systems

Abstract

We consider a nonlinear state space model with the state transition and observation functions expressed as basis function expansions. The coefficients in the basis function expansions are learned from data. Using a connection to Gaussian processes we also develop priors on the coefficients, for tuning the model flexibility and to prevent overfitting to data, akin to a Gaussian process state space model. The priors can alternatively be seen as a regularization, and helps the model in generalizing the data without sacrificing the richness offered by the basis function expansion. To learn the coefficients and other unknown parameters efficiently, we tailor an algorithm using state-of-the-art sequential Monte Carlo methods, which comes with theoretical guarantees on the learning. Our approach indicates promising results when evaluated on a classical benchmark as well as real data.

1 Introduction

Nonlinear system identification (Ljung 1999; Ljung 2010; Sjöberg et al. 1995) aims to learn nonlinear mathematical models from data generated by a dynamical system. We will tackle the problem of learning nonlinear state space models with only weak assumptions on the nonlinear functions, and make use of the Bayesian framework (Peterka 1981) to encode prior knowledge and assumptions to guide the otherwise too flexible model.

Consider the (time invariant) state space model

\[ x_{t+1} = f(x_t, u_t) + v_t, \quad v_t \sim \mathcal{N}(0, Q), \]  
\[ y_t = g(x_t, u_t) + e_t, \quad e_t \sim \mathcal{N}(0, R). \]

(1a)

(1b)

The variables are denoted as the state \( x_t \in \mathbb{R}^{n_x} \), which is not observed explicitly, the input \( u_t \in \mathbb{R}^{n_u} \), and the output \( y_t \in \mathbb{R}^{n_y} \). We will learn the state transition function \( f : \mathbb{R}^{n_x} \times \mathbb{R}^{n_u} \mapsto \mathbb{R}^{n_x} \) and the observation function \( g : \mathbb{R}^{n_x} \times \mathbb{R}^{n_u} \mapsto \mathbb{R}^{n_y} \) as well as \( Q \) and \( R \) from a set of training data of input-output signals \( \{ u_{1:T}, y_{1:T} \} \).

\(^1v_t\) and \( e_t\) are iid with respect to \( t\), and \( x_t\) is thus Markov.
Consider a situation when a finite-dimensional linear, or other sparsely parameterized model, is too rigid to describe the behavior of interest, but only a limited data record is available so that any too flexible model would overfit (and be of no help in generalizing to events not exactly seen in the training data). In such a situation, a systematic way to encode prior assumptions and thereby tuning the flexibility of the model can be useful. For this purpose, we will take inspiration from Gaussian processes (GPs, Rasmussen and Williams 2006) as a way to encode prior assumptions on \( f(\cdot) \) and \( g(\cdot) \). As illustrated by Figure 1, the GP is a distribution over functions which gives a probabilistic model for inter- and extrapolating from observed data. GPs have successfully been used in system identification for, e.g., response estimation, nonlinear ARX models and GP state space models (Frigola-Alcâde 2015; Kocijan et al. 2005; Pillonetto and De Nicolao 2010).

To parameterize \( f(\cdot) \), we expand it using basis functions

\[
f(x) = \sum_{j=0}^{m} w^{(j)} \phi^{(j)}(x),
\]

and similarly for \( g(\cdot) \). The set of basis functions is denoted by \( \{\phi^{(j)}(\cdot)\}_{j=0}^{m} \), whose weights \( \{w^{(j)}\}_{j=0}^{m} \) will be learned from data. By introducing certain priors \( p(w^{(j)}) \) on the basis function weights the connection to GPs will be made, based on a Karhunen-Loève expansion (Solin and Särkkä 2014). We will thus be able to understand our model in terms of the well-established and intuitively appealing GP model, but still benefit from the computational advantages of the linear-in-the-parameter structure of (2). Intuitively, the idea of the priors \( p(w^{(j)}) \) is to keep \( w^{(j)} \) ‘small unless data convinces otherwise’, or equivalently, introduce a regularization of \( w^{(j)} \).

To learn the model (1), i.e., determine the basis function weights \( w^{(j)} \), we tailor a learning algorithm using recent sequential Monte Carlo/particle filter methods (Kantas et al. 2015; Schön et al. 2015). The learning algorithm infers the posterior distribution of the sought parameters from data, and come with theoretical guarantees. We will pay extra attention to the problem of finding the maximum mode of the posterior, i.e., regularized maximum likelihood estimation.

Our contribution is the development of a flexible nonlinear state space model with a tailored learning algorithm, which together constitutes a new nonlinear system identification tool. The model can either be understood as a GP state space model (generalized allowing for discontinuities, Section 3.2), or as a nonlinear state space model with a regularized basis function expansion.
Figure 1. The Gaussian process as a modeling tool for an one-dimensional function $f : \mathbb{R} \rightarrow \mathbb{R}$. The prior (upper left plot) is shown in terms of its mean and 2 standard deviations, as well as 10 samples drawn from it. By combining the prior and the data (upper right plot), the posterior (lower plot) is obtained. The posterior mean basically interpolates between the data points, and adhere to the prior in regions where the data is not providing any information. This is clearly a desirable property when it comes to generalizing from the training data; consider the thought experiment of using a 2nd order polynomial instead. Further, the posterior also provides a quantification of the uncertainty present, here plotted as 2 standard deviations, high in data-scarce regions and low where the data provides knowledge about $f(\cdot)$. 
2 Related work

Important work using the GP in system identification includes impulse response estimation (Chen et al. 2012; Pillonetto et al. 2011; Pillonetto and De Nicolao 2010), nonlinear ARX models (Bijl et al. 2016; Kocijan et al. 2005), Bayesian learning of ODEs (Calderhead et al. 2008; Macdonald et al. 2015; Wang and Barber 2014) and the latent force model (Alvarez et al. 2013). In the GP state space model (Frigola-Alcade 2015) the transition function \( f(\cdot) \) in a state space model is learned with a GP prior, particularly relevant to this paper. A conceptually interesting contribution to the GP state space model was made by Frigola et al. (2013), using a Monte Carlo approach (similar to this paper) for learning. The practical use of Frigola et al. (2013) is however very limited, due to its extreme computational burden. This calls for approximations, and a promising approach is presented by Frigola et al. (2014) (and somewhat generalized by Mattos et al. 2016), using inducing points and a variational inference scheme. Another competitive approach is Svensson et al. (2016), where we applied the GP approximation proposed by Solin and Särkkä (2014) and used a Monte Carlo approach for learning (Frigola-Alcade 2015 covers the variational learning using the same GP approximation). In this paper, we extend this work by considering basis function expansions in general (not necessarily with a GP interpretation), introduce an approach to model discontinuities in \( f(\cdot) \), as well as including both a Bayesian and a maximum likelihood estimation approach to learning.

To the best of our knowledge, the first extensive paper on the use of a basis function expansion inside a state space models was written by Ghahramani and Roweis (1998), who also wrote a longer unpublished version (Roweis and Ghahramani 2000). The recent work by Tobar et al. (2015) resembles that of Ghahramani and Roweis (1998) on the modeling side, as they both use basis functions with locally concentrated mass spread in the state space, referred to as reproducing kernels by Tobar et al. (2015). On the learning side, Ghahramani and Roweis (1998) use an expectation maximization (EM, Dempster et al. 1977) procedure with extended Kalman filtering, whilst Tobar et al. (2015) use particle Metropolis-Hastings (Andrieu et al. 2010). There are basically three major differences between Tobar et al. (2015) and our work. We will (i) use another (related) learning method, particle Gibbs, allowing us to take advantage of the linear-in-parameter structure of the model to increase the efficiency. Further, we will (ii) mainly focus on a different set of basis functions (although our learning procedure will be applicable also to the model by Tobar et al. 2015), and – perhaps most important – (iii) pursue systematic encoding of prior assumptions further than Tobar et al. (2015), who instead assume \( g(\cdot) \) is known and use ‘standard sparsification criteria from kernel adaptive filtering’ as a heuristic approach to regularization.

There are also connections to Paduart et al. (2010), who use a polynomial basis inside a state space model. In contrast to our work, however, Paduart et al. (2010) prevents the model from overfitting to the training data not by regularization, but
manually choosing a low enough polynomial order and terminate the learning procedure prematurely (early stopping). Paduart et al. are, in contrast to us, focused on the frequency properties of the model and relying on optimization tools. An interesting contribution by Paduart et al. is to first use classical methods to find a linear model, which is then used to initialize the linear term in the polynomial expansion. We suggest to also use this idea, either to initialize the learning algorithm, or, in the case of a close-to-linear behavior, use a nonlinear model only to describe deviations from the linear model.

Furthermore, there are also strong connections to our previous work Svensson et al. (2015), a short paper only outlining the idea of learning a regularized basis function expansion inside a state space model. Compared to Svensson et al. (2015), this work contains several extensions and new results. Another recent work using a regularized basis function expansion for nonlinear system identification is that of Delgado et al. (2015), however not in the state space model framework. Delgado et al. (2015) use rank constrained optimization, resembling an $L^0$-regularization. To achieve a good performance with such a regularization, the system which generated the data has to be well described by only a few number of the basis functions being ‘active’, i.e., have non-zero weights, which makes the choice of basis functions important and problem-dependent. The recent work by Mattsson et al. (2016) is also covering learning of a regularized basis function expansion, however for input-output type of models.

3 Constructing the model

We want the model, whose parameters will be learned from data, to be able to describe a broad class of nonlinear dynamical behaviors without overfitting to training data. To achieve this, important building blocks will be the basis function expansion (2) and a GP-inspired prior. The order $n_x$ of the state space model (1) is assumed known or set by the user, and we have to learn the transition and observation functions $f(\cdot)$ and $g(\cdot)$ from data, as well as the noise covariance matrices $Q$ and $R$. For brevity, we focus on $f(\cdot)$ and $Q$, but the reasoning extends analogously to $g(\cdot)$ and $R$.

3.1 Basis function expansion

The common approaches in the literature on black-box modeling of functions inside state space models can be divided into three groups: neural networks (Bishop 2006; Narendra and Li 1996; Nørgård et al. 2000), basis function expansions (Ghahramani and Roweis 1998; Paduart et al. 2010; Sjöberg et al. 1995; Tobar et al. 2015) and GPs (Frigola-Alcàde 2015; Rasmussen and Williams 2006). We will make use of a basis function expansion inspired by the GP. There are several reasons for this: Firstly, a basis function expansion provides an expression which is linear in its parameters,
leading to a computational advantage: neural networks do not exhibit this property, and the naïve use of the nonparametric GP is computationally very expensive. Secondly, GPs and some choices of basis functions allow for a straightforward way of including prior assumptions on $f(\cdot)$ and help generalizing the training data, also in contrast to the neural network.

We write the combination of the state space model (1) and the basis function expansion (2) as

$$
x_{t+1} = \begin{bmatrix} \omega_1^{(1)} & \cdots & \omega_1^{(m)} \\ \vdots & \ddots & \vdots \\ \omega_n^{(1)} & \cdots & \omega_n^{(m)} \end{bmatrix} \begin{bmatrix} \phi_1^{(1)}(x_t, u_t) \\ \vdots \\ \phi_m^{(1)}(x_t, u_t) \end{bmatrix} + \psi_t, \quad (3a)
$$

$$
y_t = \begin{bmatrix} \omega_{2,1}^{(1)} & \cdots & \omega_{2,1}^{(m)} \\ \vdots & \ddots & \vdots \\ \omega_{2,n_y}^{(1)} & \cdots & \omega_{2,n_y}^{(m)} \end{bmatrix} \begin{bmatrix} \phi_{2,1}^{(1)}(x_t, u_t) \\ \vdots \\ \phi_{2,m}^{(1)}(x_t, u_t) \end{bmatrix} + \epsilon_t. \quad (3b)
$$

There are several alternatives for the basis functions, e.g., polynomials (Paduart et al. 2010), the Fourier basis (Svensson et al. 2015), wavelets (Sjöberg et al. 1995), Gaussian kernels (Ghahramani and Roweis 1998; Tobar et al. 2015) and piecewise constant functions. For the one-dimensional case (e.g., $n_x = 1, n_u = 0$) on the interval $[-L, L] \in \mathbb{R}$, we will choose the basis functions as

$$
\phi^{(j)}(x) = \frac{1}{\sqrt{L}} \sin \left( \frac{\pi j (x + L)}{2L} \right). \quad (4)
$$

This choice, which is the eigenfunctions to the Laplace operator, enables a particularly convenient connection to the GP framework (Solin and Särkkä 2014) in the priors we will introduce in Section 3.2. This choice is, however, important only for the interpretability\(^2\) of the model. The learning algorithm will, however, be applicable to any choice of basis functions.

\(^2\)Other choices of basis functions are also interpretable as GPs. The choice (4) is, however, preferred since it is independent of the choice of GP covariance function.
Higher state space dimensions

The generalization to models with a state space and input dimension such that \( n_x + n_u > 1 \) offers no conceptual challenges, but potentially computational ones. The counterpart to the basis function (4) for the space \([-L, L] \times \cdots \times [-L, L] \in \mathbb{R}^{n_x+n_u} \) is

\[
\phi^{(j_1,\ldots,j_{n_x+n_u})}(x) = \prod_{k=1}^{n_x+n_u} \frac{1}{\sqrt{L_k}} \sin \left( \frac{\pi j_k (x^k + L_k)}{2L_k} \right),
\]

(5)

(where \( x^k \) is the \( k \)th component of \( x \)), implying that the number of terms \( m \) grows exponentially with \( n_x + n_u \). This problem is inherent in most choices of basis function expansions. For \( n_x > 1 \), the problem of learning \( f : \mathbb{R}^{n_x+n_u} \mapsto \mathbb{R}^{n_x} \) can be understood as learning \( n_x \) number of functions \( f_i : \mathbb{R}^{n_x+n_u} \mapsto \mathbb{R} \), cf. (3).

There are some options available to overcome the exponential growth with \( n_x + n_u \), at the cost of a limited capability of the model. Alternative 1 is to assume \( f(\cdot) \) to be ‘separable’ between some dimensions, e.g., \( f(x_t, u_t) = f^x(x_t) + f^u(u_t) \). If this assumption is made for all dimensions, the total number of parameters present grows quadradically (instead of exponentially) with \( n_x + n_u \). Alternative 2 is to use a radial basis function expansion (Sjöberg et al. 1995), i.e., letting \( f(\cdot) \) only be a function of some norm \( \| \cdot \| \) of \((x_t, u_t)\), as \( f(x_t, u_t) = f(||(x_t, u_t)||) \). The radial basis functions give a total number of parameters growing linearly with \( n_x + n_u \). Both alternatives will indeed limit the space of functions possible to describe with the basis function expansion. However, as a pragmatic solution to the otherwise exponential growth in the number of parameters it might still be worth to consider, depending on the particular problem at hand.

Manual and data-driven truncation

To implement the model in practice, the number of basis functions \( m \) has to be fixed to a finite value, i.e., truncated. However, fixing \( m \) also imposes a harsh restriction on which functions \( f(\cdot) \) that can be described. Such a restriction can prevent overfitting to training data, an argument used by Paduart et al. (2010) for using polynomials only up to 3rd order. We suggest, on the contrary, to use priors on \( w^{(j)} \) to prevent overfitting, and we argue that the interpretation as a GP is a preferred way to tune the model flexibility, rather than manually and carefully tune the truncation. We therefore suggest to choose \( m \) as big as the computational resources allows, and let the prior and data decide which \( w^{(j)} \) to be nonzero, a data-driven truncation.

Related to this is the choice of \( L \) in (4): if \( L \) is chosen too small, the state space becomes limited and thereby also limits the expressiveness of the model. On the other hand, if \( L \) is too big, an unnecessarily large \( m \) might also be needed, wasting computational power. To chose \( L \) in the magnitude of \( u_t \) or \( y_t \) seems to be a good guideline.
3.2 Encoding prior assumptions—regularization

The basis function expansion (3) provides a very flexible model. A prior might therefore be needed to generalize, instead of overfit to, training data. From a user perspective, the prior assumptions should ultimately be formulated in terms of the input-output behavior, such as gains, rise times, oscillations, equilibria, limit cycles, stability etc. As of today, tools for encoding such priors are (to the best of the authors’ knowledge) not available. As a resort, we therefore use the GP state space model approach, where we instead encode prior assumptions on $f(\cdot)$ as a GP. Formulating prior assumptions on $f(\cdot)$ is relevant in a model where the state space bears (partial) physical meaning, and it is natural to make assumptions whether the state $x_t$ is likely to rapidly change (non-smooth $f(\cdot)$), or state equilibria are known, etc. However, also the truly black-box case offers some interpretations: a very smooth $f(\cdot)$ corresponds to a locally close-to-linear model, and vice versa for a more curvy $f(\cdot)$, and a zero-mean low variance prior on $f(\cdot)$ will steer the model towards a bounded output (if $g(\cdot)$ is bounded).

To make a connection between the GP and the basis function expansion, a Karhunen-Loève expansion is explored by Solin and Särkkä (2014). We use this to formulate Gaussian priors on the basis function expansion weights $w^{(j)}$, and learning of the model will amount to infer the posterior $p(w^{(j)}|y_{1:T}) \propto p(y_{1:T}|w^{(j)})p(w^{(j)})$, where $p(w^{(j)})$ is the prior and $p(y_{1:T}|w^{(j)})$ the data likelihood. To use a prior $w^{(j)} \sim \mathcal{N}(0, \alpha^{-1})$ and inferring the maximum mode of the posterior can equivalently be interpreted as regularized maximum likelihood estimation

$$\arg \min_{w^{(j)}} - \log p(y_{1:T}|w^{(j)}) + \alpha |w^{(j)}|^2. \quad (6)$$

Smooth GP-priors for the functions

The Gaussian process provides a framework for formulating prior assumptions on functions, resulting in a non-parametric approach for regression. In many situations the GP allows for an intuitive generalization of the training data, as illustrated by Figure 1. We use the notation

$$f(x) \sim \mathcal{GP}(m(x), \kappa(x, x')) \quad (7)$$


\footnote{Note, this concerns only $f(\cdot)$, which resides inside the state space model. This does not restrict the input-output behavior, from $u(t)$ to $y(t)$, to have an isotropic covariance.} to denote a GP prior on $f(\cdot)$, where $m(x)$ is the mean function and $\kappa(x, x')$ the covariance function. The work by Solin and Särkkä (2014) provides an explicit link between basis function expansions and GPs based on the Karhunen-Loève expansion, in the case of isotropic\footnote{Note, this concerns only $f(\cdot)$, which resides inside the state space model. This does not restrict the input-output behavior, from $u(t)$ to $y(t)$, to have an isotropic covariance.} covariance functions, i.e., $\kappa(x, x') = \kappa(|x-x'|)$. In particular,
if the basis functions are chosen as (4), then
\[
f(x) \sim \mathcal{GP}(0, \kappa(x, x')) \iff f(x) \approx \sum_{j=0}^{m} w^{(j)} \phi^{(j)}(x),
\]
with\(^4\)
\[
w^{(j)} \sim \mathcal{N}\left(0, S(\lambda^{(j)})\right),
\]
where \(S\) is the spectral density of \(\kappa\), and \(\lambda^{(j)}\) is the eigenvalue of \(\phi^{(j)}\). Thus, this gives a systematic guidance on how to choose basis functions and priors on \(w^{(j)}\). In particular, the eigenvalues of the basis function (4) are
\[
\lambda^{(j)} = \left(\frac{\pi j}{2L}\right)^2, \quad \text{and} \quad \lambda^{(j=\infty\cdot\infty)} = \sum_{k=1}^{n_x+n_u} \left(\frac{\pi j_k}{2L_k}\right)^2
\]
for (5). Two common types of covariance functions are the exponentiated quadratic \(\kappa_{eq}\) and Matérn \(\kappa_{M}\) class (Rasmussen and Williams 2006),
\[
\begin{align*}
\kappa_{eq}(r) &= s_f \exp\left(-\frac{r^2}{2\ell^2}\right), \\
\kappa_{M}(r) &= s_f \frac{2^{1-v}}{\Gamma(v)} \left(\frac{\sqrt{2}\nu r}{\ell}\right)^v K_v \left(\frac{\sqrt{2}\nu r}{\ell}\right),
\end{align*}
\]
where \(r = x - x'\), \(K_v\) is a modified Bessel function, and \(\ell, s_f, v\) are hyperparameters to be set by the user or to be marginalized out, see Svensson et al. (2016) for details. Their spectral densities are
\[
\begin{align*}
S_{eq}(s) &= s_f \sqrt{2\pi \ell^2} \exp\left(-\frac{\pi^2 \ell^2 s^2}{2}\right), \\
S_{M}(s) &= s_f \frac{2^{\nu+\frac{1}{2}} \Gamma(v+\frac{1}{2})^{2v}}{\Gamma(v) 2^{2v}} \left(\frac{2\nu r}{\ell} + s^2\right)^{-(v+\frac{1}{2})}.
\end{align*}
\]
Altogether, by choosing the priors for \(w^{(j)}\) as (8b), it is possible to approximately interpret \(\hat{f}(\cdot)\), parameterized by the basis function expansion (2), as a GP. For most covariance functions, the spectral density \(S(\lambda^{(j)})\) tends towards 0 when \(\lambda^{(j)} \to \infty\), meaning that the prior for large \(j\) tends towards a Dirac mass at 0. Returning to the discussion on truncation (Section 3.1), we realize that truncation of the basis function expansion with a reasonably large \(m\) therefore has no major impact to the model, but the GP interpretation is still relevant.

As discussed, finding the posterior mode under a Gaussian prior is equivalent to \(L^2\)-regularized maximum likelihood estimation. There is no fundamental limitation prohibiting other priors, for example Laplacian (corresponding to \(L^1\)-regularization).

\(^4\)The approximate equality in (8a) is exact if \(m \to \infty\) and \(L \to \infty\), we refer to (Solin and Särkkä 2014) for details.
We use the Gaussian prior because of the connection to a GP prior on \( f(\cdot) \), and it will also allow for closed form expressions in the learning algorithm.

For book-keeping, we express the prior on \( \omega^{(j)} \) as a Matrix normal (\( MN \), Appendix B of the thesis) distribution over \( A \). The \( MN \) distribution is parameterized by a mean matrix \( M \in \mathbb{R}^{n_x \times m} \), a right covariance \( U \in \mathbb{R}^{n_x \times n_x} \) and a left covariance \( V \in \mathbb{R}^{m \times m} \). The \( MN \) distribution can be defined by the property that \( A \sim MN(M, U, V) \) if and only if \( \text{vec}(A) \sim \mathcal{N}(\text{vec}(M), V \otimes U) \), where \( \otimes \) is the Kronecker product. Its density can be written as

\[
\mathcal{N}(A \mid M, U, V) = \frac{\exp \left( -\frac{1}{2} \text{tr} \left\{ (A - M)^\top U^{-1}(A - M)V^{-1} \right\} \right)}{(2\pi)^{n_x m}|V|^{n_x/2}|U|m/2}.
\]  

By letting \( M = 0 \) and \( V \) a diagonal matrix with entries \( S(\lambda^{(j)}) \), the priors (8b) are incorporated into this parametrization. We will let \( U = Q \) for conjugacy properties, to be detailed later. Indeed, the marginal variance of the elements in \( A \) is then scaled not only by \( V \), but also \( Q \). That scaling however is constant along the rows, and so is the scaling by the hyperparameter \( s_f \) (10). We therefore suggest to simply use \( s_f \) as tuning for the overall influence of the priors; letting \( s_f \rightarrow \infty \) gives a flat prior, or, a non-regularized basis function expansion.

**Prior for noise covariances**

Apart from \( f(\cdot) \), the \( n_x \times n_x \) noise covariance matrix \( Q \) might also be unknown. We formulate the prior over \( Q \) as an inverse Wishart (\( IW \), Appendix B of the thesis) distribution. The \( IW \) distribution is a distribution over real-valued positive definite matrices, which puts prior mass on all positive definite matrices and is parametrized by its number of degrees of freedom \( \ell > n_x - 1 \) and an \( n_x \times n_x \) positive definite scale matrix \( \Lambda \). The density is defined as

\[
\mathcal{IW}(Q \mid \ell, \Lambda) = \frac{|\Lambda|^{\ell/2}|Q|^{-(n_x + \ell + 1)/2}}{2^{\ell n_x/2} \Gamma_{n_x}(\ell/2)} \exp \left( -\frac{1}{2} \text{tr} \left\{ Q^{-1} \Lambda \right\} \right),
\]

where \( \Gamma_{n_x}(\cdot) \) is the multivariate gamma function. The mode of the \( IW \) distribution is \( \frac{\Lambda}{\ell + n_x + 1} \). It is a common choice as a prior for covariance matrices due to its properties (e.g., Shah et al. 2014; Wills et al. 2012). When the \( MN \) distribution (12) is combined with the \( IW \) distribution (13) we obtain the \( MN IW \) distribution, with the following hierarchical structure

\[
\mathcal{MN IW}(A, Q \mid M, V, \Lambda, \ell) = \mathcal{MN}(A \mid M, Q, V) \mathcal{IW}(Q \mid \ell, \Lambda).
\]  

The \( MN IW \) distribution provides a joint prior for the \( A \) and \( Q \) matrices, compactly parameterizing the prior scheme we have discussed, and is also the conjugate prior for our model, which will facilitate learning.
Figure 2. The idea of a piecewise GP: the interval $[-2,-2]$ is divided by $n_p = 2$ discontinuity points $p_1$ and $p_2$, and a GP is used to model a function on each of these segments, independently of the other segments. For practical use, the learning algorithm have to be able to infer also the discontinuity points from data.

Discontinuous functions: Sparse singularities

The proposed choice of basis functions and priors is encoding a smoothness assumption of $f(\cdot)$. However, as discussed by Juditsky et al. (1995) and motivated by Example 5.3, there are situations where it is relevant to assume that $f(\cdot)$ is smooth except at a few points. Instead of assuming an (approximate) GP prior for $f(\cdot)$ on the entire interval $[-L,L]$ we therefore suggest to divide $[-L,L]$ into a number $n_p$ of segments, and then assume an individual GP prior for each segment $[p_i, p_{i+1}]$, independent of all other segments, as illustrated in Figure 2. The number of segments and the discontinuity points divided them need to be learned from data, and an important prior is how the discontinuity points are distributed, i.e., the number $n_p$ (e.g., geometrically distributed) and their locations $\{p_i\}_{i=1}^{n_p}$ (e.g., uniformly distributed).

3.3 Model summary

We will now summarize the proposed model. To avoid notational clutter, we omit $u_t$ as well as the observation function (1b):

$$x_{t+1} = \sum_{i=0}^{n_p} A_i \tilde{\phi}(x_t) \mathbb{I}_{p_i \leq x_t < p_{i+1}} + v_t,$$

$$v_t \sim \mathcal{N}(0, Q),$$

with priors

$$[A_i, Q_i] \sim \text{MNIV}(0, V, \ell, \Lambda), \quad i = 0, \ldots, n_p,$$

$$n_p, \{p_i\}_{i=1}^{n_p} \sim \text{arbitrary prior},$$

where $\mathbb{I}$ is the indicator function parameterizing the piecewise GP, and $\tilde{\phi}(x_t)$ was defined in (3). If the dynamical behavior of the data is close-to-linear, and a decent
linear model is already available, this can be incorporated by adding the known linear function to the right hand side of (15a).

A good user practice is to sample parameters from the priors and simulate the model with those parameters, as a sanity check before entering the learning phase. Such a habit can also be fruitful for understanding what the prior assumptions mean in terms of dynamical behavior. There are standard routines for sampling from the $MN$ as well as the $TW$ distribution.

The suggested model can also be tailored if more prior knowledge is present, such as a physical relationship between two certain state variables. The suggested model can then be used to learn only the unknown part, as briefly illustrated by Example IV.B in Svensson et al. (2015).

4 Learning

We now have a state space model with a (potentially large) number of unknown parameters

$$\theta \triangleq \{n_p, \{p_i\}_{i=1}^{n_p}, \{A_i, Q_i\}_{i=0}^{n_p}\},$$

all with priors. ($g(\cdot)$ is still assumed to be known, but the extension follows analogously.) Learning the parameters is a quite general problem, and several learning strategies proposed in the literature are (partially) applicable, including optimization (Paudart et al. 2010), EM with extended Kalman filtering (Ghahramani and Roweis 1998) or sigma point filters (Kokkala et al. 2016), and particle Metropolis-Hastings (Tobar et al. 2015). We use another sequential Monte Carlo-based learning strategy, namely particle Gibbs with ancestor sampling (PGAS, Lindsten et al. 2014). PGAS allows us to take advantage of the fact that our proposed model (3) is linear in $A$ (given $x_t$), at the same time as it has desirable theoretical properties.

4.1 Sequential Monte Carlo for system identification

Sequential Monte Carlo (SMC) methods have emerged as a tool for learning parameters in state space models (Kantas et al. 2015; Schön et al. 2015). At the very core in using SMC for system identification is the particle filter (Doucet and Johansen 2011), which provides a numerical solution to the state filtering problem, i.e., finding $p(x_t | y_{1:t})$. The particle filter propagates a set of weighted samples, particles, $(x_{t}^{i}, \omega_{t}^{i})_{i=1}^{N}$ in the state space model, approximating the filtering density by the empirical distribution

$$\hat{p}_N(x_t | y_{1:t}) = \sum_{i=1}^{N} \omega_{t}^{i} \delta_{x_t}^i(x_t) \text{ for each } t.$$ 

Algorithmically, it amounts to iteratively weigh the particles with respect to the measurement $y_t$, resample among them, and thereafter propagate the resampled particles to the next time step $t + 1$. The convergence properties of this scheme has been studied extensively (see references in Doucet and Johansen 2011).
Algorithm 1: Particle Gibbs Markov kernel.

**Input:** Trajectory $x_{1:T}[k]$, number of particles $N$, known state space model $(f, g, Q, R)$.

**Output:** Trajectory $x_{1:T}[k + 1]$.

1. Sample $x^i_1 \sim p(x_1)$, for $i = 1, \ldots, N - 1$.
2. Set $x^N_1 = x_{1}[k]$.
3. for $t = 1$ to $T$ do
   4. Set $\omega^i_t = \mathcal{N}(y_t | g(x^i_t), R)$, for $i = 1, \ldots, N$.
   5. Sample $a^i_t$ with $\mathbb{P}(a^i_t = j) \propto \omega^j_t$, for $i = 1, \ldots, N - 1$.
   6. Sample $x^i_{t+1} \sim \mathcal{N}(f(x^a^i_t), Q)$, for $i = 1, \ldots, N - 1$.
   7. Set $x^N_{t+1} = x_{t+1}[k]$.
   8. Sample $a^N_t$ with $\mathbb{P}(a^N_t = j) \propto \omega^j_t \mathcal{N}(x^N_{t+1} | f(x^j_t), Q)$.
   9. Set $x^i_{1:t+1} = \{x^a^i_{1:t}, x^i_{t+1}\}$, for $i = 1, \ldots, N$.
10. end
11. Sample $J$ with $\mathbb{P}(J = i) \propto \omega^i_T$ and set $x_{1:T}[k + 1] = x^J_{1:T}$.

The key of one set of SMC methods for learning parameters, is to repeatedly infer the unknown states $x_{1:T}$ with a particle filter, and interleave this iteration with inference of the unknown parameters $\theta$, as follows:

I. Use SMC to infer the states $x_{1:T}$ for given parameters $\theta$.

II. Update the parameters $\theta$ to fit the states $x_{1:T}$ from the previous step. \hfill (17)

There are several details left to specify in this iteration, and we will pursue two approaches for updating $\theta$: one sample-based for exploring the full posterior $p(\theta | y_{1:T})$, and one EM-based for finding the maximum mode of the posterior, or equivalently, a regularized maximum likelihood estimate. Both alternatives will utilize the linear-in-parameter structure of the model (15), and use the particle Gibbs Markov kernel derived by Lindsten et al. (2014) to handle the states in Step I of (17).

The particle Gibbs Markov kernel resembles a standard particle filter, but has one of its state space trajectories fixed. It is outlined by Algorithm 1, and is a procedure to asymptotically produce samples from $p(x_{1:T} | y_{1:T}, \theta)$, if repeated iteratively in a Markov chain Monte Carlo (MCMC, Robert and Casella 2004) fashion.

4.2 Parameter posterior

The learning problem will be split into the iterative procedure (17). In this section, the focus is on a key to Step II of (17), namely the conditional distribution of $\theta$ given states $x_{1:T}$ and measurements $y_{1:T}$. By utilizing the Markovian structure of the state
space model, the density \( p(x_{1:T}, y_{1:T} \mid \theta) \) can be written as the product

\[
p(x_{1:T}, y_{1:T} \mid \theta) = p(x_1) \prod_{t=1}^{T-1} p(x_{t+1} \mid x_t, \theta) p(y_t \mid x_t)
\]

\[
= p(x_1) \prod_{t=1}^{T-1} p(x_{t+1} \mid x_t, \theta) \prod_{t=1}^T p(y_t \mid x_t) . \tag{18}
\]

Since we assume that the observation function (1b) is known, \( p(y_t \mid x_t) \) is independent of \( \theta \), which in turn means that (18) is proportional to \( p(x_{1:T} \mid \theta) \). Further, we assume for now that \( p(x_1) \) is also known, and therefore omit it. Let us consider the case without discontinuity points, \( n_p = 0 \). Since \( v_t \) is assumed to be Gaussian, \( p(x_{t+1} \mid x_t, u_t, \theta) = \mathcal{N}(x_{t+1} \mid A\hat{\phi}(x_t, u_t), Q) \), we can with some algebraic manipulations (Gibson and Ninness 2005) write

\[
\log p(x_{1:T} \mid A, Q) = -\frac{Tn_x}{2} \log(2\pi) - \frac{T}{2} \log \det(Q) - \\
\frac{1}{2} \text{tr}\left\{Q^{-1}\left(\Phi - A\Psi^T - \Psi A^T + A\Sigma A^T\right)\right\} , \tag{19}
\]

with the (sufficient) statistics

\[
\Phi = \sum_{t=1}^T x_{t+1} x_{t+1}^T , \tag{20a}
\]

\[
\Psi = \sum_{t=1}^T x_{t+1} \hat{\phi}(x_t, u_t)^T , \text{ and} \tag{20b}
\]

\[
\Sigma = \sum_{t=1}^T \hat{\phi}(x_t, u_t)\hat{\phi}(x_t, u_t)^T . \tag{20c}
\]

The density (19) gives via Bayes’ rule, with the \( \mathcal{MNW} \) prior distribution for \( A, Q \) from Section 3

\[
\log p(A, Q) = \log p(A \mid Q) + \log p(Q) \propto -\frac{1}{2}(n_x + \ell + m + 1) \log \det(Q) - \frac{1}{2} \text{tr}\left\{Q^{-1}\Lambda\right\} , \tag{21}
\]

the posterior

\[
\log p(A, Q \mid x_{1:t}) \propto \log p(x_{1:t} \mid A, Q) + \log p(A, Q) \propto -\frac{1}{2}(n_x + Tn_x + \ell + m + 1) \log \det Q - \frac{1}{2} \text{tr}\{Q^{-1}(\Lambda + \Phi - \Psi(\Sigma + V^{-1})^{-1}\Psi^T + (A - \Psi(\Sigma + V^{-1})^{-1})(\Sigma + V^{-1})^{-1}(A - \Psi(\Sigma + V^{-1})^{-1}))\} . \tag{22}
\]
This expression will be key for learning: For the fully Bayesian case, we will recognize (22) as another $\mathcal{MN}\bar{I}\bar{W}$ distribution and sample from it, whereas we will maximize it when seeking a point estimate.

Remarks: The expressions needed for an unknown observation function $g(\cdot)$ are completely analogous. The case with discontinuity points becomes essentially the same, but with individual $A_i$, $Q_i$, and statistics for each segment. If the right hand side of (15a) also contains a known function $h(x_i)$, e.g., if the proposed model is used only to describe deviations from a known linear model, this can easily be taken care of by noting that now $p(x_{t+1} | x_t, u_t, \theta) = \mathcal{N}(x_{t+1} - h(x_t) | A\tilde{\phi}(x_t, u_t), Q)$, and thus compute the statistics (20) for $(x_{t+1} - h(x_t))$ instead of $x_{t+1}$.

4.3 Inferring the posterior–Bayesian learning

There is no closed form expression for $p(\theta | y_{1:T})$, the distribution to infer in Bayesian learning. We thus resort to a numerical approximation by drawing samples from $p(\theta, x_{1:T} | y_{1:T})$ using MCMC. (An alternative is to use variational methods, akin to Frigola et al. (2014)). MCMC amounts to constructing a procedure for ‘walking around’ in $\theta$-space in such a way that the steps $\ldots, \theta[k], \theta[k+1], \ldots$ eventually, for $k$ large enough, become samples from the distribution of interest.

Let us start in the case without discontinuity points, i.e., $n_p \equiv 0$. Since (21) is $\mathcal{MN}\bar{I}\bar{W}$, and (19) is a product of (multivariate) Gaussian distributions, (22) is also an $\mathcal{MN}\bar{I}\bar{W}$ distribution (Appendix B of the thesis). By identifying components in (22), we conclude that

$$p(\theta | x_{1:T}, y_{1:T}) = \mathcal{MN}\bar{I}\bar{W}(A, Q | \Psi(\Sigma + V^{-1})^{-1},$$

$$\quad (\Sigma + V^{-1})^{-1}, \Lambda + \Phi - \Psi(\Sigma + V^{-1})^{-1}\Psi^T, \ell + T n_x) \quad (23)$$

We now have (23) for sampling $\theta$ given the states $x_{1:T}$ (cf. (17), step II), and Algorithm 1 for sampling the states $x_{1:T}$ given the model $\theta$ (cf. (17), step I). This makes a particle Gibbs sampler (Andrieu et al. 2010), cf. (17).

If there are discontinuity points to learn, i.e., $n_p$ is to be learned, we can do that by acknowledging the hierarchical structure of the model. For brevity, we denote $\{n_p, \{p_i\}_{i=1}^{n_p}\}$ by $\xi$, and $\{A_i, Q_i\}_{i=1}^{n_p}$ simply by $A, Q$. We suggest to first sample $\xi$ from $p(\xi | x_{1:T})$, and next sample $A, Q$ from $p(A, Q | x_{1:T}, \xi)$. The distribution for sampling $A, Q$ is the $\mathcal{MN}\bar{I}\bar{W}$ distribution (23), but conditional on data only in the relevant segment. The other distribution, $p(\xi | x_{1:T})$, is trickier to sample from. We suggest to use a Metropolis-within-Gibbs step (Müller 1991), which means that we first sample $\xi^*$ from a proposal $q(\xi^* | \xi[k])$ (e.g., a random walk), and then accept it as $\xi[k+1]$ with probability $\min\left(1, \frac{p(\xi^* | x_{1:T}) q(\xi[k] | \xi[k])}{p(\xi[k] | x_{1:T}) q(\xi^* | \xi[k])}\right)$, and otherwise just set $\xi[k+1] = \xi[k]$. Thus we need to evaluate $p(\xi^* | x_{1:T}) \propto p(x_{1:T} | \xi^*)p(\xi^*)$. The prior $p(\xi^*)$ is chosen by the user. The density $p(x_{1:T} | \xi)$ can be evaluated using the
Algorithm 2: Bayesian learning of (15).

**Input:** Data $y_{1:T}$, priors on $A, Q$ and $\xi$.

**Output:** $K$ MCMC-samples with $p(x_{1:T}, A, Q, \xi \mid y_{1:T})$ as invariant distribution.

1. Initialize $A[0], Q[0], \xi[0]$.

2. for $k = 0$ to $K$ do

3. Sample $x_{1:T}[k+1] \mid A[k], Q[k], \xi[k]$ 

4. Sample $\xi[k+1] \mid x_{1:T}[k+1]$ 

5. Sample $Q[k+1] \mid \xi[k+1], x_{1:T}[k+1]$ 

6. Sample $A[k+1] \mid Q[k+1], \xi[k+1], x_{1:T}[k+1]$ 

7. end

expression (see Appendix A.1 of this paper)

\[
p(x_{1:T} \mid \xi) = \prod_{i=0}^{n_p} \frac{2^{n_{\xi}/2} \Gamma_{n_{\xi}}((l+N)/2)}{(2\pi)^{T_i/2} \Gamma_{n_{\xi}}(l/2)} |V^{-1}|^{n_{\xi}/2} |\Sigma_i + V^{-1}|^{n_{\xi}/2} \times \frac{|\Lambda|^l/2}{|\Lambda + \Phi_i + \Psi_i(\Sigma_i + V^{-1})^{-1}\Psi_i^T|^{lN/2}} (24)
\]

where $\Phi_i$ etc. denotes the statistics (20) restricted to the corresponding segment, and $T_i$ is the number of data points in segment $i$ ($\Sigma_i T_i = T$). The suggested Bayesian learning procedure is summarized in Algorithm 2.

Our proposed algorithm can be seen as a combination of a collapsed Gibbs sampler and Metropolis-within-Gibbs, a combination which requires some attention to be correct (Dyk and Jiao 2014), see Appendix A.2 for details in our case. If the hyperparameters parameterizing $V$ and/or the initial states are unknown, it can be included by extending Algorithm 2 with more Metropolis-within-Gibbs step (see Svensson et al. 2016 for details).

4.4 Regularized maximum likelihood

A widely used alternative to Bayesian learning is to find a point estimate of $\theta$ maximizing the likelihood of the training data $p(y_{1:T} \mid \theta)$, i.e., maximum likelihood. However, if a very flexible model is used, some kind of mechanism is needed to prevent the model from overfit to training data. We will therefore use the priors from Section 3 as regularization for the maximum likelihood estimation, which can also be understood as seeking the maximum mode of the posterior. We will only treat the case with no discontinuity points, as the case with discontinuity points does not allow for closed form maximization, but requires numerical optimization tools, and we therefore suggest Bayesian learning for that case instead.
The learning will build on the particle stochastic approximation EM (PSAEM) method proposed by Lindsten (2013), which uses a stochastic approximation of the EM scheme (Delyon et al. 1999; Dempster et al. 1977; Kuhn and Lavielle 2004). EM addresses maximum likelihood estimation in problems with latent variables. For system identification, EM can be applied by taking the states $x_{1:T}$ as the latent variables, (Ghahramani and Roweis 1998; another alternative would be to take the noise sequence $v_{1:T}$ as the latent variables, Umenberger et al. 2015). The EM algorithm then amounts to iteratively (cf. (17)) computing the expectation (E-step)

$$Q(\theta, \theta[k]) = E_{\theta[k]}[\log p(\theta \mid x_{1:T}, y_{1:T}) \mid y_{1:T}],$$

(25a)

and updating $\theta$ in the maximization (M-step) by solving

$$\theta[k+1] = \arg \max_\theta Q(\theta, \theta[k]).$$

(25b)

In the standard formulation, $Q$ is usually computed with respect to the joint likelihood density for $x_{1:T}$ and $y_{1:T}$. To incorporate the prior (our regularization), we may consider the prior as an additional observation of $\theta$, and we have thus replaced (19) by (22) in $Q$. Following Gibson and Ninness (2005), the solution in the (M)-step is found as follows: Since $Q^{-1}$ is positive definite, the quadratic form in (22) is maximized by

$$A = \Phi(\Sigma + V^{-1}).$$

(26a)

Next, substituting this into (22), the maximizing $Q$ is

$$Q = \frac{1}{n_{x+T}n_{x+1}+m+1}(\Lambda + \Phi - \Psi(\Sigma + V^{-1})^{-1}\Psi).$$

(26b)

We thus have solved the (M)-step exactly. To compute the expectation in the (E)-step, approximations are needed. For this, a particle smoother (Lindsten and Schön 2013) could be used, which would give a learning strategy in the flavor of Schön et al. (2011). The computational load of a particle smoother is, however, unfavorable, and PSAEM uses Algorithm 1 instead.

PSAEM also replaces and replace the $Q$-function (25a) with a Robbins-Monro stochastic approximation of $Q$,

$$Q_k(\theta) = (1 - \gamma_k)Q_{k-1}(\theta) + \gamma_k \log p(\theta \mid x_{1:T}[k], y_{1:T}),$$

(27)

where $\{\gamma_k\}_{k\geq 1}$ is a decreasing sequence of positive step sizes, with $\gamma_1 = 1$, $\sum_k \gamma_k = \infty$ and $\sum \gamma_k^2 < \infty$. I.e., $\gamma_k$ should be chosen such that $k^{-1} \leq \gamma_k < k^{-0.5}$ holds up to proportionality, and the choice $\gamma_k = k^{-2/3}$ has been suggested in the literature (Delyon et al. 1999, Section 5.1). Here, $x_{1:T}[k]$ is a sample from an ergodic Markov kernel with $p(x_{1:T} \mid y_{1:T}, \theta)$ as its invariant distribution, i.e., Algorithm 1. At a first glance, the complexity of $Q_k(\theta)$ appears to grow with $k$ because of its iterative definition. However, since $p(x_{1:T}, y_{1:T} \mid \theta)$ belongs to the exponential family,

$$p(x_{1:T}[k], y_{1:T} \mid \theta) = h(x_{1:T}[k], y_{1:T])c(\theta) \exp \left(\eta^T(\theta)t[k]\right),$$

(28)
Algorithm 3: Regularized maximum likelihood learning of (15).

1. Initialize $\theta[1]$.
2. for $k > 0$ do
   3. Sample $x_{1:T}[k]$ with parameters $\theta[k]$.
   4. Compute and update the statistics of $x_{1:T}[k]$ by (20), (30)
   5. Compute $\theta[k+1] = \arg\max_\theta Q(\theta)$ by (26)
3. end

where $t[k]$ is the statistics (20) of $\{x_{1:T}[k], y_{1:T}\}$. The stochastic approximation $Q_k(\theta)$ (27) thus becomes

$$Q_k(\theta) \propto \log c(\theta) + \eta^T(\theta)(\gamma_k t[k] + \gamma_{k-1} t[k-1] + \ldots).$$

(29)

Now, we note that if keeping track of the statistics $\gamma_k t[k] + \gamma_{k-1} t[k-1] + \ldots$, the complexity of $Q$ does not grow with $k$. We therefore introduce the following iterative update of the statistics

$$\Phi_k = (1 - \gamma_k)\Phi_{k-1} + \gamma_k \Phi(x_{1:T}[k]),$$
$$\Psi_k = (1 - \gamma_k)\Psi_{k-1} + \gamma_k \Psi(x_{1:T}[k]),$$
$$\Sigma_k = (1 - \gamma_k)\Sigma_{k-1} + \gamma_k \Sigma(x_{1:T}[k]),$$

(30a) (30b) (30c)

where $\Phi(x_{1:T}[k])$ refers to (20a), etc. With this parametrization, we obtain $\arg\max_\theta Q_k(\theta)$ as the solutions for the vanilla EM case by just replacing $\Phi$ by $\Phi_k$, etc., in (26). Algorithm 3 summarizes.

4.5 Convergence and consistency

We have proposed two algorithms for learning the model introduced in Section 3. The Bayesian learning, Algorithm 2, will by construction (as detailed in Appendix A.2) asymptotically provide samples from the true posterior density $p(\theta | y_{1:T})$ (Andrieu et al. 2010). However, no guarantees regarding the length of the burn-in period can be given, which is the case for all MCMC methods, but the numerical comparisons in Svensson et al. (2016) and in Section 5.1 suggest that the proposed Gibbs scheme is efficient compared to its state-of-the-art alternatives. The regularized maximum likelihood learning, Algorithm 3, can be shown to converge under additional assumptions (Kuhn and Lavielle 2004; Lindsten 2013) to a stationary point of $p(\theta | y_{1:T})$, however not necessarily a global maximum. The literature on PSAEM is not (yet) very rich, and the technical details regarding the additional assumptions remains to be settled, but we have not experienced any problems of non-convergence in practice.
4.6 Initialization

The convergence of Algorithm 2 is not relying on the initialization, but the burn-in period can nevertheless be reduced. One useful idea by Paduart et al. (2010) is thus to start with a linear model, which can be obtained using classical methods. To avoid Algorithm 3 from converging to a poor local minimum, Algorithm 2 can first be run to explore the ‘landscape’ and from that, a promising point for initialization of Algorithm 3 can be chosen.

For convenience, we assumed the distribution of the initial states, \( p(x_1) \), to be known. This is perhaps not realistic, but their influence is minor in many cases. If needed, they can be included in Algorithm 2 by an additional Metropolis-Hastings step, and in Algorithm 3 by including them in (22) and use numerical optimization tools.

5 Experiments

We will give three numerical examples: a toy example, a classic benchmark, and thereafter a real data set from from two cascaded water tanks. Matlab code for all examples is available via the first authors homepage\(^5\).

5.1 A first toy example

Consider the following example from Tobar et al. (2015),

\[
\begin{align*}
x_{t+1} &= 10 \text{sinc}\left(\frac{x_t}{7}\right) + v_t, & v_t &\sim \mathcal{N}(0, 4), \\
y_t &= x_t + e_t, & e_t &\sim \mathcal{N}(0, 4).
\end{align*}
\]

We generate \( T = 40 \) observations, and the challenge is to learn \( f(\cdot) \), when \( g(\cdot) \) and the noise variances are known. Note that even though \( g(\cdot) \) is known, \( y \) is still corrupted by a non-negligible amount of noise.

In Figure 3 (a) we illustrate the performance of our proposed model using \( m = 40 \) basis functions on the form (4) when Algorithm 3 is used without regularization. This gives a nonsense result that is overfitted to data, since \( m = 40 \) offers too much flexibility for this example. When a GP-inspired prior from an exponentiated quadratic covariance function (10a) with length scale \( \ell = 3 \) and \( \sigma_f = 50 \) is considered, we obtain (b), that is far more useful and follows the true function rather well in regions were data is present. We conclude that we do not need to choose \( m \) carefully, but can rely on the priors for regularization. In (c), we use the same prior and explore the full posterior by Algorithm 2 obtaining information about uncertainty as a part of the learned model (illustrated by a posteriori credibility interval), in particular in regions where no data is present.

\(^5\)http://www.it.uu.se/katalog/andsv164
(a). Maximum likelihood estimation of our proposed model, without regularization; a useless model.

(b). Maximum likelihood estimation of our proposed model, with regularization. A subset of the $m = 40$ basis functions are used sketched at the bottom. Computation time: 12 s.

(c). Bayesian learning of our proposed model, i.e., the entire posterior is explored. Computation time: 12 s.

(d). Posterior distribution for the basis functions (sketched at the bottom) used by Tobar et al. (2015), but Algorithm 2 for learning. Computation time: 9 s.


Figure 3. True function (black), states underlying the data (red) and learned model (blue, gray) for the different settings of the example in Section 5.1.

In the next figure, (d), we replace the set of $m = 40$ basis functions on the form (4) with 8 Gaussian kernels to reconstruct the model proposed by Tobar et al. (2015). As clarified by Tobar (2016), the prior on the weights is a Gaussian distribution inspired by a GP, which makes a close connection to our work. We use Algorithm 2 for learning also in (d) (which is possible thanks to the Gaussian prior). In (e), on the contrary, the learning algorithm from Tobar et al. (2015), Metropolis-Hastings, is used, requiring more computation time. Tobar et al. (2015) spend a considerable effort to pre-process the data and carefully distribute the Gaussian kernels in the state space, see the bottom of (d).
5.2 Narendra-Li benchmark

The example introduced by Narendra and Li 1996 has become a benchmark for nonlinear system identification, e.g., Pan et al. 2009; Roll et al. 2005; Stenman 1999; The MathWorks, Inc. 2015; Wen et al. 2007; Xu et al. 2009. The benchmark is defined by the model

\[
\begin{align*}
x_{t+1}^1 &= \left( \frac{x_t^1}{1+(x_t^1)^2} + 1 \right) \sin(x_t^2), \\
x_{t+1}^2 &= x_t^2 \cos(x_t^2) + x_t^1 \exp \left( -\frac{(x_t^1)^2+(x_t^2)^2}{8} \right) + \frac{(u_t)^3}{1+(u_t)^2+0.5 \cos(x_t^1+x_t^2)}, \\
y_t &= \frac{x_t^1}{1+0.5 \sin(x_t^2)} + \frac{x_t^2}{1+0.5 \sin(x_t^2)},
\end{align*}
\]

where \( x_t = [x_t^1, x_t^2]^T \). The training data (only input-output data) is obtained with an input sequence sampled uniformly and iid from the interval \([-2.5, 2.5]\). The input data for the test data is \( u_t = \sin(2\pi t/10) + \sin(2\pi t/25) \).

According to Narendra and Li (1996, p. 369), it ‘does not correspond to any real physical system and is deliberately chosen to be complex and distinctly nonlinear’. The original formulation is somewhat extreme, with no noise and \( T = 500000 \) data samples for learning. In the work by Stenman (1999), a white Gaussian measurement noise with variance 0.1 is added to the training data, and less data is used for learning. We apply Algorithm 2 with a second order state space model, \( n_p = 0 \), and a known, linear \( g(\cdot) \). (Even though the data is generated with a nonlinear \( g(\cdot) \), it turns out that will give a satisfactory performance.) We use 7 basis functions per dimension (i.e., 686 weights \( w^{(j)} \) to learn in total) on the form (5), with prior from the covariance function (10a) with length scale \( \ell = 1 \).

For the original case without any noise, but using only \( T = 500 \) data points, a root mean square error (RMSE) for the simulation of 0.039 is obtained. Our result is in contrast to the significantly bigger simulation errors by Narendra and Li (1996), although they use 1 000 times as many data points. For the more interesting case with measurement noise in the training data, we achieve a result almost the same as for the noise-free data. We compare to some previous results reported in the literature in Table 7.1.

It is clear that the proposed model is capable enough to well describe the behavior of the system (32).
Reference | RMSE  | \( T \)  
--- | --- | ---  
This paper | 0.06* | 2 000  
Roll et al. (2005) | 0.43 | 5 0000  
Stenman (1999) | 0.46 | 5 0000  
Xu et al. (2009) (AHH) | 0.31 | 2 000  
Xu et al. (2009) (MARS) | 0.49 | 2 000

*The number is averaged over 10 data realizations.

Table 7.1. Results of the Narendra-Li Benchmark (\( T \) is the number of data samples in the training data).

5.3 Water tank data

We consider the data set provided by M. Schoukens et al. (2015), collected from a physical system consisting of two cascaded water tanks, where the outlet of the first tank goes into the second one. A training and a test data set is provided, both with 1024 data samples. The input \( u \) (voltage) governs the inflow to the first tank, and the output \( y \) (voltage) is the measured water level in the second tank. This is a well-studied system (e.g., Wigren and J. Schoukens 2013), but a peculiarity in this data set is the presence of overflow, both in the first and the second tank. When the first tank overflows, it goes only partly into the second tank.

We apply our proposed model, with a two dimensional state space. The following structure is used:

\[
\begin{align*}
    x_{t+1}^1 &= f^1(x_t^1, u_t) + v_t^1, \\
    x_{t+1}^2 &= f^2(x_t^1, x_t^2, u_t) + v_t^2, \\
    y_t &= x_t^2 + e_t.
\end{align*}
\]

It is surprisingly hard to perform better than linear models in this problem, perhaps because of the close-to-linear dynamics in most regimes, in combination with the non-smooth overflow events. This calls for discontinuity points to be used. Since we can identify the overflow level in the second tank directly in the data, we fix a discontinuity point at \( x^2 = 10 \) for \( f^2(\cdot) \), and learn the discontinuity points for \( f^1(\cdot) \). Our physical intuition about the water tanks is a close-to-linear behavior in most regimes, apart from the overflow events, and we thus use the covariance function (10a) with a rather long length scale \( \ell = 3 \) as prior. We also limit the number of basis functions to 5 per dimension for computational reasons (in total, there are 150 weights \( w^{(j)} \) to learn).

Algorithm (2) is used to sample from the model posterior. We use all samples to simulate the test output from the test input for each model to represent a posterior for the test data output, and compute the RMSE for the difference between the
posterior mode and the true test output. A comparison to nonlinear ARX-models (NARX, Ljung 1999) is also made in Figure 4. It is particularly interesting to note how the different models handle the overflow around time 3 000 in the test data. We have tried to select the most favorable NARX configurations, and when finding their parameters by maximizing their likelihood (which is equivalent to minimizing their 1-step-ahead prediction, Ljung 1999), the best NARX model is performing approximately 35% worse (in terms of RMSE) than our proposed model. When instead learning the NARX models with 'simulation focus', i.e., minimizing their simulation error on the training data, their RMSE decreases, and approaches almost the one of our model for one of the models6. While the different settings in the NARX models have a large impact on the performance, and therefore a trial-and-error approach is needed for the user to determine satisfactory settings, our approach offers a more systematic way to encode the physical knowledge at hand into the modeling process, and achieves a competitive performance.

6Since the corresponding change in learning objective is not available to our model, this comparison might only offer partial insight. It would, however, be an interesting question for further research to figure out how to implement learning with 'simulation focus' for our model.
6 Conclusions and further work

During the recent years, there has been a rapid development of powerful parameter estimation tools for state space models. These methods allow for learning in complex and extremely flexible models, and this paper is a response to the situation when the learning algorithm is able to learn a more complex state space model than the information contained in the training data (cf. Figure 3a). For this purpose, we have in the spirit of Peterka (1981) chosen to formulate GP-inspired priors for a basis function expansion, in order to ‘softly’ tune its complexity and flexibility in a way that hopefully resonates with the users intuition. In this sense, our work resembles the recent work in the machine learning community on using GPs for learning dynamical models (see, e.g., Bijl et al. 2016; Frigola-Alcade 2015; Mattos et al. 2016). We have also tailored efficient learning algorithms for the model, both for inferring the full posterior, and finding a point estimate.

It is a rather hard task to make a sensible comparison between our model-focused approach, and approaches which provide a general-purpose black-box learning algorithm with very few user choices. Because of their different nature, we do not see any ground to claim superiority of one approach over another. In light of the promising experimental results, however, we believe this model-focused perspective can provide additional insight into the nonlinear system identification problem. There is certainly more to be done and understand when it comes to this approach, in particular concerning the formulation of priors.

We have proposed an algorithm for Bayesian learning of our model, which renders $K$ samples of the parameter posterior, representing a distribution over models. A relevant question is then how to compactly represent and use these samples to efficiently make predictions. Many control design methods provide performance guarantees for a perfectly known model. An interesting topic would hence be to incorporate model uncertainty (as provided by the posterior) into control design and provide probabilistic guarantees, such that performance requirements are fulfilled with, e.g., 95% probability.

A Appendix: Technical details

A.1 Derivation of (24)

From Bayes’ rule, we have

$$p(x_{1:T} | \xi) = \frac{p(A, Q | \xi)p(x_{1:T} | A, Q, \xi)}{p(A, Q | \xi, x_{1:T})}. \quad (34)$$

The expression for each term is found in (12-14), (18) and (23), respectively. All of them have a functional form $\eta(\xi) \cdot |Q|x_{1:T} \cdot \exp\left(\frac{-1}{2} \text{tr}\{Q^{-1}\tau(A, x_{1:T}, \xi)\}\right)$, with different $\eta, \chi$ and $\tau$. Starting with the $|Q|$-part, the sum of the exponents for all
such terms in both the numerator and the denominator sums to 0. The same thing happens to the exp-part, which can either be worked out algebraically, or realized since \( p(x_{1:T} \mid \xi) \) is independent of \( Q \). What remains is everything stemming from \( \eta \), which indeed is \( p(x_{1:T} \mid \xi) \), (24).

A.2 Invariant distribution of Algorithm 2

As pointed out by Dyk and Jiao (2014), the combination of Metropolis-within-Gibbs and partially collapsed Gibbs might obstruct the invariant distribution of a sampler. In short, the reason is that a Metropolis-Hastings (MH) step is conditioned on the previous sample, and the combination with a partially collapsed Gibbs sampler can therefore be problematic, which becomes clear if we write the MH procedure as the operator \( \mathcal{MH} \) in the following simple example from Dyk and Jiao (2014) of a sampler for finding the distribution \( p(a, b) \):

<table>
<thead>
<tr>
<th>Step</th>
<th>Description</th>
<th>Algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Sample ( a[k+1] \sim p(a \mid b[k]) )</td>
<td>Gibbs</td>
</tr>
<tr>
<td>2</td>
<td>Sample ( b[k+1] \sim \mathcal{MH}(b \mid a[k+1], b[k]) )</td>
<td>MH</td>
</tr>
</tbody>
</table>

So far, this is a valid sampler. However, if collapsing over \( b \), the sampler becomes

<table>
<thead>
<tr>
<th>Step</th>
<th>Description</th>
<th>Algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Sample ( a[k+1] \sim p(a) )</td>
<td>Partially collapsed Gibbs</td>
</tr>
<tr>
<td>2</td>
<td>Sample ( b[k+1] \sim \mathcal{MH}(b \mid a[k+1], b[k]) )</td>
<td>MH</td>
</tr>
</tbody>
</table>

where the problematic issue, obstructing the invariant distribution, is the joint conditioning on \( a[k+1] \) and \( b[k] \) (marked in red), since \( a[k+1] \) has been sampled without conditioning on \( b[k] \). Spelling out the details from Algorithm 2 in Algorithm 4, it is clear this problematic conditioning is not present.

**Algorithm 4:** Details of Algorithm 2.

\[ 
\begin{align*}
\text{for } k = 0 \text{ to } K \text{ do} & \\
\text{Sample } x_{1:T}[k+1] \mid A[k], Q[k], \xi[k] & \quad \text{Algorithm 1} \\
\text{Sample } \xi[k+1] \mid x_{1:T}[k+1] & \quad \text{Section 4.3} \\
\text{Sample } Q[k+1] \mid \xi[k+1], x_{1:T}[k+1] & \quad \text{by (23)} \\
\text{Sample } A[k+1] \mid Q[k+1], \xi[k+1], x_{1:T}[k+1] & \quad \text{by (23)} \\
\text{end} & 
\end{align*} \]
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Comparing two recent particle filter implementations of Bayesian system identification

Abstract

Bayesian system identification is a theoretically well-founded and currently emerging area. We describe and evaluate two recent state-of-the-art sample-based methods for Bayesian parameter inference from the statistics literature, particle Metropolis-Hastings (PMH) and SMC$^2$, and apply them to a non-trivial real world system identification problem with large uncertainty present. We discuss their different properties from a user perspective, and conclude that they show similar performance in practice, while PMH is significantly easier to implement than SMC$^2$.

1 Introduction

In this paper, we are concerned with methods for learning unknown parameters in nonlinear state space models, i.e., gray box identification. We write the state space model as

$$x_{t+1}|x_t \sim f_\theta(x_{t+1}|x_t),$$
$$y_t|x_t \sim g_\theta(y_t|x_t),$$

where $y_t \in \mathbb{R}^{n_y}$ is the observed output, $x_t \in \mathbb{R}^{n_x}$ is the state, and an exogenous input $u_t \in \mathbb{R}^{n_u}$ may be included in $f$. We let $f$ and $g$ denote probability densities (i.e., including stochastic noise), depending on an (unknown) parameter vector $\theta \in \mathbb{R}^{n_\theta}$, and by $\sim$ we mean distributed according to the density. We write $p_\theta(y_{1:T})$ to denote the likelihood of the data $y_{1:T} \triangleq \{y_1, \ldots, y_T\}$ under model (1) and the parameter $\theta$.

Traditionally, the system identification literature (Ljung 1999; Söderström and Stoica 1989) has mostly been focused on maximum likelihood (ML) point estimates $\hat{\theta}_{ML}$ of the unknown parameter $\theta$,

$$\hat{\theta}_{ML} = \arg \max_\theta p_\theta(y_{1:T})$$

rather than inferring its posterior distribution using Bayes’ theorem as

$$p(\theta|y_{1:T}) \propto p_\theta(y_{1:T})p(\theta),$$
where \( p(\theta) \) denotes the prior belief on \( \theta \). An excellent introduction to Bayesian system identification is given by Peterka (1981).

The traditional focus on the ML problem is indeed for a good reason; it is often computationally easier (and more natural) to handle a single parameter value than a full distribution. When the parameters are far from being uniquely determined by the data, however, the posterior distribution automatically gives a quantification of the amount of uncertainty present. Such situations may occur when, e.g., there is a model mismatch, the system was not excited enough during data collection, or the data record is very short.

The development of methods for Bayesian identification has made big advances in recent years, in particular methods based on sequential Monte Carlo (SMC) (Kantas et al. 2015; Schön et al. 2015). An important part of the advances has been published in the statistics literature, with a distinct focus on theoretical properties, such as consistency and convergence (Chopin 2004; Del Moral 2004). We believe these methods have a potential of being of great use also in practice. This paper compares two different state-of-the-art algorithms, and evaluate their properties from an engineering perspective.

We will focus on two popular methods, Particle Metropolis-Hastings (PMH, Andrieu et al. 2010) and SMC\(^2\) (Chopin et al. 2013; Fulop and Li 2013). Both methods are developed for being off-the-shelf methods for parameter learning problems, requiring nothing more than the ability to

(a) simulate from \( f_\theta(x_{t+1}|x_t) \),

(b) evaluate \( g_\theta(y_t|x_t) \).

The requirements (a) and (b) are fulfilled in most engineering applications. We will give a brief introduction (complete enough so the user can implement the methods on her/his own), and evaluate their performance on two examples. A more extensive introduction can be found in any of the recent tutorials by Schön et al. (2015), Kantas et al. (2015) or Dahlin and Schön (2016).

2 The PMH and SMC\(^2\) algorithms

We assume the reader has some familiarity with particle filters (Doucet and Johansen 2011), and summarize the bootstrap particle filter as Algorithm 1. The particle filter is perhaps most known in the signal processing literature as a tool for state space filtering, but it can also be used as an unbiased (stochastic) estimator of \( p_\theta(y_{1:T}) \), i.e., the likelihood of the parameters \( \theta \). The likelihood is estimated by the weights from Algorithm 1 as

\[
\tilde{p}_\theta(y_{1:T}) = \prod_{t=1}^{T} \left( \frac{1}{N_x} \sum_{i=1}^{N_x} w_i^{(i)} \right).
\]

It can be shown (Appendix A) that \( \mathbb{E}[\tilde{p}_\theta(y_{1:T})] = p_\theta(y_{1:T}) \).
Algorithm 1: The basic (bootstrap) particle filter

1. Draw $x_0^{(i)} \sim p(x_0)$ and set $w_0^{(i)} = 1$
2. for $t = 1$ to $T$
   3. Draw $a_t^{(i)}$ with $\mathbb{P}(a_t^{(i)} = j) \propto w_j^{(t-1)}$ (resampling)
   4. Draw $x_t^{(i)} \sim f_{\theta}(x_t|x_t^{(i)}_{t-1})$ (propagation)
   5. Set $w_t^{(i)} = g_{\theta}(y_t|x_t^{(i)})$ (weighting)
3. end

All statements with $(i)$ are for $i = 1, \ldots, N_x$

2.1 Particle Metropolis-Hastings

The PMH algorithm (Andrieu et al. 2010) uses a Metropolis-Hastings sampler, a Markov chain Monte Carlo (MCMC) method, to sample from the posterior distribution $p(\theta|y_{1:T})$ (3).

The idea behind a Metropolis-Hastings sampler is to randomly ‘walk around’ in the parameter space and thus produce samples from the posterior. This is achieved as follows: While ‘standing’ at $\theta[k]$, propose a new parameter value $\theta'$ from a proposal $q(\theta'|\theta[k])$ (e.g., a random walk). Then, accept the proposed value, i.e. set $\theta[k+1] = \theta'$, with probability

$$\alpha = \min \left( 1, \frac{p(y_{1:T})p(\theta')}{p(y_{1:T})p(\theta[k])} \right),$$

otherwise ‘stay’ and set $\theta[k+1] = \theta[k]$. To do this, a particle filter has to be run to evaluate (4) for each new proposed value $\theta'$. After repeating this procedure for sufficiently many iterations, a series of samples $\{\theta[k]\}_{k=1}^K$ is obtained, consisting of (correlated) samples of the sought distribution $p(\theta|y_{1:T})$. The PMH algorithm is outlined as Algorithm 2.

There are in general two typical pitfalls with Metropolis-Hastings: It is hard to a priori tell how long the initial transient, the burn-in period, will be. A typical behavior is also that the chain gets ‘stuck’ for long periods of time, i.e., all proposals are rejected. One can intuitively understand SMC$^2$, which we will detail in the next section, as addressing the first issue by ‘warm-starting’ the chain by sequentially adding more and more data.

2.2 SMC$^2$

SMC$^2$ was proposed independently by Chopin et al. (2013) and Fulop and Li (2013). In SMC$^2$, an SMC sampler (Del Moral et al. 2006) is used instead of Metropolis-Hastings. The SMC sampler is inspired by the particle filter, but can be applied to sample from a general sequence of distributions, not necessarily originating from state space models. The SMC sampler is applied to the sequence
Algorithm 2: Particle Metropolis Hastings

**Input:** $K$ (# steps), $q$ (proposal), $\theta[0]$ initial parameter

**Output:** $\theta[1], \ldots, \theta[K]$ (samples from the posterior, including burn-in)

1. for $k = 1$ to $K$ do
2.     Draw $\theta' \sim q(\theta'|\theta[k-1])$.
3.     Estimate $\hat{p}_{\theta'}(y_{1:T})$ by a particle filter, Algorithm 1.
4.     Compute $\alpha$ (5).
5.     Draw $d \sim \mathcal{U}(d \mid 0, 1)$.
6.     if $d < \alpha$ then
7.         Set $\theta[k] = \theta'$ (accept $\theta'$)
8.     else
9.         Set $\theta[k] = \theta[k-1]$ (reject $\theta'$)
10. end

\{ $p(\theta), p(\theta|y_1), p(\theta|y_{1:2}), \ldots, p(\theta|y_{1:T})$ \}, a data-tempered sequence, evolving from the prior to the posterior.

The SMC sampler works in a similar fashion to the particle filter, with an iteration of weighting – resampling – propagation. The particles, \{ $\theta^{(m)}_t$ \}$_{m=1}^{N_0}$, ‘live’ in $\theta$-space. However, the weighting for particle $\theta^{(m)}_t$ should be done with respect to the data likelihood, so a standard particle filter has to be ‘attached’ to every single $\theta^{(m)}_t$ particle to estimate its data likelihood, hence the name SMC$^2$. Thus, the weighting is with respect to

$$\hat{p}_{\theta^{(m)}_t}(y_{1:t-1}) = \frac{1}{N_x} \sum_{i=1}^{N_x} w_t^{(i)}.$$  (6)

The resampling in the SMC sampler is identical to the particle filter, but the propagation has to be performed differently, as there is no equivalent to the function $f$ for propagating the particles from $p(\theta|y_{1:t})$ to $p(\theta|y_{1:t+1})$. Instead PMH, Algorithm 2, is used to propagate the particles. To reduce the computational load, it is proposed by Chopin et al. (2013) to apply PMH only when some particle degeneracy criterion (e.g. the effective sample size, ESS) is fulfilled. This is summarized in Algorithm 3.

By construction, SMC$^2$ is an ‘online algorithm’ in the sense that it evolves along the time index, and if stopped prematurely at $t'$, samples from the posterior $p(\theta|y_{1:t'})$ are obtained. Similarly, if another data point $y_{T+1}$ is added, the algorithm does not have to start over from scratch, as opposed to the PMH. However, the computational load of SMC$^2$ is increasing with $t$, prohibiting use in online implementations with real-time requirements.
Algorithm 3: SMC$^2$

**Input:** $N_\theta$ (# $\theta$ particles), $q$ (proposal)

**Output:** $\{\omega_T^{(m)}(\theta_T^{(m)})\}_{m=1}^{N_\theta}$ (samples from posterior)

1. Draw $\theta_0^{(m)} \sim p(\theta)$ and set $\omega_0^{(m)} = 1$.
2. Run Step 1 of Algorithm 1 for each $\theta_0^{(m)}$.
3. for $t = 1$ to $T$ do
   4. One iteration of the loop in Alg. 1 for each $\theta_t^{(m)}$.
   5. Compute $\hat{P}_{\theta_t^{(m)}}(y_t|y_{1:t-1})$ (6).
   6. Set $\omega_t^{(m)} = \omega_t^{(m)} \hat{P}_{\theta_t^{(m)}}(y_t|y_{1:t-1})$.
   7. if ESS is too low then
      8. Draw $b_t^{(m)}$ with $\mathbb{P}(b_t^{(m)} = n) \propto \omega_t^{(n)}$.
      9. Run PMH, Alg. 2, for each $\theta_t^{b_t^{(m)}}$ to obtain $\theta_t^{(m)}$.
     10. Set $\omega_t^{(m)} = 1$.
    else
      12. Set $\theta_t^{(m)} = \theta_t^{(m)}$
   end

*All statements with $(m)$ are for $m = 1, \ldots, N_\theta$.*

3 Numerical comparison

In this section, we will first apply PMH and SMC$^2$ to a small simulated example, and then to the problem of learning parameters in a water tank model from real data. We will also discuss their different properties from a user perspective. The Matlab code for all examples can be found on the first authors homepage$^1$.

3.1 A simulated example

We will start the comparison by a simulated numerical example. Consider the one-dimensional state space model

\begin{align}
  x_{t+1} &= |x_t|^\beta + u_t + \omega_t, \quad \omega_t \sim \mathcal{N}(0, 1) \quad (7a) \\
  y_t &= x_t + e_t \quad e_t \sim \mathcal{N}(0, 1), \quad (7b)
\end{align}

where $u_t$ is a known input signal, drawn from a Gaussian. We want to learn the parameter $\beta$, which we believe is drawn from $\mathcal{N}(0, 1)$. This is thus our prior $p(\beta)$.

We simulate $T = 200$ data points $y_{1:T}$ from the model with $\beta = 0.4$. As the data record is relatively short in this example, we expect the posterior distribution to contain a non-negligible amount of uncertainty.

$^1$http://www.it.uu.se/katalog/andsvi64
(a). Trace plot for 2000 iterations of the PMH.

(b). Trace plot for 50 $\theta$-particles in the SMC$^2$, at certain time points. The particles are plotted with a diameter proportional to their importance weights. Note how the posterior evolves along $t$ as more measurements are added, from a quite non-informative prior to a distribution in the region around the true value.

(c). The final samples for the simulated numerical example, for different settings of SMC$^2$ and PMH. A ML estimate is also indicated. Studying the samples, it is clear that the methods suffers from too few particles/iterations, except for the settings in the last row.

Figure 1. Trace plots for PMH (a) and SMC$^2$ (b), and final samples (c) for Example 3.1, for different settings of the methods.

We apply the PMH algorithm to the problem, with proposal $q(\theta'|\theta)$ taken as the random walk $\theta' \sim \mathcal{N}(\theta'|\theta, 0.01)$. The trace plot for 2000 iterations is shown in Figure 1a. Note the burn-in period; the Markov chain starts at 1.5, but moves eventually to the relevant part of the parameter space. In more complicated problems, the burn-in period is typically much longer. Also note the sequences of some hundred consecutive samples, where all proposals are rejected, a typical Metropolis-Hastings behavior.
Also SMC\(^2\) was applied to the problem. A resulting trace plot is shown as Figure 1b. To evaluate the methods, we explore three different settings (in PMH the number of iterations \(K\) and particles \(N_x\) in each particle filter, for SMC\(^2\) the number of \(\theta\)-particles \(N_\theta\) and PMH step \(K\)) and plot the samples as histograms in Figure 1c. The reported time are for a standard desktop computer\(^2\).

The methods only show similar results in the last row of Figure 1c, and the poor results in the first and second row are due to shortcomings of the methods when not run with sufficiently many particles/iterations. In this example, SMC\(^2\) seems to have a slight advantage as it runs faster. For comparison, we also apply the ML method proposed by Schön et al. (2011) to the same data, and obtain the ML estimate \(\hat{\beta}_{ML} = 0.54\). Note that while the ML method only gives a point estimate of 0.54 (approximately corresponding to the peak of the posterior distribution), the full posterior also indicates the true value 0.4 to be quite likely, and also quantifies the uncertainty present.

3.2 A real world example

We also evaluate the methods in a real-world scenario. We use the first \(T = 40\) data samples from the two water tank data presented by Wigren and Schoukens (2013), to learn a discretized version of the model with 6 unknown parameters

\[
\begin{align*}
\begin{pmatrix}
\dot{x}^{(1)}_t \\
\dot{x}^{(2)}_t
\end{pmatrix}
&= \begin{pmatrix}
-k_1 \sqrt{x^{(1)}_t} \\
k_2 \sqrt{x^{(1)}_t} - k_3 \sqrt{x^{(2)}_t}
\end{pmatrix} + \begin{pmatrix}
k_4 u_t \\
0
\end{pmatrix} + w_t, \\
y_t &= x_t + e_t, \quad w_t \sim \mathcal{N}(0, k_5 I_2), \quad e_t \sim \mathcal{N}(0, k_6 I_2).
\end{align*}
\]

\[(I_2 \text{ is the 2-dimensional unit matrix, and } k_5 \text{ and } k_6 \text{ are scalar.})\]

From the physical interpretation of the parameters (Wigren and Schoukens 2013), our prior assumptions on \(k_1, k_2, k_3\) are a uniform distribution on \([0, 1]\), and \(k_4, k_5, k_6\) are \(\mathcal{N}(0, 1)\). As the noise parameters \(k_5\) and \(k_6\) are strictly positive, we formulate priors on their logarithms as \(\log k_5 \sim \mathcal{N}(0, 0.1)\) and \(\log k_6 \sim \mathcal{N}(-1, 0.1)\) respectively.

We run the PMH sampler for \(K = 50 \, 000\) iterations with \(N = 40\) particles, and SMC\(^2\) with \(N_\theta = 1000\) and \(K = 30\) (requiring 12 and 27 minutes on a standard desktop computer, respectively). The samples obtained by the algorithms are plotted in Figure 2a. The results are quite similar, indicating similar ranges of possible values, but one can guess (by comparing the results for, e.g., \(k_3\)) that SMC\(^2\) would benefit from an even bigger number \(N_\theta\).

In this example, PMH seems to be the preferred option, as it requires less computational time, still not suffering from the particle degeneracy problem as SMC\(^2\) with, e.g., \(k_3\).

\(^2\)Intel i7-4600 2.1 GHz CPU
(a). The marginals of the posterior distributions for the six unknown parameters in the watertank model, inferred using PMH (top) and SMC² (bottom) from the data in (a). The data record is indeed short, but the posterior distribution provides useful information on possible ranges, much more informative than the prior $k_1 \in [0, 1]$, etc.

(b). The input-output data in the watertank data. The first 40 samples (200 s) are used as the training data, for inferring the posterior distribution of the parameters. The model learned with PMH (including the uncertainties) was here used to simulate the behavior of the tanks for another 800 s. (SMC² yields similar results.) The more intensive gray color, the more likely simulated output.

Figure 2. The inferred posterior distribution of the parameters (a) are used to simulate the output in (b).

3.3 Computational load and tuning

The computational load pf PMH is governed by $O(KTN_x)$, i.e., proportional to the number of iterations $K$, the number of data points $T$ and the number of particles $N_x$. The PMH is an anytime algorithm, in the sense that $K$ does not have to be determined a priori, but can be run as long as the time permits. It has been shown
that the choice of $N_x$ in PMH affects the acceptance rate, and that $N_x$ should be chosen $\propto T$ to keep an acceptance rate not varying with $T$ (Chopin et al. 2013). Following this rule of thumb, the computational load of PMH becomes $O(KT^2)$.

SMC$^2$ has the computational load $O(KT^2 N_x N_\theta)$. The rule of thumb for $N_x$ for PMH also applies to the PMH within SMC$^2$, giving the load $O(KT^3 N_\theta)$. Although SMC$^2$ provides the user with $p(\theta|y_{1:t})$ for all $t$ from 0 to $T$, it is not suited for online problems with real-time requirements, as it grows forbiddingly fast with increasing $T$.

The time for implementation does usually not count as a part of the computational load, but is nevertheless of big relevance in practice. Our experience from implementing the two examples is that SMC$^2$ is significantly harder to implement, due to the quite involved interaction between the two nested levels of SMC. PMH, on the other hand, only requires a particle filter algorithm, computation of the acceptance probability $\alpha$ and some storage. The implementation of PMH therefore also has the advantage of being easier to debug than SMC$^2$.

As an alternative for the user to implement the methods on her/his own, there are currently a few software packages designed for off-the-shelf use of PMH, SMC$^2$ and related methods available, such as LibBi$^3$ (Murray 2013) and Biips$^4$ (Todeschini et al. 2014).

The tuning of both algorithms is indeed crucial for their performance. A perhaps subtle, but important, design choice is the proposal $q$ inside the PMH. Suggestions on how to improve the proposal have been proposed in the literature, e.g Dahlin et al. (2015) for PMH, and Fearnhead and Taylor (2013) for SMC samplers. The number of particles, $N_x$ and $N_\theta$, are of course also of great importance, and a recent work on automatic adaptation of $N_\theta$ in SMC$^2$ is presented by Chopin et al. (2015). Further, the rule of thumb $N_x \propto T$ applies, and a recent work with more extensive guidelines is Doucet et al. (2015).

4 Conclusions

PMH has a clear computational advantage over SMC$^2$ for large $T$. For small $T$, as illustrated in the numerical examples, the methods are more comparable. In the examples, there are no clear advantage neither for PMH nor SMC$^2$: they both perform similarly, with a computational time of the same magnitude. SMC$^2$ does indeed offer more flexibility in the tuning, and might thus have a greater potential in adaption to certain problems. If all sequential posteriors $p(\theta|y_1), \ldots, p(\theta|y_{1:T})$ are of interest, SMC$^2$ is indeed preferable. However, as discussed, SMC$^2$ is considerably more challenging to implement and debug than PMH.

---

$^3$http://libbi.org

$^4$http://alea.bordeaux.inria.fr/biips/
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Nonlinear state space smoothing using the conditional particle filter

Abstract

To estimate the smoothing distribution in a nonlinear state space model, we apply the conditional particle filter with ancestor sampling. This gives an iterative algorithm in a Markov chain Monte Carlo fashion, with asymptotic convergence results. The computational complexity is analyzed, and our proposed algorithm is successfully applied to the challenging problem of sensor fusion between ultrawideband and accelerometer/gyroscope measurements for indoor positioning. It appears to be a competitive alternative to existing nonlinear smoothing algorithms, in particular the forward filtering-backward simulation smoother.

1 Introduction

Consider the (time-varying, nonlinear, non-Gaussian) state space model (SSM)

\[ x_{t+1} | x_t \sim f_t(x_{t+1} | x_t), \]  
\[ y_t | x_t \sim g_t(y_t | x_t), \]

with \( x_1 \sim \mu(x_1) \). We use a probabilistic notation, with \( \sim \) meaning distributed according to. The index variable \( t = 1, 2, \ldots, T \) is referred to as time. The variable \( x_t \in \mathbb{R}^{n_x} \) is referred to as state, and an exogenous input \( u_t \) is possible to include in \( f_t \) and \( g_t \). To ease the notation, the possible time dependence of \( f \) and \( g \) will be suppressed.

For some applications, e.g., system identification, the distribution of the states for given model and measurements,

\[ p(x_{1:T} | y_{1:T}), \]

is of interest. We will refer to (2) as the smoothing distribution. The smoothing distribution is not available on closed form for the general model (1), and approximations are necessary. In this paper, we will present a method generating Monte Carlo samples, particles, from the smoothing distribution, akin to a particle filter. The idea is to iterate a conditional particle filter, which generates samples from the smoothing distribution after sufficiently many iterations, as illustrated in Figure 1.
Figure 1. How to use the conditional particle filter to sample from the smoothing distribution $p(x_{1:T}|y_{1:T})$. The distribution $p(x_{1:T}|y_{1:T})$ is shown in gray, with time $t$ at the horizontal axis and state $x$ on the vertical axis. The conditional particle filter (with only 2 particles) is run iteratively, starting with the its arbitrary initialized trajectory (blue line) in the top plot, eventually converging to provide samples from the smoothing distribution.

An overview of existing particle smoothers addressing the problem of generating samples from (2) is provided by Lindsten and Schön (2013). In this work we will in particular compare and relate our developments to the so-called forward filtering-backward simulation (FFBSi) smoother introduced by Douc et al. (2011). The work by Kitagawa (1996) and Briers et al. (2010) are both of interest in that they approach a similar problem using particle filters, the latter also taking inspiration from the two-filter formula. The work of Pillonetti and Bell (2008) is closely related in that they also employ a Markov chain Monte Carlo (MCMC) construction, but they consider the special case of Gaussian noise ($f$ and $g$ can still be nonlinear though).

An alternative to using samples to represent (2) is to solve a linearized version of
the problem, by combining the extended Kalman filter (Schmidt 1966; Smith et al. 1962) with the RTS-smoother (Rauch et al. 1965) to solve the linearized problem analytically. The work of Särkkä (2008) on the unscented RTS-smoother is along the same line.

It should also be possible to generalise the ideas presented in this paper to probabilistic graphical models along the lines of the work by Naesseth et al. 2014.

Source code for simulated examples are available via the first author’s homepage, and details on the second simulated example and the indoor positioning problem are available in Appendix A and B of this paper, respectively.

2 Particle methods

We assume the reader has some basic familiarity with particle filters (see, e.g., Doucet and Johansen 2011 for an introduction), but to set the notation we will start by a brief summary of particle filters and particle smoothers.

2.1 Particle filters

In the search for a numerical approximation to \( p(x_{1:T}|y_{1:T}) \), the following factorization is useful

\[
p(x_{1:T}, y_{1:T}) = \mu(x_1) \prod_{t=1}^{T} g(y_t|x_t) \prod_{t=1}^{T-1} f(x_{t+1}|x_t),
\]

as it allows for the following recursion to be derived (using Bayes’ rule and \( p(y_{1:T}) = p(y_1) \prod_{t=1}^{T-1} p(y_{t+1}|y_{1:t}) \))

\[
p(x_{1:t}|y_{1:t}) = \frac{g(y_t|x_t)f(x_t|x_{t-1})}{p(y_t|y_{1:t-1})} p(x_{1:t-1}|y_{1:t-1}).
\]

This factorization can be used to motivate the particle filter. Starting with a particle (Monte Carlo) approximation of \( p(x_1|y_1) \) as \( N \) particles, (4*) can be applied to obtain a particle approximation of \( p(x_{1:2}|y_{1:2}) \). Repeating this \( T - 1 \) times, a particle approximation of \( p(x_{1:T}|y_{1:T}) \) as \( N \) weighted particles \( \{x^{i}_{1:T}, w^{i}_{1:T}\}_{i=1}^{N} \) is found. This is detailed in Algorithm 1, the particle filter, a Sequential Monte Carlo method.

The notation used in Algorithm 1 is

\[
W_{i}(x_1) \triangleq g(y_1|x_1)\mu(x_1)/q_1(x_1|y_1)
\]

\[
W(x_{1:t}) \triangleq g(y_t|x_t)f(x_t|x_{t-1})/q(x_t|x_{t-1}, y_t).
\]

Here, \( q \) denotes the proposal distribution, which is used to propagate the particles from time \( t \) to time \( t + 1 \). If the proposal \( q \) is chosen as \( f \), then (5b) simplifies to \( W(x_{1:t}) = g(y_t|x_t) \) resulting in the so-called bootstrap particle filter.
Algorithm 1: Particle Filter

Output: A weighted particle system \( \{x^i_{1:t}, w^i_t\}_{i=1}^N \) approximating \( p(x_{1:t} | y_{1:t}) \) for \( t = 1, 2, \ldots, T \).

1. Draw \( x^i_1 \sim q_1(x_i) \) for \( i = 1, \ldots, N \).
2. Set \( w^i_t = W_t(x^i_1) \) for \( i = 1, \ldots, N \).
3. for \( t = 2 \) to \( T \) do
   4. Draw \( a^i_t \) with \( \mathbb{P}(a^i_t = j) \propto w^j_{t-1} \) for \( i = 1, \ldots, N \).
   5. Draw \( x^i_t \sim q_t(x_t | x_{t-1}^{a^i_t}, y_t) \) for \( i = 1, \ldots, N \).
   6. Set \( x^i_{1:t} = \{x^i_{1:t-1}, x^i_t\} \) for \( i = 1, \ldots, N \).
   7. Set \( w^i_t = W(x^i_{1:t}) \) for \( i = 1, \ldots, N \).
4. end

Figure 2. Path degeneracy: The particles in a particle filter are shown as dots, propagated as the lines indicate. The red dots are particles that have ‘survived’ the resampling steps, whereas the grey dots have not ‘survived’ the resampling steps. All trajectories \( x^i_{1:40} \) have the part \( x_{1:13} \) in common. This phenomenon occurs in particle filters and is the reason why a particle filter does not provide a good numerical approximation of \( p(x_{1:T} | y_{1:T}) \) for a finite \( N \).

The main steps in Algorithm 1, namely 4, 5 and 7 are often referred to as resampling, propagation and weighting, respectively. Step 6 is merely bookkeeping. In Algorithm 1, a notation using ancestor indices \( a^i_t \) has been used for the resampling step, to prepare for the expansion to conditional particle filter with ancestor sampling.

In theory, a particle filter directly gives a numerical approximation of \( p(x_{1:T} | y_{1:T}) \). However, in practice with a finite \( N \), the approximation tends to be rather poor (unless \( T \) is very small), as it typically suffers from path degeneracy as illustrated in Figure 2.

2.2 Forward – backward particle smoothers

A natural way to find the smoothing distribution for SSMs is to first apply a (forward) filter, and then add a backward pass, adjusting for the ‘new’ information about the state \( x_t \) at time \( t \) obtained from the later measurements \( y_{t+1}, \ldots, y_T \). Such an
example is the RTS smoother for the linear Gaussian case (Rauch et al. 1965), but also the more recent particle-based FFBSi algorithm, see, e.g., Lindsten and Schön (2013) for a recent overview.

The algorithm for FFBSi is not repeated here, but we note that it relies on
the two steps

1. A particle filter with \( N \) particles.

2. A backward simulation drawing \( M \) (uncorrelated) samples from \( p(x_{1:T}|y_{1:T}) \) using the \( N \) particles from Step (1).

The computational complexity of FFBSi is basically \( \mathcal{O}(NM) \), although some improvements can be achieved, see Lindsten and Schön (2013, Section 3.3).

To prepare for the upcoming discussions on convergence, let us briefly comment on the convergence properties of FFBSi.

How well can a function \( h(x_{1:T}) \) be approximated as \( \tilde{h} \) using samples from FFBSi? Let \( \tilde{h}_{\text{FFBSi}}^N \) denote an approximation of \( h(x_{1:T}) \) based on \( M = N \) backward trajectories. Under some fairly mild assumptions, it has been shown Douc et al. (2011, Corollary 9) that there exists a \( \sigma_{\text{FFBSi}} < \infty \) such that

\[
\sqrt{N} \left( \tilde{h}_{\text{FFBSi}}^N - \mathbb{E}[h(x_{1:T})|y_{1:T}] \right)
\]  

converges weakly to \( \mathcal{N}(0, \sigma_{\text{FFBSi}}^2) \). To summarize, the convergence rate for FFBSi is \( \sqrt{N} \), subject to a computational complexity of \( \mathcal{O}(N^2) \).

3  Smoothing using the Conditional Particle Filter

The smoothing methodology discussed in Section 2.2 builds on a forward-backward strategy. The MCMC idea offers a fundamentally different way to construct a smoother, without explicitly running a backward pass, but iteratively running a so-called conditional particle filter as illustrated in Figure 1. As we will see, this opens up for a reduced computational complexity. The origin of the method dates back to the introduction of the PMCMC methods by Andrieu et al. (2010), with important recent contributions from Lindsten et al. (2014).

First, the conditional particle filter with ancestor sampling (CPF-AS) will be introduced (Section 3.1), followed by a brief introduction to MCMC (Section 3.2), and they will in the next step (Section 3.3) be combined to form a particle smoother. The convergence properties and the computational complexity of the smoother are then examined in Section 3.4 and Section 3.5, respectively.

3.1  Conditional particle filter with ancestor sampling

The CPF-AS is thoroughly described by Lindsten et al. (2014), and here presented as Algorithm 2. The CPF-AS is similar to a regular particle filter, Algorithm 1, in
Algorithm 2: Conditional particle filter with ancestor sampling (CPF-AS)

Input: Trajectory \( x_{1:T}[k] \).
Output: Trajectory \( x_{1:T}[k + 1] \).
1. Draw \( x_1^i \sim q_1(x_1^i) \) for \( i = 1, \ldots, N - 1 \).
2. Set \( x_1^N = x_1[k] \).
3. Set \( w_1^i = W_1(x_1^i) \) for \( i = 1, \ldots, N \).
4. for \( t = 2 \) to \( T \) do
   5. Draw \( a_t^i \) with \( \mathbb{P}(a_t^i = j) \propto w_{t-1}^j \) for \( i = 1, \ldots, N - 1 \).
   6. Draw \( x_t^i \sim q_t(x_t|a_t^i, y_t) \) for \( i = 1, \ldots, N - 1 \).
   7. Set \( x_t^N = x_t[k] \).
   8. Draw \( a_t^N \) with \( \mathbb{P}(a_t^N = j) \propto w_{t-1}^j f(x_t^N|x_t^j) \).
   9. Set \( x_{1:t}^i = \{ x_{1:t-1}^i, x_t^i \} \) for \( i = 1, \ldots, N \).
  10. Set \( w_t^i = W(x_{1:t}^i) \) for \( i = 1, \ldots, N \).
5. end
6. Draw \( J \) with \( \mathbb{P}(i = J) \propto w_{T}^J \) and set \( x_{1:T}[k + 1] = x_{1:T}^J \).

many aspects, but with one particle trajectory \( x_{1:T}[k] \) specified a priori (trajectory number \( N \) in Algorithm 2).

The CPF-AS generates \( N \) weighted particle trajectories \( \{ x_{1:T}^i, w_{T}^i \}_{i=1}^{N} \). With the original formulation of the conditional particle filter in Andrieu et al. (2010), one of these trajectories is predestined to be \( x_{1:T}[k] \). Extending this with ancestor sampling, the CPF-AS is obtained and the resulting trajectories \( \{ x_{1:T}^i, w_{T}^i \}_{i=1}^{N} \) are still influenced by \( x_{1:T}[k] \), but in a somewhat more involved way, as the conditional trajectory may be ‘partly’ replaced by a new trajectory; see Algorithm 2 for details.

By sampling one of the trajectories \( x_{1:T}[k + 1] = x_{1:T}^J \) obtained from the CPF-AS with \( \mathbb{P}(i = J) \propto w_{T}^J \), the CPF-AS can be seen as a procedure to stochastically map \( x_{1:T}[k] \) onto another trajectory \( x_{1:T}[k + 1] \).

A Rao-Blackwellized formulation of the CPF-AS for mixed linear/nonlinear models is also possible, see Paper V for details.
3.2 Markov chain Monte Carlo

MCMC offers a strategy for sampling from a complicated probability distribution $\pi$ on the space $\mathcal{Z}$, using an iterative scheme.

A Markov chain on $\mathcal{Z}$ is a sequence of the random variables $\{\zeta[1], \zeta[2], \zeta[3], \ldots\}$, $\zeta[k] \in \mathcal{Z}$. The chain is defined by a kernel $\mathcal{K}$, stochastically mapping one element $\zeta[k]$ onto another element $\zeta[k+1]$. That is, the distribution of the random variable $\zeta[k]$ depends on the previous element as $\zeta[k+1] \sim \mathcal{K}(\cdot | \zeta[k])$.

If the kernel $\mathcal{K}$ is ergodic with a unique stationary distribution $\pi$, the marginal distribution of the chain will approach $\pi$ in the limit. Let $\zeta[0]$ be an arbitrary initial state with $\pi(\zeta[0]) > 0$, then by the ergodic theorem (Robert and Casella 2004)

$$\frac{1}{K} \sum_{k=1}^{K} h(\zeta[k]) \to \mathbb{E}_{\pi}[h(\zeta)],$$

as $K \to \infty$ for any function $h : \{\mathbb{R}^n\}^T \mapsto \mathbb{R}$, with $\mathbb{E}_{\pi}[\cdot]$ denoting expectation w.r.t. $\zeta$ under the distribution $\pi$.

That is, for sufficient large $k$, the realization of $\{\zeta[k], \zeta[k+1], \ldots\}$ is (possibly correlated) samples from $\pi$. This summarizes the idea of the MCMC methodology; if $\pi$ is of interest, construct a kernel $\mathcal{K}$ with stationary distribution $\pi$ and simulate a Markov chain to obtain samples of $\pi$.

Note that any finite realization of the chain $\{\zeta[1], \ldots, \zeta[K]\}$ may be an arbitrarily bad approximation of $\pi$. This typically depends on the initialization $\zeta[0]$ and on how well the kernel $\mathcal{K}$ manages to explore $\mathcal{Z}$, referred to as the mixing.

3.3 Smoothing using MCMC

Take the general space $\mathcal{Z}$ as the more concrete space $\{\mathbb{R}^{n_x}\}^T$ (where $x_{1:T}$ lives). Note that CPF-AS in Algorithm 2 maps one element in $\{\mathbb{R}^{n_x}\}^T$ onto another element in $\{\mathbb{R}^{n_x}\}^T$, and can therefore be interpreted as an MCMC kernel. The unique stationary distribution for CPF-AS is $p(x_{1:T} | y_{1:T})$ (which is far from obvious, but shown by Lindsten et al. (2014)). Now, by constructing a Markov chain, Algorithm 3 is obtained, generating samples from the distribution $p(x_{1:T} | y_{1:T})$ (i.e., a smoother).

An illustration of Algorithm 3 was provided already by Figure 1; The initial trajectory is obviously not a sample from $\pi = p(x_{1:T} | y_{1:T})$, and artifacts from the initializations appear to be present also in iteration [1], [2], and possibly [3]. However, iterations [5], [6], [7] appear to be (correlated) samples from the distribution $\pi$, which is what was sought.
**Algorithm 3**: MCMC smoother

**Input**: $x_{1:T}[0]$ (Initial (arbitrary) state trajectory).

**Output**: $x_{1:T}[1], \ldots, x_{1:T}[K]$ ($K$ samples from the Markov chain).

```
for $k = 1$ to $K$ do
  Run the CPF-AS (Algorithm 2) conditional on $x_{1:T}[k-1]$ to obtain $x_{1:T}[k]$.
end
```

3.4 Convergence

The convergence analysis of Algorithm 3 can, similar to the FFBSi in Section 2.2, be posed as the question of how well $h(x_{1:T})$ can be approximated by $\hat{h}_{CPF-AS}^K = \frac{1}{K} \sum_{k=1}^{K} h(x_{1:T}[k])$, where $x_{1:T}[k]$ comes from Algorithm 3. Before stating the theorem, let us make the following two rather technical assumptions

A1. The proposal $q$ is designed such that given any $x_{t-1}$ with non-zero probability (given the measurements $y_{1:t-1}$), any $x_t$ with non-zero probability (given $y_{1:t}$) should be contained in the support of $q$.

A2. There exists a constant $\kappa < \infty$ such that $\|W\|_\infty < \kappa$.

**Theorem 1** (Convergence for Algorithm 3). Under the assumptions A1 and A2, for any number of particles $N > 1$, and for any bounded function $h : \mathbb{R}^{N+1} \rightarrow \mathbb{R}$, there exists a $\sigma_h < \infty$ such that

$$
\sqrt{K} \left( \hat{h}_{CPF-AS}^K - \mathbb{E}[h(x_{1:T})|y_{1:T}] \right)
$$

converges weakly to $N(0, \sigma_h^2)$.

**Proof.** The CPF-AS is uniformly ergodic for $N > 1$, Lindsten et al. (2014, Theorem 3). Therefore Theorem 1.5.4 in Liang et al. (2010) is applicable.

Note: The convergence of Algorithm 3 to the smoothing distribution is by Theorem 1 not dependent of the number of particles $N \rightarrow \infty$, but is only relying on the number of iterations $K \rightarrow \infty$.

3.5 Computational complexity

The computational complexity of Algorithm 3 is of order $O(KN)$, where $N$ is the number of particles in the CPF-AS and $K$ the number of iterations. However, in some programming languages, e.g., Matlab, vectorized implementations are preferred. The sequential nature of Algorithm 3 in $k$ does not allow such a vectorized implementation, which is a clear drawback. On the other hand, $K$ does not have to be
specified a priori, but Algorithm 3 can be run repeatedly until satisfactory results are obtained, or a given computational time limit is violated.

The short message here is: The convergence rate for Algorithm 3 is $\sqrt{K}$, obtained at a computational cost of $\mathcal{O}(K)$ (for a fixed number of particles $N$). This can be compared to the convergence rate $\sqrt{N}$ to the less beneficial cost of $\mathcal{O}(N^2)$ for FFBSi. However, one should remember that the samples obtained from FFBSi are uncorrelated, which is typically not the case for Algorithm 3.

4 Simulated examples

4.1 Scalar linear Gaussian SSM

As a first example, consider the scalar linear Gaussian SSM

$$x_{t+1} = 0.2x_t + u_t + w_t, \quad w_t \sim \mathcal{N}(0, 0.3),$$

$$y_t = x_t + e_t, \quad e_t \sim \mathcal{N}(0, 1),$$

(9a) (9b)

with $\mathbb{E}[x_1] = 0$ and $\mathbb{E}[x_1^2] = 0.1$. Implementing Algorithm 3 with $N = 2$ (with $T = 80$ and $u_t$ being low-pass filtered white noise), the result shown in Figure 1 is obtained. As the system is linear and Gaussian, analytical expressions for $p(x_{1:T}|y_{1:T})$ can be found using the RTS smoother, shown in gray in Figure 1.

4.2 Nonlinear, multi-modal example

We will now turn to a more challenging problem, pinpointing some interesting differences between the forward-backward smoother (FFBSi) and our MCMC-based smoother in Algorithm 3. We will start with a discussion using intuitive arguments, to motivate the example.

The FFBSi smoother handles the path degeneracy problem in the particle filter discussed in Section 2. However, the support for the backward simulation is still limited to the particles sampled by the particle filter. As those particles, for $t < T$, are sampled from the filtering distribution $p(x_t|y_{1:t})$ (and not the smoothing distribution $p(x_t|y_{1:T})$, due to the factorization (4)), only few of the particles may be useful if the difference between the filtering and smoothing distribution is ‘large’. This might cause a problem for the FFBSi smoother, since there might exist cases where the particles do not explore the relevant part of the state space. An interesting question is now if Algorithm 3 can be expected to explore the relevant part of the state space better than the FFBSi smoother?

One way to understand the effect of the conditional trajectory in CPF-AS is as follows: If a proposal distribution $q \neq f$ is used in a regular particle filter (Step 5 in Algorithm 1), it is compensated for in the update of the weights, Step 7 and (5b), so that $\{x^i_{1:t}, w^i_t\}_{i=1}^N$ are still an approximation of $p(x_{1:t}|y_{1:t})$, even if $q \neq f$. 
Figure 3. The ‘landscape’ for the Example in 4.2. The surface is proportional to \( g(y_t | x_t) \), and the axis are time \( t \) and state \( x \), respectively. The trajectories are the mean of the results of a particle filter (Algorithm 1, filtering), FFBSi (smoothing) and Algorithm 3 (smoothing). Note that for both smoothing methods, a total of 50,000 particles were sampled, so the comparison is ‘fair’ in that sense.

The CPF-AS can be thought of as a regular particle filter, but with a ‘proposal’ \( q(x_t) \) that deterministically sets \( x_t^N = x_t[k] \) (Step 7 of Algorithm 2) and ‘artificially’ assigns an ancestor to it (Step 8). However, there is no compensation for this ‘proposal’ in Step 10. Therefore, the samples \( \{x_{1:t}^i, w_{1:t}^i\}_{i=1}^N \) from the CPF-AS can be expected to be biased towards the conditional trajectory \( x_{1:T}[k] \).

On the other hand, we know from Lindsten et al. (2014) that the conditional trajectories in the limit \( k \to \infty \) are samples of \( p(x_{1:T} | y_{1:T}) \). The bias towards \( x_{1:T}[k] \) in the CPF-AS can therefore be thought of as ‘forcing’ the CPF-AS to explore areas of the state space relevant for the smoothing distribution \( p(x_{1:T} | y_{1:T}) \) (rather than the filtering distribution \( p(x_{1:t} | y_{1:t}) \)) for large \( k \).

A simulated example, appealing to this discussion, is now given. The problem is to sample from the smoothing distribution for a one-dimensional SSM with multi-modal properties of \( g(x_t | y_t) \). The state space model is \( f(x_{t+1} | x_t) = N(x_{t+1} | x_t, \sigma^2) \) and \( g(y_t | x_t) \) is implicitly defined through the surface in Figure 3, where the surface level in point \((x, t)\) defines \( g(y_t | x_t) \), for a given \( y_t \) (not shown).

Given \( x_0 \), finding the maximum a posteriori estimate of the smoothing distribution \( p(x_{1:T} | y_{1:T}) \) amounts to finding the path \( x_{1:T} \) maximizing \( p(x_{1:T} | y_{1:T}) \propto \prod_{t=1}^T f(x_t | x_{t-1}) \prod_{t=1}^T g(y_t | x_t) \), where \( g(y_t | x_t) \) is defined through the surface in Figure 3. Intuitively, this can be thought of as going from left \((t = 0)\) to right \((t = 100)\) in Figure 3, playing the children’s game ‘the floor is hot lava’ with the cost \( f \) for moving sideways.

The mean of the filtering distribution \( p(x_{t} | y_{1:t}) \) for \( t = 1, \ldots, T \) (obtained by Algorithm 1) is shown in Figure 3, together with the mean from two different smoothers; FFBSi (Section 2.2) and Algorithm 3, respectively.

The two smoothing approximations can indeed be expected to approach each other in the limit \( N \to \infty / K \to \infty \). The problem is interesting because the
Figure 4. Particle densities (on a blue-yellow-red scale, from low to high) for FFBSi (left) and Algorithm 3 (right). In both cases, 50,000 particles are sampled for each $t$. They are, however, centered along the filtering distribution for the FFBSi, but biased toward the smoothing distribution for Algorithm 3. That is, Algorithm 3 explores (at least in this example) the relevant part of the state space (i.e., the left ‘shoulder’) better.

‘likelihood landscape’ in Figure 3 contains a ‘trap’. The filtering distribution (and hence the particle filter in FFBSi) will follow the right ‘shoulder’ and discover ‘too late’ (the valley at $t \approx 70$) that it ‘should’ have walked along the left. The smoothing distribution, however, walks along the left shoulder earlier, as it ‘knows’ that the valley at the right hand side will come.

To quantify this discussion on how well the particles explore the state space for the two smoothers, the densities of the sampled particles for both smoothers are plotted in Figure 4. This suggest that Algorithm 3 is able to give a better approximation of the smoothing distribution, as a larger proportion of the particles are sampled in a relevant part of the state space.

5 Indoor positioning application

In this section, the presented algorithm is applied to a real-world sensor fusion problem; indoor positioning using ultrawideband (UWB), gyroscope and accelerometer measurements. We apply the model from Kok et al. (2015), but rather than using the optimization-based approach in that paper, we employ Algorithm 3. Instead of obtaining the maximum a posteriori (MAP) estimate as a point (as in Kok et al. 2015), we will obtain samples from the posterior distribution, which can be used to estimate the MAP, mean, credibility intervals, etc.

5.1 Problem setup

We take the problem as presented by Kok et al. (2015), a 10-dimensional nonlinear non-Gaussian problem. The goal is to estimate the position, velocity and orientation of the sensor board with the UWB transmitter, accelerometer and gyroscope, placed on the foot of a human. The UWB transmitter sends out pulses at (unknown) times
\( \tau_t \), and the time of arrival at the 10 receivers (indexed by \( m \)) are measured. The setup is calibrated using the algorithm in Kok et al. (2015), making sure that the receiver positions \( r_m^n \) are known and that their clocks are synchronized.

In the model, the state vector is \( x_t^T = [p_t^n, v_t^n, q_t^n] \), \( p_t \) is the (3D) position, \( v_t \) the velocity and \( q_t \) the orientation (parametrized using unit quaternions). The SSM is given by

\[
\begin{align*}
p_{t+1}^n &= p_t^n + T_s v_t^n + \frac{T_s^2}{2} a_t^n, \\
v_{t+1}^n &= v_t^n + T_s a_t^n, \\
q_{t+1}^{nb} &= q_t^{nb} \exp \frac{T_s}{2} \omega_t, \\
y_{m,t} &= \tau_t + \frac{1}{c} \|r_m^n - p_t^n\|_2 + e_{m,t},
\end{align*}
\]

where (10a) – (10c) are the dynamics and (10d) is the measurement equation. The superscripts \( n \) and \( b \) denote coordinate frames (\( n \) is the navigation frame aligned with gravity, and \( b \) is the body frame, aligned with the sensor axes of the accelerometers), \( c \) denotes the speed of light, \( \odot \) denotes the quaternion product and exp denotes the vector exponential (Hol 2011). \( T_s \) is the time between two data samples from the accelerometer and gyroscope, sampled with 120 Hz. However, the UWB samples are sampled at approximately 10 Hz. Due to the nature of UWB measurements, \( e_{m,t} \) is modeled as

\[
e_{m,t} \sim \begin{cases} 
(2 - \alpha)N(0, \sigma^2), & e_{m,t} < 0, \\
\alpha \text{Cauchy}(0, \gamma), & e_{m,t} \geq 0,
\end{cases}
\]

because measurements can only arrive later (and not earlier) in case of multipath and non-line-of-sight propagation. The acceleration \( a_t^n \) is found via accelerometer measurements \( y_{a,t} \), modeled as

\[
y_{a,t} = R_t^{bn} (a_t^n - g^n) + \delta_a + e_{a,t},
\]

with \( g^n \) denoting gravity, \( R_t^{bn} \) is a rotation matrix representation of \( q_t^{nb} \), and \( R_t^{bn} = (R_t^{nb})^T \). The angular velocity \( \omega_t \) is obtained from the gyroscope measurements \( y_{\omega,t} \) as

\[
y_{\omega,t} = \omega_t + \delta_\omega + e_{\omega,t}.
\]

The noise \( e_{a,t} \) and \( e_{\omega,t} \) are modeled as \( N(0, \sigma_a^2) \) and \( N(0, \sigma_\omega^2) \), respectively. \( \delta_a \) and \( \delta_\omega \) are sensor biases. Note that the accelerometer and gyroscope measurements are not treated as outputs in (10), but rather as inputs to the dynamics, implicitly introducing an uncertainty in \( f(x_{t+1} | x_t) \) through the measurement noise.
Figure 5. The mean (black line) and 99\% credibility intervals (orange fields) of \( p(x_{1,T} | y_{1,T}) \)
for the position and orientation states, and ground truth (dashed gray) from an optical reference system.

5.2 Results

Algorithm 3 was applied to data presented by Kok et al. (2015) with (10) – (13). The results for \( K = 1000 \) iterations and \( N = 500 \) particles are summarized in Figure 5 in terms of the mean and credibility intervals (cf. Figure 13 and 14 in Kok et al. 2015). For reference, the ground truth (obtained by an optical reference system) is also shown in the plot. In terms of computational load, the presented results took about 1 day to obtain on a standard desktop computer.

Note the credibility intervals, which are the gain of using this method producing samples (as opposed to a method based on point estimates). The credibility intervals are varying over time and are different for different states, which indeed adds information to the results.
6 Conclusions

We have shown how the CPF-AS can be used to solve the nonlinear state smoothing problem in a disparate way compared to the currently available particle smoothers. The asymptotic convergence of our smoother was established, and we also illustrated the use of the smoother on two simulated examples and one challenging real-world application.

Based on the results of Theorem 1 and the numerical examples we conclude that Algorithm 3 is indeed a competitive alternative to the existing state-of-the-art smoothers. The present development opens up for interesting future work, such as hybrid versions of FFBSi and Algorithm 3, where FFBSi is used to initialize Algorithm 3. Further studies on how to tackle the trade-off between the number of particles $N$ and the number of iterations $K$ in Algorithm 3 for optimal performance (given a computational limit) would also be interesting.

A Appendix: Simulated nonlinear, multimodal example

This appendix gives an extended introduction to the problem considered in Section 4.2. The essential details are in 4.2, but we will provide an alternative introduction. The state space model considered in the problem is

$$x_{t+1}|x_t \sim \mathcal{N}(x_t, 0.5),$$
$$y_t|x_t \sim g(y_t|x_t),$$
$$x_1 = 3.$$

The problem concerns smoothing for a given output sequence $y_{1:t}$. Thus we write $G(x_t) \triangleq g(y_t|x_t)$, the likelihood of $x_t$, omitting the dependence on $y_t$. $G(x_t)$ is defined by the surface of Figure 6, which is parametrized as a sum of six Gaussian-like functions. The specific parametrization is found in the provided source code.

The state space filtering/smoothing problem arising from this problem is solved using three approaches. For filtering, the particle filter in Algorithm 1, with $q_t = f$, is used. For smoothing, the FFBSi with rejection sampling, as presented in Lindsten and Schön (2013, Algorithm 5), is used, together with the MCMC smoother in Algorithm 3, and the results reported by in Section 4.2 are obtained.

B Appendix: Indoor positioning

This appendix focuses on the indoor positioning application in Algorithm 5. The problem is discussed in Kok et al. (2015), and concerns a sensor fusion problem involving accelerometer, gyroscope, and ultrawideband (UWB) measurements. There are several details on the problem not covered in the main text; the non-uniform
sampling intervals of the UWB measurements, the unknown transmission times, the
sensor biases, some issues on the ancestor sampling, and the initialization of the first
conditional trajectory.

We repeat the state space model here:

\[
\begin{align*}
    p_{t+1}^n &= p_t^n + T_t v_t^n + \frac{T_t^2}{2} a_t^n, \\
    v_{t+1}^n &= v_t^n + T_t a_t^n, \\
    q_{n+1}^b &= q_t^n \exp \left( \frac{T_t}{2} \tau_t \right), \\
    y_{m,t} &= \tau_t + \|y_m^u - p_t^n\|_2 + e_{m,t} \\
\end{align*}
\]

(15a)

Most important, \( x_t^T = [(p_t^n)^T (v_t^n)^T (q_t^b)^T] \) forms the state vector, and \( a_t^n \) are the acceleration, \( \omega_t \) the angular velocity, and \( y_{m,t} \) are the UWB measurements (for receiver number \( m \)). The sampling frequency for the accelerometers and the gyroscopes is 120 Hz.

The acceleration and angular velocity are modeled to be measured as

\[
\begin{align*}
    y_{a,t} &= R_t^b(a_t^n - g^n) + \delta_a + e_{a,t}, \\
    y_{\omega,t} &= \omega_t + \delta_\omega + e_{\omega,t}. \\
\end{align*}
\]

(16)

(17)

Through the measurement noise in these models, stochastic noise enters the state
space.

B.1 Non-uniform sampling interval

For every sampling step \( t \), the accelerometer and gyroscope data \( y_{a,t} \) and \( y_{\omega,t} \) are available. However, the UWB measurements are recorded at a lower sampling rate, and are available only for approximately every tenth sample. A high level algorithm illustrating how this is handled is shown in Algorithm 4.
**Algorithm 4: MCMC smoother**

1. **for** $k = 1$ **to** $K$ **do**
2. Sample $x^i_1$ from $q_1(x_1)$.
3. Draw $x^i_1 \sim p(x^i_1), i \in [1, N-1]$.
4. Set $x^N_{1:T} = x_{1:T}[k]$.
5. **for** $t = 1$ **to** $T - 1$ **do**
6. If UWB measurement $\{y_{m,t}\}_{m=1}^M$ available then
7. Set $w^i_t = g(y_t|x^i_t), i \in [1, N]$.
8. Draw $a^i_t$ with $p(a^i_t = j) \propto w^i_{t-1}, i \in [1, N-1]$.
9. Set $x^i_{1:t} = \{x^a_t, a^i_t\}, i \in [1, N-1]$.
10. **end**
11. Draw $x^i_{t+1}$ from $f(x^i_{t+1}|x^i_t, a_t, \omega_t), i \in [1, N-1]$.
12. Draw $a^N_t$ with $p(a^N_t = j) \propto f(x^N_{t+1}|x^i_t)$.
13. Set $x^N_{1:t+1} = \{x^a_{t+1}, x^N_{t+1}\}$.
14. **end**
15. Draw $J$ with $p(i = j) \propto \frac{1}{N}$ and set $x_{1:T}[k + 1] = x^J_{1:T}$.
16. **end**

(Note that the notation for the ancestor sampling variable is $b$, instead of $a$, not to confuse it with the accelerometer data.)

B.2 Unknown transmission times

When evaluating (10d), the transmission time $\tau_t$ is unknown. It is approximately handled by Monte Carlo integration:

$$g(y_t|x_t) = p_e(y_{m,t} - \tau_t - ||r^N_m - p^n_t||_2 | \tau_t) \approx \sum_j p_e(y_{m,t} - \tau^j_t - ||r^N_m - p^n_t||_2)$$

where $p_e$ is the pdf defined by (11), and $\tau^j_t$ are samples with possible values of $\tau$. All particles (indexed with $i$) are evaluated with the same set of samples $\tau^j_t$.

B.3 Sensor bias

The numerical values of the sensor biases $\delta_a$ and $\delta_\omega$ are small, compared to the noise levels. They were therefore approximated ad hoc. However, a more thorough system identification approach can be applied within the CPF-AS framework, as proposed by Lindsten (2013).
B.4 Evaluation of $f(x_{t+1}|x_t, a^n_t, \omega_t)$

For the ancestor sampling in Step 11 in Algorithm 4, $f(x_{t+1}|x_t, a^n_t, \omega_t)$ needs to be evaluated. This involves the quaternion product and vector exponential in (10c), which can be manipulated as follows:

$$q_{t+1}^{nb} = q_t^{nb} \odot \exp \left( \frac{T}{2} (\omega_t + e_{\omega,t}) \right) \Leftrightarrow$$

$$e_{\omega,t} = \frac{2}{T} \log \left( (q_t^{nb})^{-1} \odot q_{t+1}^{nb} \right) - \omega_t \quad (19)$$

where log denotes the logarithm for unit quaternions (Hol 2011). An approximation of this expression was used in the computations.

B.5 Low chance of ‘new ancestor’

One challenge is the small uncertainty in the position (10c), because of the (physically reasonable) factor $\frac{\tau^2}{2} \approx 10^{-5}$ in front of the noise term. To handle this, the uncertainty was artificially increased in the ancestor sampling step. This causes a substantial increase in the mixing, but also a non-feasible ‘jump’ in the smoothing trajectories. These artificial ‘jumps’ appear, however, to be rare and can also be expected to ‘even out’ as $K \to \infty$, but might indeed cause an overestimate of the variance.

A more thorough treatment would be to apply the recent development by Lindsten et al. (2015).

B.6 Initialization

The model has a state space of 9 dimensions (parametrized using 10 variables). The structure of the model and the uncertainties cause, according to our experience, the particle filter to diverge quickly if $N$ is not sufficiently large. To speed up the initialization phase, a more ‘loose’ model was used in the first run of the CPF-AS to find one reasonable trajectory. This non-diverging trajectory was then used as the conditional trajectory for the subsequent run with the correct model.
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Marginalizing Gaussian process hyperparameters using sequential Monte Carlo

Abstract

Gaussian process regression is a popular method for non-parametric probabilistic modeling of functions. The Gaussian process prior is characterized by so-called hyperparameters, which often have a large influence on the posterior model and can be difficult to tune. This work provides a method for numerical marginalization of the hyperparameters, relying on the rigorous framework of sequential Monte Carlo. Our method is well suited for online problems, and we demonstrate its ability to handle real-world problems with several dimensions and compare it to other marginalization methods. We also conclude that our proposed method is a competitive alternative to the commonly used point estimates maximizing the likelihood, both in terms of computational load and its ability to handle multimodal posteriors.

1 Introduction

The Gaussian process (GP) is a non-parametric probabilistic model that can be used to model an unknown nonlinear function \( f(\cdot) \) from observed input data \( x \) and (noisy) output data \( y = f(x) \). No explicit form of \( f(\cdot) \) is assumed, but some assumptions on \( f(\cdot) \) are encoded through the GP prior and a mean function \( m_\theta(x) \), a covariance function \( \kappa_\theta(x, x') \), and their so-called hyperparameters \( \theta \in \Theta \). In mathematical terms, \( f \) is a priori modeled to be distributed as

\[
    f(x) \sim \mathcal{GP}(m_\theta(x), \kappa_\theta(x, x')), \tag{1}
\]

i.e., an infinite-dimensional Gaussian distribution. See Rasmussen and Williams (2006) for a more general introduction to GPs.

The posterior distribution over \( f(\cdot) \) given data \( (y, x) \) is also a GP. This is due to the conjugacy property of the Gaussian distribution. The posterior is often greatly influenced by the choice of hyperparameters \( \theta \), which typically are unknown. We therefore propose a method to marginalize the hyperparameters in GPs. Marginalization can be seen as averaging over the range of hyperparameters supported by the data and by the prior; \( \theta \) can be integrated out by treating it as a random variable with prior
\( p(\theta) \) and likelihood \( p(y|x, \theta) \), giving rise to the posterior \( p(\theta|y, x) \propto p(y|x, \theta)p(\theta) \). For example, the predictive distribution is computed by

\[
p(y^*|x^*, y, x) = \int p(y^*|x^*, y, x, \theta)p(\theta|y, x)d\theta,
\]

which unfortunately is analytically intractable. However, using a Monte Carlo method to obtain \( N \) (weighted) samples \( \{w^{(i)}, \theta^{(i)}\}_{i=1}^N \) of the distribution \( p(\theta|y, x) \), the predictive distribution (2) can be approximated by

\[
\hat{p}(y^*|x^*, y, x) = \sum_{i=1}^N w^{(i)} p(y^*|x^*, y, x, \theta^{(i)}),
\]

where the weights are normalized, i.e., \( \sum_i w^{(i)} = 1 \).

A common alternative to marginalization is to choose a point estimate of \( \theta \) using an optimization procedure maximizing the likelihood \( p(y|x, \theta) \) (sometimes referred to as empirical Bayes). This may be difficult if the likelihood is multimodal. See the small toy example in Figure 1 illustrating the robustness of marginalization compared to point estimates. There are also situations where point estimates are not sufficient, and marginalization is necessary, such as the change point detection problem in Section 3.3.

Our contribution is a method for sampling from the hyperparameter posterior distribution \( p(\theta|y, x) \), based on sequential Monte Carlo (SMC) samplers. SMC samplers and their convergence properties are well studied (Whiteley 2012).

Several methods have previously been proposed in the literature for marginalization of the GP hyperparameters: Bayesian Monte Carlo (BMC) (Osborne et al. 2008), slice sampling (Agarwal and Gelfand 2005), Hamiltonian Monte Carlo (Neal 2010; Saatçi et al. 2010), and adaptive importance sampling (AIS) (Petelin et al. 2014). Particle learning which is closely related to SMC has been proposed by Gramacy and Polson (2011) for this purpose. The work by Gramacy and Polson, however, is not targeting the hyperparameters directly, and makes (possibly restrictive) assumptions on conjugate priors and model structure.

In this paper, we compare our proposed method to some of these methods, and apply it to two real-data problems: the first demonstrates that marginalization does not have to be more computationally demanding than finding point estimates. The second example, which deals with a fault detection problem from industry, is possible only with an efficient method for marginalization. Our proposed method (and all examples) are available as Matlab code via the first authors homepage\(^1\).

From the experiments, we conclude that the advantages of the proposed method are (i) robustness towards multimodal hyperparameter posteriors, (ii) simplified tuning (compared to some other alternatives), (iii) competitive computational load, and (iv) online updating of hyperparameters as the data record grows.

\(^1\)http://www.it.uu.se/katalog/andsv164
2 Sampling hyperparameters using SMC

For the numerical marginalization (3), we require \( N \) samples, known as particles, from the posterior. In this section, we discuss how to use a SMC sampler (Del Moral et al. 2006) to generate such a particle system \( \{ \theta^{(i)}, \omega^{(i)} \}_{i=1}^{N} \), where \( \omega^{(i)} \) is the weight of particle \( \theta^{(i)} \). The underlying idea is to construct a sequence of probability distributions \( \{ \pi_0, \ldots, \pi_P \} \), starting from the prior, and ending up in the posterior. The particles are then ‘guided’ through the sequence.

To construct a sequence \( \{ \pi_0, \ldots, \pi_P \} \), we use the fact that \( p(\theta|y, x) \) depends on the data \( (y, x) \), by partitioning the data points into \( P \) disjoint batches \( \{B_n\}_{n=1}^{P} \) and adding them sequentially as \( \pi_n(\theta) \propto p(y_{B_{1:n}}|x_{B_{1:n}}, \theta)p(\theta) \).

To guide the particles through the smooth sequence \( \{ \pi_0, \ldots, \pi_P \} \), we will iteratively apply the three steps weighting, resampling and propagation, akin to a particle filter.

In the weighting step, the ‘usefulness’ of each particle is evaluated. To ensure convergence properties, the particles can be evaluated as (Del Moral et al. 2006, Section 3.3.2)
(a). A transition from the prior $p(\theta)$ to the posterior $p(\theta|y, x)$ for the data in Figure 1b, obtained by adding 3 data points in each step to the likelihood. The particles are obtained from the SMC sampler.

(b). GP regression with marginalized hyperparameters from the corresponding posterior, obtained as a by-product from the particles depicted in (a). From left to right, 0 data points (i.e., the prior), 3 data points, 6 data points, and 9 data points. As we formulated the problem, only the rightmost figure is of interest. This illustrates however how this method can be used in online problem in a natural way.

Figure 2. A small example illustrating the influence of the hyperparameters in the GP prior to the posterior estimate.

$$\mathcal{W}_n^{(i)} = \frac{\pi_n(\theta_n^{(i)})}{\pi_{n-1}(\theta_{n-1}^{(i)})} \mathcal{W}_{n-1}^{(i)}.$$  \hspace{1cm} (4)

To avoid numerical problems, the particles have to be resampled. The idea is to duplicate particle with large weights, and discard particles with small weights.

To propagate the particles $\theta_{n-1}^{(i)}$ from $\pi_{n-1}$ to $\pi_n$, a Metropolis-Hastings (MH) kernel $K : \Theta \mapsto \Theta$ with invariant distribution $\pi_n$ can be used. The procedure of propagating $\theta_{n-1}$ (a sample of $\pi_{n-1}$) to $\theta_n$ (a sample of $\pi_n$) by $K$ is as follows: (i) Sample a new particle $\theta'$ from a proposal $q(\cdot|\theta_{n-1})$, e.g., a random walk with variance $h$. (ii) Compensate for the discrepancy between $\pi_n$ and $q$ by setting $\theta_n = \theta'$ with probability

$$\alpha(\theta_n, \theta') = \min \left\{ 1, \frac{\pi_n(\theta')}{\pi_n(\theta_n)} \frac{q(\theta_n|\theta')}{q(\theta'|\theta_n)} \right\},$$  \hspace{1cm} (5)

and otherwise $\theta_n = \theta_{n-1}$. To improve the mixing, this procedure can be repeated $K$ times. For this, we use the notation $\theta_{n-1} = \theta_0 \rightarrow \theta_1 \rightarrow \cdots \rightarrow \theta_K = \theta_n$.

We now have an SMC sampler to obtain samples from the hyperparameter
Algorithm 1: Hyperparameter posterior sampler

Input: Data \((y, x)\), GP prior, and prior \(p(\theta)\).
Output: \(N\) samples \(\{\theta^{(i)}\}_{i=1}^{N}\) from \(p(\theta|y, x) \propto p(y|x, \theta)p(\theta)\).

All statements with superscript \((i)\) are for \(i = 1, \ldots, N\).

1. Define \(\pi_{n}(\theta) = p(y_{B_{1:n}}|x_{B_{1:n}}, \theta)p(\theta)\) by partitioning the data into \(P\) batches \(\{B_n\}_{n=1}^{P}\).
2. Sample \(\theta_{0}^{(i)}\) from \(p(\theta)\) \((= \pi_{0}(\theta))\).
3. for \(n = 1\) to \(P\) do
   4. Update weights according to (4).
   5. Resample \(\{\theta^{(i)}_{n}, w^{(i)}_{n}\}_{i=1}^{N}\) if needed.
   6. for \(k = 1\) to \(K\) do
      7. Propose \(\theta^{(i)}_{n}\) from \(q(\theta'|\theta_{n}^{k-1,(i)})\).
      8. Set \(\theta_{n}^{k,(i)} = \theta^{(i)}_{n}\) with prob. \(\alpha(\theta_{n}^{k-1,(i)}, \theta^{(i)}_{n})\) (5).
   9. end
10. end

posterior, summarized in Algorithm 1 and illustrated by Figure 2. From the figure, the suitability to online applications is clear: If another data point is added to the data, the sequence can be extended to \(\pi_{4}\) including the new data point, and only the transition from \(\pi_{3}\) to \(\pi_{4}\) has to be performed.

We make use of the adaptive SMC sampler by Fearnhead and Taylor (2013) in the numerical examples to adapt the proposal \(q\) automatically.

The computational cost of Algorithm 1 is in practice governed by the \(2NPK\) evaluations of the likelihood \(p(y|x, \theta)\). Hence, it is important to choose the number of samples \(N\), SMC steps \(P\), and MH-moves per SMC-step \(K\) sensibly. An idea of sensible numbers will be given along with the examples in the next section.

3 Examples and results

We consider three examples for demonstrating our proposed approach. First, we consider a small simulated example, also comparing to alternative sampling methods, and thereafter two applications with real-world data. The first real-data example is a benchmark problem to compare the marginalization approach in Algorithm 1 to the point estimates obtained using optimization. In the third example, we illustrate how we can make use of our solution within a GP-based online change point detection algorithm. To this end, we require marginalization of the hyperparameters, so an efficient hyperparameter posterior sampler is indeed a key enabler for this. The online nature of the problem also fits well to the possibility to update the samples in Algorithm 1 online, as discussed in Section 2.
Figure 3. Comparison between 15 runs of SMC (Algorithm 1), BMC, AIS, and griding, as well optimized point estimates. The predictions (mean, solid, and 3 standard deviations, dashed) are shown, together with the red data points. The number of particles/samples/grid points is denoted by \( N \), while \( K \) and \( P \) are algorithm specific tuning parameters. The mean computation time is also shown. All axis are equally scaled.

The quite ‘messy’ look in most of the plots indicates that the same method (with fixed settings) behaves differently on each run, which of course is an unwanted effect. However, the SMC sampler is not suffering from this problem for \( N, P, K \) large enough. This effect should also be expected for AIS and BMC, but apparently they need more samples/iterations (and thus computing time) than presented here before that effect can be seen.

### 3.1 Simulated example

We consider a small problem of 5 data points, and a covariance and mean function with 7 hyperparameters in total. We begin by considering the problem of marginalizing out 7 hyperparameters in a GP prior given 5 data points. Here, we are interested in comparing the performance of our SMC sampler (Algorithm 1) with some popular alternative methods; BMC (Osborne et al. 2008), AIS (Petelin et al. 2014), and (deterministic) gridding.

The results for 15 runs are presented in Figure 3; it is indeed good if the variance between consecutive runs of the same algorithm gives similar results. The variations between the runs decrease faster for Algorithm 1 than for the comparable methods. When the GP prior has few hyperparameters, we conclude that the AIS and gridding might be competitive methods. We have not managed to obtain competitive results
with BMC for any problem size, but it should be noted that the computational load of BMC can be substantially decreased if the hyperparameter prior is independent between the dimensions.

The results for the conceptually different point estimates are also presented in Figure 3. The initialization point to the optimization algorithm is drawn from the prior: although it is a deterministic method, it is obviously very sensitive to the initialization.

3.2 Learning a robot arm model

We consider the problem of learning the inverse dynamics of a seven degrees-of-freedom SARCOS anthropomorphic robot arm (Rasmussen and Williams 2006; Vijayakumar and Schaal 2000). We use the same setup as Rasmussen and Williams (2006, Section 2.5), i.e., a non-trivial setting involving 23 hyperparameters.

To handle the size of the data set (44 484 training and 4 449 test data points), we make use of a subset of: (i) datapoints and (ii) regressors as discussed by Rasmussen and Williams (2006, Section 8.3.1). To use our method, we sample the hyperparameters from the posterior with a subset of \( m \) data points. For comparability, we have also reproduced the results using point estimates from Rasmussen and Williams (2006). The results are reported in Table 10.1. For Algorithm 1, \( N = 15, P = 20 \) and \( K = 5 \) was used. The priors to the logarithms of the length-scale and the signal variance are \( \mathcal{N}(3, 3) \), and \( \mathcal{N}(1, 1) \) for the noise variance.

Table 10.1 presents the results in the same way as Rasmussen and Williams (2006, Table 8.1). SMSE is the standardized mean square error (i.e., mean square error normalized by the variance of the target), and MSLL is the mean standardized log loss; 0 if predicting using a Gaussian density with mean and variance of the training data, and negative if ‘better’. The time is referring to the time required to sample and optimize the hyperparameters, respectively (not including the test evaluation). Numerical problems were experienced for large \( m \), therefore * indicates runs where no interval can be reported.

Table 10.1 indicates no significant difference between the performance of our method and point estimates. It is however worth also to note the computational load: As Algorithm 1 apparently makes an equally good job in finding relevant hyperparameters as the optimization, it is a confirmation that our proposed method is indeed a competitive alternative to point estimates even for large problems.

3.3 Fault detection of oxygen sensors

We now consider data from the wastewater treatment plant Käppalaverket, Sweden. An oxygen sensor measures the dissolved oxygen (in mg/l) in a bioreactor, but the sensor gets clogged because of suspended cleaning. The identification of such events is relevant to the control of wastewater treatment plants (Olsson et al. 2014). We
apply the GP-based online change point detection algorithm by Saatçi et al. (2010), where the hyperparameters are marginalized using our proposed method.

The GP-based change point detection presented by Saatçi et al. (2010) can be summarized as follows: If data \( y_{1:T} \) undergo a change at time \( r \), it is of interest to (online) detect \( r \), i.e., estimate \( p(r|y_{1:t}) \). The algorithmic idea is a recursive message passing scheme, updating the probability \( p(r_t, y_{1:t}) \), where \( r_t \in \{1, \ldots, t\} \) is the last change point at time \( t \).

To make predictions using a GP model, the hyperparameters either have to be fixed across all data segments, or marginalized. As it is not relevant to use fixed hyperparameters, an efficient sampling algorithm is a key enabler in solving this problem. The consecutive predictions \( p(y_t|y_{t-1}, y_{r_t:t-1}) \) and \( p(y_{t+1}|r_{t-1}, y_{r_t:t}) \) are both needed for the algorithm, hence our approach fit this problem well, as discussed in Section 2. We used \( N = 25 \) particles. On average, sampling the hyperparameters, i.e., one run of Algorithm 1, took 0.55 seconds on a standard desktop computer.

The results are presented in Figure 4a. The expected points, suspension and resuming of the cleaning, are indeed indicated. An interpretation of the result is obtained by converting the results to point estimates by thresholding, and plotting at the GP regression for each individual segment, see Figure 4b.

Note the data-driven nature of the algorithm, as no explicit model of the sensor was used at all. The tuning parameters are the covariance and mean functions, the prior of the change points and the hyperparameter priors.

<table>
<thead>
<tr>
<th>Method</th>
<th>( m )</th>
<th>SMSE ((\times10^{-2}))</th>
<th>MSLL</th>
<th>Time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Subset of datapoints</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Point est.</td>
<td>256</td>
<td>8.36 ± 0.80</td>
<td>-1.38 ± 0.04</td>
<td>6.8</td>
</tr>
<tr>
<td>SMC</td>
<td>256</td>
<td>8.10 ± 1.32</td>
<td>-1.38 ± 0.56</td>
<td>7.1</td>
</tr>
<tr>
<td>Point est.</td>
<td>512</td>
<td>6.36 ± 1.13</td>
<td>-1.51 ± 0.05</td>
<td>26.4</td>
</tr>
<tr>
<td>SMC</td>
<td>512</td>
<td>6.13 ± 0.91</td>
<td>-1.49 ± 0.04</td>
<td>22.3</td>
</tr>
<tr>
<td>Point est.</td>
<td>1024</td>
<td>4.31 ± 0.16</td>
<td>-1.66 ± 0.02</td>
<td>101</td>
</tr>
<tr>
<td>SMC</td>
<td>1024</td>
<td>4.54 ± 0.33</td>
<td>-1.61 ± 0.03</td>
<td>92.5</td>
</tr>
<tr>
<td>Point est.</td>
<td>2048</td>
<td>2.99 ± 0.08</td>
<td>-1.78 ± 0.03</td>
<td>423</td>
</tr>
<tr>
<td>SMC</td>
<td>2048</td>
<td>3.33 ± 0.28</td>
<td>-1.69 ± 0.06</td>
<td>405</td>
</tr>
<tr>
<td><strong>Subset of regressors</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Point est.</td>
<td>256</td>
<td>3.67 ± 0.17</td>
<td>-1.63 ± 0.02</td>
<td>6.8</td>
</tr>
<tr>
<td>SMC</td>
<td>256</td>
<td>3.55 ± 0.28</td>
<td>-1.65 ± 0.05</td>
<td>7.1</td>
</tr>
<tr>
<td>Point est.</td>
<td>512</td>
<td>2.77 ± 0.44</td>
<td>-1.79 ± 0.07</td>
<td>26.4</td>
</tr>
<tr>
<td>SMC</td>
<td>512</td>
<td>2.89 ± 0.20</td>
<td>-1.77 ± 0.03</td>
<td>22.3</td>
</tr>
<tr>
<td>Point est.</td>
<td>1024</td>
<td>2.03 ± 0.11</td>
<td>-1.95 ± 0.03</td>
<td>101</td>
</tr>
<tr>
<td>SMC</td>
<td>1024</td>
<td>2.00*</td>
<td>-1.95*</td>
<td>92.5</td>
</tr>
</tbody>
</table>

Table 10.1. Results for the SARCOS example in Section 3.2.
(a). Measurements of dissolved oxygen (in mg/l) in a bioreactor with a sampling period of 15 minutes. The indicated change points are marked in red. Especially as the algorithm is fully Bayesian, the outcome is one probability distribution per data sample. This is comprehensively illustrated as the occurrence of change points in ‘backwards simulations’ through these distributions. A more intensive red color is a more likely change point.

(b). Left: the (multimodal) hyperparameter posterior conditional on the 9 data points. Right: the posterior using the proposed method (which marginalizes the hyperparameters, and thus handles the multimodality).

**Figure 4.** Results for the GP-based change point detection.

### 4 Conclusion

We have proposed and demonstrated an SMC-based method to marginalize hyperparameters in GP models. The observed benefits are robustness towards multimodal posteriors (Figure 1) and a competitive computational load (Section 3.2), also compared to the commonly used point estimates of the hyperparameters. We have been able to cope with a hyperparameter space of dimension 23 (Section 3.2), and also concluded a sound convergence behavior (Section 3.1). Finally, the online update of the hyperparameters has been shown useful within the industry-relevant data-driven fault detection application (Section 3.3). As a future direction, it would be interesting to apply our method to the challenging GP optimization problem of system identification (Dahlin and Lindsten 2014).
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Identification of jump Markov linear models using particle filters

Abstract

Jump Markov linear models consists of a finite number of linear state space models and a discrete variable encoding the jumps (or switches) between the different linear models. Identifying jump Markov linear models makes for a challenging problem lacking an analytical solution. We derive a new expectation maximization (EM) type algorithm that produce maximum likelihood estimates of the model parameters. Our development hinges upon recent progress in combining particle filters with Markov chain Monte Carlo methods in solving the nonlinear state smoothing problem inherent in the EM formulation. Key to our development is that we exploit a conditionally linear Gaussian substructure in the model, allowing for an efficient algorithm.

1 Introduction

Consider the following jump Markov linear model on state space form

\[
\begin{align*}
    s_{t+1} | s_t &\sim p(s_{t+1}|s_t), \\
    z_{t+1} &= A_{s_{t+1}}z_t + B_{s_{t+1}}u_t + v_t, \\
    y_t &= C_{s_t}z_t + D_{s_t}u_t + e_t,
\end{align*}
\]

where \(\sim\) means distributed according to and the (discrete) variable \(s_t\) takes values in \(\{1, \ldots, K\}\) (which can be thought of as different modes which the model is jumping between) and the (continuous) variable \(z_t\) lives in \(\mathbb{R}^{n_z}\). Hence, the state variable consists of \(x_t \triangleq (z_t, s_t)\). Furthermore, \(e_t \in \mathbb{R}^{n_y}\) and \(v_t \in \mathbb{R}^{n_z}\) are zero mean white Gaussian noise and \(\mathbb{E}v_t v_t^T = Q_{s_{t+1}}\), \(\mathbb{E}e_t e_t^T = R_{s_t}\) and \(\mathbb{E}v_t e_t^T \equiv 0\). The output (or measurement) is \(y_t \in \mathbb{R}^{n_y}\), the input is \(u_t \in \mathbb{R}^{n_u}\). As \(K\) is finite, \(p(s_{t+1}|s_t)\) can be defined via a matrix \(\Pi \in \mathbb{R}^{K \times K}\) with entries \(\pi_{mn} \triangleq p(s_{t+1} = \bar{n} | s_t = m)\).

We are interested in off-line identification of jump Markov linear models on the form (1) for the case of an unknown jump sequence, but the number of modes \(K\) is known. More specifically, we will formulate and solve the maximum likelihood (ML) problem to compute an estimate of the static parameters \(\theta\) of a jump Markov linear model based on a batch of measurements \(y_{1:T} \triangleq \{y_1, \ldots, y_T\}\) and (if available)
inputs $\nu_{1:T}$ by solving,

$$\hat{\theta}_{\text{ML}} = \arg \max_{\theta \in \Theta} p_\theta(y_{1:T}).$$

(2)

Here $\theta = \{A_n, B_n, C_n, D_n, Q_n, R_n\}_{n=1}^K \Pi$, i.e., all unknown static parameters in model (1). Here, and throughout the paper, the dependence on the inputs $\nu_{1:T}$ is implicit.

Solving (2) is challenging and there are no closed form solutions available. Our approach is to derive an expectation maximization (EM, Dempster et al. 1977) type of solution, where the strategy is to separate the original problem into two closely linked problems. The first problem is a challenging, but manageable nonlinear state smoothing problem and the second problem is a tractable optimization problem. The nonlinear smoothing problem we can solve using a combination of sequential Monte Carlo (SMC) methods (particle filters and particle smoothers, Doucet and Johansen 2011) and Markov chain Monte Carlo (MCMC) methods (Robert and Casella 2004). More specifically we will make use of particle MCMC (PMCMC), which is a systematic way of exploring the strengths of both approaches by using SMC to construct the necessary high-dimensional Markov kernels needed in MCMC (Andrieu et al. 2010; Lindsten et al. 2014).

Our main contribution is a new maximum likelihood estimator that can be used to identify jump Markov linear models on the form (1). The estimator exploits the conditionally linear Gaussian substructure that is inherent in (1) via Rao-Blackwellization. More specifically we derive a Rao-Blackwellized version of the particle stochastic approximation expectation maximization (PSAEM) algorithm recently introduced in Lindsten (2013).

Jump Markov linear models, or switching linear models, is a fairly well studied class of hybrid systems. For recent overviews of existing system identification methods for jump Markov linear models, see Garulli et al. (2012) and Paoleti et al. (2007). Existing approaches considering the problem under study here include two stage methods, where the data is first segmented (using e.g. change detection type of methods) and the individual models are then identified for each segment, see e.g. Borges et al. (2005) and Pekpe et al. (2004). There has also been approximate EM algorithms proposed for identification of hybrid systems (Blackmore et al. 2007; Gil and Williams 2009) and the very recent Ashley and Andersson (2014) (differing from our method in that we use stochastic approximation EM and Rao-Blackwellization). There are also relevant relationships to the PMCMC solutions introduced in Whiteley et al. (2010) and the SMC-based on-line EM solution derived in Yildirim et al. (2013).

There are also many approaches considering the more general problem with an unknown number of modes $K$ and an unknown state dimension $n_z$, see e.g. Fox et al. (2011) and Bemporad et al. (2001), making use of Bayesian nonparametric models and mixed integer programming, respectively.
2 Expectation maximization algorithms

The EM algorithm (Dempster et al. 1977) provides an iterative method for computing maximum likelihood estimates of the unknown parameters \( \theta \) in a probabilistic model involving latent variables. In the jump Markov linear model (1) we observe \( y_{1:T} \), whereas the state \( x_{1:T} \) is latent.

The EM algorithm maximizes the likelihood by iteratively maximizing the intermediate quantity

\[
Q(\theta, \theta') = \int \log p_\theta(x_{1:T}, y_{1:T}) p_{\theta'}(x_{1:T} | y_{1:T}) dx_{1:T}.
\]

(3)

More specifically, the procedure is initialized in \( \theta_0 \in \Theta \) and then iterates between computing an expected (E) value and solving a maximization (M) problem,

(E) Compute \( Q(\theta, \theta_{k-1}) \).
(M) Compute \( \theta_k = \arg \max_{\theta \in \Theta} Q(\theta, \theta_{k-1}) \).

Intuitively, this can be thought of as ‘selecting the new parameters as the ones that make the given measurements and the current state estimate as likely as possible’.

The use of EM type algorithms to identify dynamical systems is by now fairly well explored for both linear and nonlinear models. For linear models, there are explicit expressions for all involved quantities, see e.g. Gibson and Ninness (2005) and Shumway and Stoffer (1982). For nonlinear models the intermediate quantity \( Q(\theta, \theta') \) is intractable and we are forced to approximate solutions; see e.g. Cappé et al. (2005), Lindsten (2013), Olsson et al. (2008), and Schön et al. (2011). This is the case also for the model (1) under study in this work. Indeed, the maximization step can be solved in closed form for the model (1), but (3) is still intractable in our case.

It is by now fairly well established that we can make use of sequential Monte Carlo (SMC, Doucet and Johansen 2011) or particle Markov chain Monte Carlo (PMCM, Andrieu et al. 2010) methods to approximate the joint smoothing distribution for a general nonlinear model arbitrarily well according to

\[
\hat{p}(x_{1:T} | y_{1:T}) = \sum_{i=1}^{N} w^i_T \delta_{x^i_{1:T}}(x_{1:T}),
\]

(4)

where \( x^i_{1:T} \) are random samples with corresponding importance weights \( w^i_T, \delta_x \) is a point-mass distribution at \( x \) and we refer to \( \{x^i_{1:T}, w^i_T\}_{i=1}^{N} \) as a weighted particle system. The particle smoothing approximation (4) can be used to approximate the integral in (3). Using this approach within EM, we obtain the particle smoothing EM (PSEM) method (Olsson et al. 2008; Schön et al. 2011). PSEM can be viewed as an SMC-analogue of the well known Monte Carlo EM (MCEM) algorithm (Wei and Tanner 1990).
However, it has been recognized that MCEM, and analogously PSEM, makes inefficient use of the generated samples (Delyon et al. 1999). This is particularly true when the simulation step is computationally expensive, which is the case when using SMC or PMCMC. To address this shortcoming, Delyon et al. (1999) proposed to use a stochastic approximation (SA, Robbins and Monro 1951) of the intermediate quantity instead of a vanilla Monte Carlo approximation, resulting in the stochastic approximation EM (SAEM) algorithm. The SAEM algorithm replaces the intermediate quantity $Q$ in EM with

$$
\tilde{Q}_k(\theta) = (1 - \gamma_k)\tilde{Q}_{k-1}(\theta) + \gamma_k \log p_\theta(y_{1:T}, x_{1:T}[k]),
$$

(5)

with $\{\gamma_k\}_{k=1}^{\infty}$ being a sequence of step sizes which fulfils $\sum_k^\infty \gamma_k = \infty$ and $\sum_k^\infty \gamma_k^2 < \infty$. In the above, $x_{1:T}[k]$ is a sample state trajectory, simulated from the joint smoothing distribution $p_{\theta_k}(x_{1:T} | y_{1:T})$. It is shown by Delyon et al. (1999) that the SAEM algorithm—which iteratively updates the intermediate quantity according to (5) and computes the next parameter iterate by maximizing this stochastic approximation—enjoys good convergence properties. Indeed, despite the fact that the method requires only a single sample $x_{1:T}[k]$ at each iteration, the sequence $\{\theta_k\}_{k=1}^{\infty}$ will converge to a maximizer of $p_\theta(y_{1:T})$ under reasonably weak assumptions.

However, in our setting it is not possible to simulate from the joint smoothing distribution $p_{\theta_k}(x_{1:T} | y_{1:T})$. We will therefore make use of the particle SAEM (PSAEM) method (Lindsten 2013), which combines recent PMCMC methodology with SAEM. Specifically, we will exploit the structure of (1) to develop a Rao-Blackwellized PSAEM algorithm.

We will start our development in the subsequent section by considering the smoothing problem for (1). We derive a PMCMC-based Rao-Blackwellized smoother for this model class. The proposed smoother can, principally, be used to compute (3) within PSEM. However, a more efficient approach is to use the proposed smoother to derive a Rao-Blackwellized PSAEM algorithm, see Section 4.

3 Smoothing using Monte Carlo methods

For smoothing, that is, finding $p_\theta(x_{1:t} | y_{1:t}) = p_\theta(s_{1:T}, z_{1:T} | y_{1:T})$, various Monte Carlo methods can be applied. We will use an MCMC based approach, as it fits very well in the SAEM framework (see e.g. Andrieu et al. 2005; Kuhn and Lavielle 2004), which together shapes the PSAEM algorithm. The aim of this section is therefore to derive an MCMC-based smoother for jump Markov linear models.

To gain efficiency, the jump sequence $s_{1:T}$ and the linear states $z_{1:T}$ are separated using conditional probabilities as

$$
p_\theta(s_{1:T}, z_{1:T} | y_{1:T}) = p_\theta(z_{1:T} | s_{1:T}, y_{1:T}) p_\theta(s_{1:T} | y_{1:T}).
$$

(6)
This allows us to infer the conditionally linear states $z_{1:T}$ using closed form expressions. Hence, it is only the jump sequence $s_{1:T}$ that has to be computed using approximate inference. This technique is referred to as Rao-Blackwellization (Casella and Robert 1996).

### 3.1 Inferring the linear states: $p(z_{1:T}|s_{1:T}, y_{1:T})$

State inference in linear Gaussian state space models can be performed exactly in closed form. More specifically, the Kalman filter provides the expressions for the filtering density $p_{\theta}(z_t|s_{1:t}, y_{1:t}) = \mathcal{N}(z_t|\tilde{z}_{f:t}, P_{f:t})$ and the one step predictor density $p_{\theta}(z_{t+1}|s_{1:t+1}, y_{1:t}) = \mathcal{N}(z_{t+1}|\tilde{z}_{p:t+1}, P_{p:t+1})$. The marginal smoothing density $p_{\theta}(z_t|s_{1:T}, y_{1:T}) = \mathcal{N}(z_t|\tilde{z}_{s:t}, P_{s:t})$ is provided by the Rauch-Tung-Striebel (RTS) smoother (Rauch et al. 1965). See, e.g., Kailath et al. (2000) for the relevant results. Here, we use $\mathcal{N}(x \mid \mu, \Sigma)$ to denote the density for the (multivariate) normal distribution with mean $\mu$ and covariance matrix $\Sigma$.

### 3.2 Inferring the jump sequence: $p(s_{1:T}|y_{1:T})$

To find $p(s_{1:T}|y_{1:T})$, an MCMC approach is used. First, the concept of using Markov kernels for smoothing is introduced, and then the construction of the kernel itself follows.

MCMC makes use of ergodic theory for statistical inference. Let $\mathcal{K}_\theta$ be a Markov kernel (to be defined below) on the $T$-fold product space $\{1, \ldots, K\}^T$. Note that the jump sequence $s_{1:T}$ lives in this space. Furthermore, assume that $\mathcal{K}_\theta$ is ergodic with unique stationary distribution $p_{\theta}(s_{1:T}|y_{1:T})$. This implies that by simulating a Markov chain with transition kernel $\mathcal{K}_\theta$, the marginal distribution of the chain will approach $p_{\theta}(s_{1:T}|y_{1:T})$ in the limit.

Specifically, let $s_{1:T}[0]$ be an arbitrary initial state with $p_{\theta}(s_{1:T}[0]|y_{1:T}) > 0$ and let $s_{1:T}[k] \sim \mathcal{K}_\theta(\cdot|s_{1:T}[k-1])$ for $k \geq 1$, then by the ergodic theorem (Robert and Casella 2004):

$$\frac{1}{n} \sum_{k=1}^{n} h(s_{1:T}[k]) \to \mathbb{E}_\theta [h(s_{1:T})|y_{1:T}],$$  \hspace{1cm} \text{(7)}$$

as $n \to \infty$ for any function $h : \{1, \ldots, K\}^T \to \mathbb{R}$. This allows a smoother to be constructed as in Algorithm 1.

We will use the conditional particle filter with ancestor sampling (CPF-AS, Lindsten et al. 2014) to construct the Markov kernel $\mathcal{K}_\theta$. The CPF-AS is similar to a standard particle filter, but with the important difference that one particle trajectory (jump sequence), $s'_{1:T}$, is specified a priori.

The algorithm statement for the CPF-AS can be found in, e.g., Lindsten et al. (2014). Similar to an auxiliary particle filter (Doucet and Johansen 2011), the propagation of $p_{\theta}(s_{1:t-1}|y_{1:t-1})$ (approximated by $\{s_{1:t-1}^i, \omega_{t-1}^i\}_{i=1}^{N}$) to time $t$ is done using
the ancestor indices \( \{a^j_t\}_{i=1}^N \). To generate \( s^j_t \), the ancestor index is sampled according to \( \mathbb{P}(a^j_t = j) \propto w^j_{t-1} \), and \( s^j_t \) as \( s^j_t \sim p_\theta(s_t|s^j_{t-1}) \). The trajectories are then augmented as \( s^j_{1:T} = \{s^j_{1:t-1}, s^j_t\} \).

This is repeated for \( i = 1, \ldots, N-1 \), whereas \( s^N_t \) is set as \( s^N_t = s'_t \). To ‘find’ the history for \( s^N_t \), the ancestor index \( a^N_t \) is drawn with probability

\[
\mathbb{P}(a^N_t = i) \propto p_\theta(s^j_{1:t-1}|s'_{1:T}, y_{1:T}). \tag{8}
\]

The probability density in (8) is proportional to

\[
p_\theta(y_{1:T}, s'_{1:T}|s^j_{1:t-1}, y_{1:t-1})p_\theta(s^j_{1:t-1}|y_{1:t-1}). \tag{9}
\]

where the last factor is the importance weight \( w^j_{t-1} \).

By sampling \( s_{1:T}[k+1] = s^j_{1:T} \) from the rendered set of trajectories \( \{s^j_{1:T}, w^j_{1:T}\}_{i=1}^N \) with \( \mathbb{P}(J = j) = w^j_{1:T} \), a Markov kernel \( \mathcal{K}_\theta \) mapping \( s_{1:T}[k] = s'_{1:T} \) to \( s_{1:T}[k+1] \) is obtained. For this Markov kernel to be useful for statistical inference we require that (i) it is ergodic, and (ii) it admits \( p_\theta(s_{1:T}|y_{1:T}) \) as its unique limiting distribution. While we do not dwell on the (rather technical) details here, we note that these requirements are indeed fulfilled; see Lindsten et al. (2014).

### 3.3 Rao-Blackwellization

Rao-Blackwellization of particle filters is a fusion of the Kalman filter and the particle filter based on (6), and it is described in, e.g., Schön et al. (2005). However, Rao-Blackwellization of a particle smoother is somewhat more involved since the process \( x_{1:T}|y_{1:T} \) is Markovian, but not \( s_{1:T}|y_{1:T} \) (with \( z_t \) marginalized, see, e.g., Whiteley et al. (2010) and Lindsten and Schön (2013) for various ways to handle this).

A similar problem as for the particle smoothers arises in the ancestor sampling (8) in the CPF-AS. In the case of a non-Rao-Blackwellized CPF-AS, (8) reduces to \( w^j_{t-1}p(x'_t|x^j_{t-1}) \) (Lindsten et al. 2014). This does not hold in the Rao-Blackwellized case.

To handle this, (8) can be rewritten as

\[
w^j_{t-1}p(y_{1:T}, s'_{1:T}|s^j_{1:t-1}, y_{1:t-1}). \tag{10}
\]
Using the results from Section 4.4 in Lindsten and Schöns (2013) (adapted to model (1)), this can be written (omitting \( w_{t-1} \), and with the notation \( \|z\|_\Omega^2 \equiv z^T \Omega z \), \( P \equiv \Gamma T \), i.e. the Cholesky factorization, \( Q_t \equiv F_t F_t^T \) and \( A_t \equiv A_t \), etc.)

\[
p(y_t:t, s_t:t') \mid s_{1:t}, y_{1:t-1}) \propto Z_{t-1} \mid \Lambda_{t-1} \mid^{-1/2} \exp\left(-\frac{1}{2} \eta_{t-1}\right),
\]

with

\[
\Lambda_t = \Gamma_{f:t}^i T \Omega_t \Gamma_{f:t}^i + I, \quad \eta_t = \|Z_{f:t}^i \|_{\Omega_t}^2 - 2 \lambda_t^T Z_{f:t}^i \| \|1 - \Omega_t Z_{f:t}^i \|_{M_t}^2.
\]

where

\[
\Omega_t = \Lambda_{t+1}^T \left( I - \tilde{\Omega}_{t+1} F_{t+1} M_{t+1}^{-1} F_{t+1}^T \right) \Omega_{t+1} \Lambda_{t+1},
\]

\[
\tilde{\Omega}_t = \Omega_t + C_t^T R_t^{-1} C_t, \quad M_t = F_t^T \tilde{\Omega}_t F_t + I,
\]

\[
\lambda_t = \Lambda_{t+1}^T \left( I - \tilde{\Omega}_{t+1} F_{t+1} M_{t+1}^{-1} F_{t+1}^T \right) m_t,
\]

\[
\hat{\lambda}_t = \lambda_t + C_t^T R_t^{-1} (y_t - D_t u_t),
\]

\[
m_t = (\lambda_{t+1} - \tilde{\Omega}_{t+1} B_{t+1} u_{t+1}).
\]

and \( \Omega_T = 0 \) and \( \lambda_T = 0 \). The Rao-Blackwellization also includes an RTS smoother for finding \( p_\theta(z_{1:T} \mid s_{1:T}, y_{1:T}) \).

Summarizing the above development, the Rao-Blackwellized CPF-AS (for the jump Markov linear model (1)) is presented in Algorithm 2, where

\[
p_\theta(y_t \mid s_{1:t}, y_{1:t-1}) = \mathcal{N}(y_t; C_{s_{1:t}} \tilde{Z}_{p; t}^n + D_{s_{1:t}} u_t, C_{s_{1:t}} P_{p; t} C_{s_{1:t}}^T + R_{s_{1:t}})
\]

is used. Note that the discrete state \( s_t \) is drawn from a discrete distribution defined by \( \Pi \), whereas the linear state \( z_t \) is handled analytically. The algorithm implicitly defines a Markov kernel \( K_\theta \) that can be used in Algorithm 1 for finding \( p(s_{1:T} \mid y_{1:T}) \), or, as we will see, be placed in an SAEM framework to estimate \( \theta \) (both yielding PMCMC constructions).

### 4 Identification of jump Markov linear models

In the previous section, an ergodic Markov kernel \( K_\theta \) leaving \( p_\theta(s_{1:T} \mid y_{1:T}) \) invariant was found as a Rao-Blackwellized CPF-AS summarized in Algorithm 2. This will be used together with SAEM, as it allows us to make one parameter update at each step of the Markov chain smoother in Algorithm 1, as presented as PSAEM in Lindsten (2013). (However, following Lindsten (2013), we make use of all the particles generated by CPF-AS, and not only \( s_{1:T}[k + 1] \), to compute the intermediate quantity in the SAEM.)
Algorithm 2: Rao-Blackwellized CPF-AS

Input: \( s'_{1:T} = s_{1:T}[k] \).

Output: \( s_{1:T}[k + 1] \) (A draw from \( \mathcal{K}_{\theta}(\cdot|s_{1:T}[k]) \) and \( \{s^i_{1:T}, w^i_T\}_{i=1}^N \).

1. Draw \( s^i_t \sim \pi(s^i_t|y_1) \) for \( i = 1, \ldots, N - 1 \).
2. Compute \( \Omega_t, \lambda_t \) for \( s'_{1:T} \) according to (11c) - (11g).
3. Set \( (s^N_1, \ldots, s^N_T) = (s'_1, \ldots, s'_T) \).
4. Compute \( \tilde{z}^i_{f,1} \) and \( P^i_{f,1} \) for \( i = 1, \ldots, N \).
5. Set \( w^i_i \propto p_0(y_1|s^i_1) \) for \( i = 1, \ldots, N \) s.t. \( \sum_i w^i_i = 1 \).
6. for \( t = 2 \) to \( T \) do
   7.   Draw \( a^i_t \) with \( \mathbb{P}(a^i_t = j) = \omega^i_j \) for \( i = 1, \ldots, N - 1 \).
   8.   Draw \( s^i_t \) with \( \mathbb{P}(s^i_t = n) = \pi(s^i_{t-1}|n) \) for \( i = 1, \ldots, N - 1 \).
   9.   Compute \( \Lambda_{i-1}^i, \eta^i_i \) according to (11a)-(11b).
   10.  Draw \( a^N_t \) with \( \mathbb{P}(a^N_t = i) \propto \omega^i_{t-1} \pi(s^i_{t-1}|s^i_{t-1}, \Lambda_{i-1}^i)^{-1/2} \exp(-\frac{1}{\eta^i_{t-1}}) \).
   11.  Set \( s^i_{1:t} = \{s^i_{1:t-1}, s^i_t\} \) for \( i = 1, \ldots, N \).
   12.  Set \( \tilde{z}^i_{f,1:t-1} = \tilde{z}^i_{f,1:t-1}, P^i_{f,1:t-1} = P^i_{f,1:t-1}, \tilde{z}^i_{p,1:t-1} = \tilde{z}^i_{p,1:t-1} \) and \( P^i_{p,1:t-1} = P^i_{p,1:t-1} \) for \( i = 1, \ldots, N \).
   13.  Compute \( \tilde{z}^i_{s,1:t}, P^i_{s,1:t} \) and \( P^i_{s,1:t} \) for \( i = 1, \ldots, N \).
   14.  Set \( w^i_t \propto p_\theta(y_t|s^i_t, y_{1:t-1}) \) for \( i = 1, \ldots, N \) s.t. \( \sum_i w^i_t = 1 \).
7. end
8. for \( t = T \) to 1 do
   9.   Compute \( \tilde{z}^i_{s,1:t}, P^i_{s,1:t} \) for \( i = 1, \ldots, N \).
10. end
11. Set \( s_{1:T}[k + 1] = s'_{1:T} \) with \( \mathbb{P}(J = j) = \omega^j_j \).

This leads to the approximation (cf. (5))

\[
\hat{Q}_k(\theta) = (1 - \gamma_k) \hat{Q}_{k-1}(\theta) + \gamma_k \sum_{i=1}^N \omega^i_T \mathbb{E}_{\theta_k} \left[ \log p_\theta(y_{1:T}, z_{1:T}, s^i_{1:T}, y_{1:T}) \right],
\]

where the expectation is with respect to \( z_{1:T} \). Putting this together, we obtain a Rao-
Blackwellized PSAEM (RB-PSAEM) algorithm presented in Algorithm 3. Note that this
algorithm is similar to the MCMC-based smoother in Algorithm 1, but with
the difference that the model parameters are updated at each iteration, effectively
enabling simultaneous smoothing and identification.

(For notational convenience, the iteration number \( k \) is suppressed in the variables
related to \( \{s^i_{1:T}, w^i_T\}_{i=1}^N \).)

With a strong theoretical foundation in PMCMC and Markovian stochastic
**Algorithm 3**: Rao-Blackwellized PSAEM

1. Initialize $\hat{\theta}_0$ and $s_{1:T}[0]$ and $\hat{Q}_0(\theta) \equiv 0$.
2. for $k \geq 1$ do
   3. Run Algorithm 2 to obtain \( \{s^i_{1:T}, w^i_T\}_{i=1}^N \) and $s_{1:T}[k]$.
   4. Compute $\hat{Q}_k(\theta)$ according to (12).
   5. Compute $\hat{\theta}_k = \arg \max_{\theta \in \Theta} \hat{Q}_k(\theta)$.
3. end

approximation, the RB-PSAEM algorithm presented here enjoys very favourable convergence properties. In particular, under certain smoothness and ergodicity conditions, the sequence of iterates $\{\theta_k\}_{k \geq 1}$ will converge to a maximizer of $p_\theta(y_{1:T})$ as $k \to \infty$, regardless of the number of particles $N \geq 2$ used in the internal CPFAS procedure (see Proposition 1 of Lindsten 2013 together with Kuhn and Lavielle 2004 for details). Furthermore, empirically it has been found that a small number of particles can work well in practice as well. For instance, in the numerical examples considered in Section 5, we run Algorithm 3 with $N = 3$ with accurate identification results.

For the model structure (1), there exists infinitely many solutions to the problem (2); all relevant involved matrices can be transformed by a linear transformation matrix and the modes can be re-ordered, but the input-output behaviour will remain invariant. The model is therefore over-parametrized, or lacks identifiability, in the general problem setting. However, it is shown in Pintelon et al. (1996) that the Cramér-Rao Lower Bound is not affected by the over-parametrization. That is, the estimate quality, in terms of variance, is unaffected by the over-parametrization.

**4.1 Maximizing the intermediate quantity**

When making use of RB-PSAEM from Algorithm 3, one major question arises from Step 6, namely the maximization of the intermediate quantity $\hat{Q}_k(\theta)$. For the jump Markov linear model, the expectation in (12) can be expressed using sufficient statistics, as will be shown later, as an inner product

$$
\sum_{i=1}^N w^i_T \mathbb{E}_{\theta_k} \log p_\theta(y_{1:T}, z_{1:T}, s^i_{1:T}, y_{1:T}) = \langle S^k, \eta(\theta) \rangle,
$$

for a sufficient statistics $S$ and corresponding natural parameter $\eta(\theta)$. Hence $\hat{Q}_k$ can be written as

$$
\hat{Q}_k(\theta) = (1 - \gamma_k)\hat{Q}_{k-1}(\theta) + \gamma_k \langle S^k, \eta(\theta) \rangle = \langle \mathcal{S}^k, \eta(\theta) \rangle
$$

(14)
if the transformation
\[ S^k = (1 - \gamma_k)S^{k-1} + \gamma_k S^k \] (15)
is used. In detail,
\[
\sum_{i=1}^{N} \omega_I^i \log p_\theta(y_{1:T}, z_{1:T}, s_{1:T}^i | s_{1:T}^i, y_{1:T}) =
\sum_{n=1}^{K} \sum_{m=1}^{K} S_{n,m}^{(1)} \log \pi_{n,m} - \sum_{n=1}^{K} \frac{1}{2} \left( S_n^{(2)} \log(|Q_n||R_n|) + \text{Tr}(H_n^\theta S_n^{(3)}) \right) \tag{16a}
\]
neglecting constant terms in the last expression. This can be verified to be an inner product (as indicated in (13)) in \( S = \{S^{(1)}, S^{(2)}, S^{(3)}\} \). Here the sufficient statistics
\[
S_{n,m}^{(1)} = \sum_{i=1}^{N} \omega_I^i \sum_{t=1}^{T} \mathbb{I}_{s_{i,t}^i = m, s_{i,t-1}^i = n},
\]
\[
S_n^{(2)} = \sum_{i=1}^{N} \omega_I^i \sum_{t=1}^{T} \mathbb{I}_{z_{i,t}^i = n},
\]
\[
S_n^{(3)} = \sum_{i=1}^{N} \omega_I^i \sum_{t=1}^{T} \mathbb{I}_{z_{i,t}^i = n} (\hat{\xi}_{i,t} \xi_T + M_i^{t|T}),
\]
with
\[
\hat{\xi}_{i,t} = \left[ \hat{Z}_{i,t}^{T} \left[ Z_{i,t-1}^{T} U_{i,t-1}^{T} \right] \right] y_t^{T} \left[ \hat{Z}_{i,t}^{T} U_t^{T} \right],
\]
and
\[
H_n^\theta = \begin{pmatrix}
I & A_n^T & B_n^T & Q_n^{-1} \left[ I_n \right] \\
0 & C_n^T & D_n^T & R_n^{-1} \left[ C_n \right]
\end{pmatrix}
\]
have been used. Further notation introduced is \( \mathbb{I} \) as the indicator function, and
\[
M_i^{t|T} = \begin{pmatrix}
p_i^{t_{i,t}} & p_i^{t_{i,t-1}} & 0 & 0 & p_i^{t_{i,t}} & 0 \\
p_i^{t_{i,t-1}} & p_i^{t_{i,t-1}} & 0 & 0 & p_i^{t_{i,t-1}} & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
p_i^{t_{i,t}} & p_i^{t_{i,t-1}} & 0 & 0 & p_i^{t_{i,t-1}} & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0
\end{pmatrix}.
\]

For computing this, the RTS-smoother in step 17 in Algorithm 2 has to be extended by calculation of \( P_{s_{i,t+1}} = \text{cov} \left[ \hat{Z}_{s_{i,t+1}} Z_{s_{i,t}}^T \right] \), which can be done as follows (Shumway and Stoffer 2006, Property P6.2)
\[
P_{s_{i,t+1}} = P_{f_{i,t}} J_{t-1}^T + J_t (P_{s_{i,t+1}} - A_{t+1} F_{i,t}) J_{t-1}^T,
\] (17)
initialized with $P_{T,T-1|T} = (I - K_T C_T) A_T P_{f;i-1}$.  

For notational convenience, we will partition $S_n^{(3)}$ as

$$S_n^{(3)} = \begin{pmatrix} \Phi_n & \Psi_n \\ \Psi_n^T & \Sigma_n \\ \Omega_n & \Lambda_n \\ \Lambda_n^T & \Xi_n \end{pmatrix}.$$  

(18)

**Lemma 1.** Assume for all modes $n = 1, \ldots, K$, that all states $z$ are controllable and observable and $\sum_t I_{s_t = n} u_t^T u_t > 0$. The parameters $\theta$ maximizing $\hat{Q}_k(\theta)$ for the jump Markov linear model (1) are then given by

$$\pi_{n,m} = \frac{S^{(1), k}_{n,m}}{\sum_l S^{(1), k}_{n,l}},$$  

(19a)

$$[A_n \ B_n] = \Psi_n \Sigma_n^{-1},$$  

(19b)

$$[C_n \ D_n] = \Lambda_n \Xi_n^{-1},$$  

(19c)

$$[Q_n] = (S^{(2), k}_{n})^{-1} \left( \Phi_n - \Psi_n \Sigma_n^{-1} \Psi_n^T \right),$$  

(19d)

$$[R_n] = (S^{(2), k}_{n})^{-1} \left( \Omega_n - \Lambda_n \Xi_n^{-1} \Lambda_n^T \right),$$  

(19e)

for $n, m = 1, \ldots, K$.

$\Phi_n, \Psi_n, \ldots$ are the partitions of $S_n^{(3), k}$ indicated in (18), and $S^{(i)}$ are the ‘SA-updates’ (15) of the sufficient statistics (16b)-(16d).

**Remark:** If $B \equiv 0$, the first square bracket in (16e) can be replaced by $[\bar{Z}^i{T}_{s;i-1}]$, and (19b) becomes $[A_n] = \Psi_n \Sigma_n^{-1}$. The case with $D \equiv 0$ is fully analogous.

**Proof.** With arguments directly from Gibson and Ninness (2005, Lemma 3.3), the maximization of the last part of (16a) for a given $s_t = n$ (for any sufficient statistics $Z$ in the inner product, and in particular $Z = \mathcal{S}^k$), is found to be (19b)-(19e).

Using Lagrange multipliers and that $\sum_i \pi_{n,m} = 1$, the maximum w.r.t. $\Pi$ of the first part of (16a) is obtained as

$$\pi_{n,m} = \frac{S^{(1), k}_{n,m}}{\sum_l S^{(1), k}_{n,l}}.$$  

(20)

$\square$

### 4.2 Computational complexity

Regarding the computational complexity of Algorithm 3, the most important result is that it is linear in the number of measurements $T$. It is also linear in the number of particles $N$. 
5 Numerical examples

Some numerical examples are given to illustrate the properties of the Rao-Blackwellized PSAEM algorithm. The Matlab code for the examples is available via the homepage of the first author\(^1\).

5.1 Example 1 - Comparison to related methods

The first example concerns identification using simulated data \((T = 3000)\) for a one-dimensional \((n_x = 1)\) jump Markov linear model with 2 modes \((K = 2)\) (with parameters randomly generated according to \(A_n \sim U[-1,1], B_n \sim U[-5,5], C_n \sim U[-5,5], D_n \equiv 0, Q_n \sim U[0.01,0.1], R_n \sim U[0.01,0.1]\)) with low-pass filtered white noise as \(u_t\). The following methods are compared:

1. RB-PSAEM from Algorithm 3, with (only) \(N = 3\) particles,
2. PSAEM as presented in Lindsten (2013) with \(N = 20\),
3. PSEM (Schön et al. 2011) with \(N = 100\) forward particles and \(M = 20\) backward simulated trajectories.

The initial parameters \(\hat{\theta}_0\) are each randomly picked from \([0.5\theta^*, 1.5\theta^*]\), where \(\theta^*\) is the true parameter value. The results are illustrated in Figure 1, which shows the mean (over all modes and 7 runs) \(H_2\) error for the transfer function from the input \(u\) to the output \(y\).

From Figure 1 (note the log-log scale used in the plot) it is clear that our new Rao-Blackwellized PSAEM algorithm has a significantly better performance, both

\(^1\)http://www.it.uu.se/katalog/andsv164

Figure 1. Numerical example 1. Mean (lines) and 0.5 standard deviation (fields) \(H_2\) error for 7 runs of our RB-PSAEM using \(N = 3\) particles (black) PSAEM (Lindsten 2013) using \(N = 20\) particles (blue) and PSEM (Schön et al. 2011) using \(N = 100\) particles and \(M = 20\) backward trajectories (red).
in terms of mean and in variance between different runs, compared to the previous algorithms.

5.2 Example 2 - Identification of multidimensional systems

Let us now consider a two-dimensional system \( (n_z = 2) \) with \( K = 3 \) modes. The eigenvalues for \( A_n \) are randomly picked from \([-1, 1]\). The other parameters are randomly picked as \( B_n \sim U([-5,5]), \ C_n \sim U([-5,5]), \ D_n \equiv 0, \ Q_n \sim I_2 \cdot U[0.01,0.1], \ R_n \sim U[0.01,0.1] \), and the system is simulated for \( T = 8000 \) time steps with input \( u_t \) being a low-pass filtered white noise. The initialization of the Rao-Blackwellized PSAEM algorithm is randomly picked from \([0.6\theta^*, 1.4\theta^*]\) for each parameter. The number of particles used in the particle filter is \( N = 3 \). Figure 2a shows the mean (over 10 runs) \( H_2 \) error for each mode, similar to Figure 1. Figure 2b shows the estimated Bode plots after 300 iterations. As is seen from Figure 2b, the RB-PSAEM algorithm has the ability to catch the dynamics of the multidimensional system fairly well.

6 Conclusions and future work

We have derived a maximum likelihood estimator for identification of jump Markov linear models. More specifically an expectation maximization type of solution was derived. The nonlinear state smoothing problem inherent in the expectation step was solved by constructing an ergodic Markov kernel leaving the joint state smoothing distribution invariant. Key to this development was the introduction of a Rao-Blackwellized conditional particle filter with ancestor sampling. The maximization step could be solved in closed form. The experimental results indicate that we obtain significantly better performance both in terms of accuracy and computational time when compared to previous state of the art particle filtering based methods. The ideas underlying the smoother derived in this work have great potential also outside the class of jump Markov linear models and this is something worth more investiga-
tion. Indeed, it is quite possible that it can turn out to be a serious competitor also in finding the joint smoothing distribution for general nonlinear state space models.
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